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Abstract

Hydraulic fracturing is a prerequisite for establishing commercial production from shale and tight
sands reservoirs; however, some real and perceived environmental impacts of hydraulic
fracturing have become serious public concerns to a level where clear and deterministic
understanding of fracturing process for preemptive elimination of these concerns is no longer an
option but an imperative. Evolution of hydraulic fracturing technology has been through many
years of trial and error with success measured almost solely by short term production
enhancements. This approach has led to pumping larger and larger volumes of fracturing fluid
leading to undue taxing of fresh water supply and the possibility of excessive fracture dimensions.
As hydraulic fracturing has grown to treat many stages in long horizontal wells, the mere large
volume of transported water has caused concerns relative to heavy truck traffic, air pollution,
and surface disturbances compounding the environmental issues.

Gas Technology Institute (GTI), with funding from Research Partnership to Secure Energy for
America (RPSEA), has completed an industry cooperative research project that aims to optimize
fracture completion design so as to improve productivity from unconventional shale gas wells
and reduce the environmental footprint by reducing the input requirements per MCF of
produced gas. A team of experts from 2 universities, one national lab, one research entity and
one natural gas producer along with oil & gas service companies have collaborated for this project
in the Marcellus Shale play. The goal was to evaluate the completion and stimulation of target
wells and identify ways at improving productivity using variable rate fracturing technique.
Dedicated research was focused in the areas of reservoir engineering, completion design
including fracture spacing design, fracture diagnostics using treatment data, microseismic
monitoring, advanced microseismic processing workflows for improved fracture diagnostics and
lab scale experiments to monitor passive seismicity during hydraulic fracturing for better
understanding of the process.

Some of the key results from these studies are as follows:

- Combined analysis of microseismic monitoring, well completion and logging data (including
production logging) have validated the applicability of variable rate fracturing as a method
for improved productivity from shale gas wells. In particular, opening of additional
perforations and consequent productivity enhancement has been confirmed.

- Hydraulic fracturing operations can be modified to improve hydraulic fracturing efficiency;
i.e., minimize the use of fracturing fluid and associated resources per unit of produced gas.
Our tests in the Marcellus have demonstrated a potential for ~40% increase in productivity
on one of the test wells.



Fracture spacing can be optimally designed without resorting to the use of expensive
specialty logging tools. The project team has successfully demonstrated the use of Artificial
Intelligence based predictive modeling approach to optimize stage/ cluster placement during
completion.

Analyzing the attenuation characteristics of pressure pulse post pump shut-in can help
understand completion quality by modeling for fracture properties and negate the need for
expensive post completion production logging runs.

Modified microseismic data processing techniques such as use of self-adapting beamforming
filters, head wave arrivals for inversion, spectral analysis or semblance have been shown to
provide significant improvements in analysis. These have helped derive more value over and
above the typical microseismic catalogs that are generated by service companies involved.

A semi-analytical solution for Bi-Modal production decline analysis has been implemented to
better understand hydraulic fracturing performance.

Laboratory experiments simulating hydraulic fracturing using representative Poly (methyl
methacrylate) samples have shown highly promising results in identifying expected
mechanisms associated with fracture initiation and activation of pre-existing faults.

Optimal microseismic survey design strategies for future experiments have been validated
using synthetic forward modeling methods. These strategies can be used to improve
diagnostics and reduce costs through the use of surface arrays with smaller footprints.
Work on Hydraulic Fracture Test Site has been initiated with a test site in the Permian Basin.
A joint government-industry JIP with multiple industry participants have completed the
fracturing tests through a multi-pad multi-well experiment involving 11 horizontal laterals
and a slant core well which was used to collect more than 500’ of through fracture cores and
are currently evaluating the data/ observations as per project SOW.
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Report Structure

In this report, we will present a brief summary of results and then proceed to reporting details of
the work performed under each task. The report is voluminous and includes many details; all of
which may not necessarily interest all readers. In order to enhance readability and flexibility for
readers, this report has been broken down into multiple sections as defined under the table of
contents. Each section can be treated as a standalone document that can be copied or
downloaded independently from the rest of the report. The following structure will be followed
in this report:

- Section 1: Project Summary

- Section 2: Research Site

- Section 3: Summary of Results

- Section 4: Appendix containing individual reports
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Advance Hydraulic Fracturing Project

A Joint Industry Project Sponsored by
Research Partnership for Secure Energy for America (RPSEA)
Final Report [August 26t 2016]

Gas Technology Institute (GTI)

Project Summary & Research Site

The Advanced Hydraulic Fracturing project is a field based research and development effort in
which real producing wells were used to test multiple advanced hydraulic fracturing concepts.
The overall objective was to develop advanced methods and techniques to maximize the
efficiency of hydraulic fracturing operations in order to minimize environmental impact by
minimizing total fluid requirement for stimulation.

The goal is to minimize the amount of water and additives used for fracture stimulation of a unit
reservoir volume thereby alleviating the concerns related to excessive use of fresh water, large
volume of flow-back water, water disposal injections, and heavy truck traffic.

Two field test sites in the Marcellus shale were utilized to perform field experiments aimed at
evaluating and proving the concept of Variable Rate Fracturing (VRF). WPX Energy provided
producing wells of opportunity in order to perform the field experiments. The first test site was
located in Susquehanna County, Pennsylvania and included two new horizontal wells drilled
through the Marcellus shale. The second test site was located in Westmoreland County
Pennsylvania, and included 3 new horizontal wells, also drilled through the Marcellus shale. Data
collected at the first test site included advanced open hole logs in the horizontal and vertical
sections of the test well. Microseismic monitoring was utilized during hydraulic fracturing, and
production logs were run to assess production performance from individual perforation clusters
once wells were in production.

The testing at the second test site was limited to further evaluating the concept of Variable Rate
Fracturing by introducing more aggressive rate changes. A post stimulation production log was
run to determine production from individual fracture stages.

10



The data collected at the test site was shared across the research team comprised of LSU, UCB,
Octave Reservoir Engineering, and LBNL for supporting research and analysis. Below is a
summary of key project components.

Objectives of the project: Develop advanced methods and techniques for design and execution
of environmentally safe and economically efficient hydraulic fracturing operations.

Description of the project: Development of a real-time hydraulic fracturing control methodology
through coupled analysis of geophysical fracture diagnostic data and pumping pressure, rate, and
fluid density; and verification of results by detailed production testing.

Key deliverables associated with the project: 1) Guideline for environmentally safe and
economically optimal fracture stimulation of shale and tight sand reservoirs, 2) Methods and
techniques for high resolution microseismic data analysis, 3) Design diagram for the next
generation microseismic data acquisition, 4) Shale-specific production decline analysis software
for hydraulically fractured shales and other unconventional resources, 5) A complete research
quality dataset, and 6) Final Report.

Potential impact of the project: Reduced use of fresh water used for hydraulic fracturing,
minimization of truck traffic and corresponding air emissions, and alleviation of public concern
relative to seismicity of hydraulic fracturing. The proposed optimization uses minimum amounts
of water for stimulation of a unit reservoir volume, thereby improving the economics of
production from shales and other unconventional resources.

Participants involved in performing the scope of work: Gas Technology Institute, Lawrence
Berkeley National Laboratory, University of California at Berkeley, Louisiana State University, and
Octave Reservoir Technologies. WPX Energy provided two test sites for field experiments.

Organizations providing the required cost share: Octave Reservoir Technologies, Louisiana State
University, and WPX Energy
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Summary of Results

Hydraulic Fracturing — Variable Rate Pumping

Jordan Ciezobka — Gas Technology Institute

Typical hydraulic fracturing designs in shale utilize a predetermined fluid pump rate, which once
achieved is held constant throughout the treatment, excluding situations when surface pressure
limitations or other conditions disallow. We propose a method of pumping hydraulic fracture
stages where the fluid pump rate is rapidly changed from the predetermined maximum rate, to
some significantly lower rate, and then rapidly increased back to original maximum rate. This
rapid change in the flow rate produces a pressure pulse that travels up and down the wellbore
and has the capacity, together with the pump rate change, to open previously unopened
perforations, while increasing fracture complexity through fluid diversion.

We observed increased microseismicity during hydraulic fracturing in stages with frequent pump
rate changes. Regardless of their type and nature, seismic signals are indicative of fragmentation
of the treated zone. This could be from shear shattering or dilatational opening. One can also
assume that high signal density is a good measure of fracturing efficiency. To further investigate
these observations, we implemented a variable pump rate fracture design in a Marcellus shale
well. More specifically, we implemented the variable pump rate frac design in every odd stage,
while implementing a constant rate design in every even stage. This was done in order to account
for changes in the reservoir along the horizontal lateral.

Production log results showed on average a 19% increase in production for the variable pump
rate stages versus the constant pump rate stages. A lower treating pressure was often
encountered after the rapid rate changes, leading to the conclusion that unopened perforations
were opened with the aid of the induced pressure pulses. Total well production decline was
much slower for test well that included variable pump rate changes versus the offset horizontal
well which did not include the variable pump rate frac design.

And finally water hammer frequency decay analysis shows a predictable trend in well with
variable pump rate stages. Throughout the variable pump rate stages, no proppant transport
issues were encountered and the frac stages were completed without any major issues.

Rapid rate changes applied throughout the fracture treatment enhance microseismicity, which
could be interpreted as additional fracture complexity. Surface fracturing pressure data shows
that rapid pump rate changes open additional perforations without physical flow diverters such
as ball sealers or frac balls, while production log data shows higher production. Implementation

12



of the Variable Rate hydraulic fracturing method results in no additional costs while it increases

stimulation efficiency. Below is a summary of results.

Correlations of fluid pump rate, microseismic data, and production data have led us to investigate

a new hydraulic fracture design in which the fluid pump rate is rapidly changed to induce a

pressure pulse leading to the following effects as determined through data analysis:

Pump fluctuations lead to increased microseismic emissions

Increased microseismic emissions correlate well with increased production

Rapid rate fluctuations induce a pressure pulse that tends to open previously unopened
perforations and increase fracture complexity

Rapid rate fluctuations added to the frac design have shown to increase production by
19% as compared to stages with a frac design that did not include rapid rate fluctuations

Hydraulic Fracture Test Site (HFTS)

Jordan Ciezobka — Gas Technology Institute

The industry experience has proved that no two gas shale plays are the same in that while they

all need some fracture stimulation, every play reacts different from others when subject to

hydraulic fracturing. We originally proposed creating a consortium of producing and service

companies involved in development of shale plays to perform conclusive field testing of

hydraulic fracturing across all major gas shale basins. The following were the consortium

objectives:

1. Establish the geometry of the created fracture system by repeated injections, using
cores collected in the injection area, and by sidetracking one of the observation wells.

2. Determine whether or not injection pressure provides a reliable method to assess
confinement.

3. Compile guidelines for operational practices related to productivity.

4. Demonstrate that microseismic imaging can provide reliable information of fracture
dimensions.

5. Characterize the created fractures near and far-field from the wellbore.

6. Verify that fracture models can be calibrated to predict fracture behavior under the
prevailing geological and operating conditions.

7. Establish calibration procedures for hydraulic fracture modeling.

8. Develop diagnostic techniques for multi-fractured horizontal wells.

9. Identify, test and verify new techniques for assuring hydraulic fracture geometry and

productivity.
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Realizing such a project on national scale would cost in excess of 20 million dollars, it can only
be implemented by a highly motivated consortium of operators and service companies. As
such, the scope of this task was limited to project planning and development of a detailed
scope of work.

Phase | — As part of project planning and development of scope of work, three workshops were
held by GTI with industry operators and service companies. These workshops were held on:

1. April 2013 in Houston, TX
2. May 2013 in Pittsburgh, PA
3. July 2013 an Online Webinar

Thirty-seven hydraulic fracturing experts from 22 operating and service companies participated.

The workshops resulted in the identification of the intent, scope, and value of the HFTS
program. Hydraulic fracturing research needs were prioritized; a preliminary program mission,
objectives, design, participation, budget, and schedule was established; an Advisory Board and
a Technical Review Committee were started to guide the program; and alignment was reached
on the need for the second phase of the project to help define the experimental design for
HFTS. A strategy report was created to align the research and funding necessary to implement
and execute the test site. The report is in the appendix.

Phase Il — Research and Development (R&D) Assessment and Data Review: This phase involved
a baseline study to assess the state of the hydraulic fracturing R&D, fracture diagnostics
assessment, and the applicability of that data to help define the experimental design of HFTS. A
report highlighting these findings is in the appendix.

Phase Il — Implementation: In this phase we secured the funding for the HFTS by forming a JIP
and developed a scope of work. The test site was created in the Permian Basin Wolfcamp
formation and hosted by Laredo petroleum, and it was launched in August of 2015. Details of
the test site are in the appendix.

Hydraulic Fracture Stage (Cluster) Spacing Design Toolbox

Dr. Debotyam Maity — Gas Technology Institute

The aim of this study was to identify an easy to implement technique at carrying out engineering
cluster/ stage spacing design based on available drilling and logging data. Most techniques
available today when it comes to engineering design involves use of specialty logging runs (such
as Dipole Sonic or Litho Scanner) or cuttings analysis which could end up creating significant time/
cost constraints. We devised an approach which makes use of available logging data and drilling
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data through mud logs which are routinely collected for all new wells being drilled. This results
in an inexpensive fracture/ cluster spacing design tool without the need to run new logs.

Our workflow improves the spacing of the perforation clusters along the lateral by taking into
account variations in geomechanical properties of the reservoir as well as the presence of gas
and potentially natural fractures. GTI has developed a hydraulic Fracture Spacing Design Toolbox
which predicts optimal fracture spacing design based on modeling of rock properties as well as
hydrocarbon presence using information from mud logs. The reason for not using traditional
wireline or tubing based tools is to avoid high costs associated with the same. The Toolbox has
been developed in the Matlab environment and is available with a simple to use GUI interface as
the front end and powerful Neural Nets/ Fuzzy Classifiers at the back end. The toolbox at this
stage is a scientific code and is not ready for commercial applications. Based on tests done on
data collected for this project and relevant background data made available by WPX Energy, we
have the following observations:

e Good predictability and applicability over both near field (same pad) and far field (100’s
of miles) Marcellus Shale gas wells.

e Potential for enhanced productivity per specific unit of input used (water, proppant,
chemicals, etc.) leading to reduced environmental footprint per unit of gas produced.

e Optimal completion programs without having to resort to expensive post drill logs or
expensive LWD tools.

e Results validated with good tie observed when compared with available post completion
production logs.

e Results validated for limited well datasets available from prior RPSEA project [09122].

For a more in-depth discussion on the work carried out, refer Appendix C of this Final Report.

Enhanced Hydraulic Fracture Mapping Using Self-Focusing Adaptive Beamformer

Dr. Bernard Widrow — Stanford University

The underlying objective of this study was to try and improve the ability of microseismic analysis
to aid in efficient and environmentally safe resource extraction. The aim was to develop
algorithms for improved methods of fracture mapping in 3D using microseismic signals. For this,
we studied the application of a self-focusing adaptive beam-former to the problem of
microseismic event detection and localization. This beamforming system leverages signal-
processing techniques that are well established and have been widely successful in a variety of
fields including sonar and radar, where arrays of sensors are used to detect and localize faint
sources of energy in a large background of noise. Use of this proposed technology is expected to
provide significant attenuation of background seismic noise, particularly coherent noise, and
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compensate for inaccurate knowledge of local wave propagation. This has enabled the possibility
for a more complete and accurate understanding of the activity induced by stimulation
treatments. Key activities that have been completed as part of this study are as follows:

- Developed a method for localizing points of origin of microseismic events. Starting with a
large event on which to focus a given seismic array, the beam is scanned incrementally to
detect smaller events and to localize them relative to the locus of the large event.

- With enough neighboring seismic-event loci, it is possible to delineate geometry of the
fracture. We demonstrate this through an example of five identified source points. Once their
location in 3-D space was determined, we were able to make a crude map of a fracture.

- We developed a self-focusing adaptive beamformer workflow that is capable of localizing
seismic events in 3-D with improvements in signal-to-noise ratios in the order of ~10 db. This
provides opportunities for improving location accuracy, reducing the number of geophones
and allow manifold increase in the number of seismic events that could be available for
analysis.

- We formulated a set of steps necessary to go from raw seismic data to a 3-D fracture map, as
follows:

a. ldentify a large seismic event in the geophone signal data.

b. Use its moveout delay times to focus the beamformer.

c. Determine seismic velocity from the moveout delays using knowledge of the well
geometry and the geometries of the surface/ borehole arrays.

d. Steer the beam in known increments about the locus of the large event. Search in 3-D for
additional seismic events.

e. Map the fracture by plotting the loci of multiple seismic events relative to that of the large
event.

- We developed an experimental Matlab code for implementing this workflow and various
operations for localizing events.

Appendix D provides in-depth understanding of self-adaptive beamformer design and
implementation for this project.

Advanced Microseismic Source Characterization Schemes

Dr. James W. Rector — University of California, Berkeley

The primary objective of this study was to develop processing techniques which can
circumvent some of the limitations posed by limited aperture of downhole microseismic
surveys where the survey geometry is governed by existing wellbore locations. As we well
understand, typical microseismic data processing involves basic location, moment magnitude
estimation, and advanced source parameter and frequency analysis. The event location, as the
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basis of almost all other advanced processing, has been routinely conducted by industry. For
horizontal wells in shale gas production, it is a common case to have only one nearby
monitoring well, the production well, available for microseismic monitoring. This kind of
configuration has the advantage that the geophones can be moved to the nearest area of the
stimulation. Also, the deep environment eliminates the effect of noise due to surface
fracturing operation and surface noise. However, the limited coverage of acquisition geometry
makes microseismic processing with only P and S arrival times impossible resulting in the need
for 3 component data. The unknown orientation of downhole geophones and poor coupling
between geophone and borehole are the challenges associated with 3 component data from
borehole deployments. While perforation shots are normally used for geophone orientation
calibration, the complexity and anisotropy of shale formation, and the poor coupling of
geophones with horizontal wellbore leads to significant uncertainty in the waveform
polarization.

In this study we looked at headwaves which can be seen in layered reservoirs with significant
angular source to receiver offset. Due to its low velocity nature, headwaves are very common
in cross-well seismic and microseismic surveys. When the distance between geophones and
source is relatively large, the headwave arrival can precede the direct arrival. Our analysis on
microseismic survey conducted on two horizontal wells in Marcellus shale shows that
headwave conveys very useful information, which can eliminate the requirement for
waveform polarization in microseismic event location. Additionally, our work in the spectral
domain has shown value in order to circumvent another common problem with this typical
survey geometry — limited aperture leading to an inability to perform moment tensor
inversion. Due to the small solid angle, this traditional geometry survey severely limits the
ability to understand source mechanism. As a result, working in the spectral domain enables
a better understanding of the fracturing events without the added cost of multiple monitoring
wells. Key activities that have been completed as part of this study are as follows:

- We have developed a robust microseismic location inversion routine which makes use of
headwaves along with traditional P & S wave arrivals.

- We have demonstrated its performance through comparative study of results using
traditional approach provided by the service company for data acquired in this project.

- We observe reduced location uncertainty with this approach.

- We have also introduced a novel Bayesian inversion scheme using Maximum-A-Posteriori
estimation technique.

- While correlation between pumping parameters and seismicity was not directly
accomplished, correlation between source parameters and spectral content was
successfully demonstrated.
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- Ratio of shear to compressional waveform bandwidth were used to identify and
differentiate between opening and shear mode failure.

- Noise, particularly those from tube waves were successfully mitigated using a location
based noise characterization and reduction schema.

Appendix E highlights the issues and proposed solutions including our research results in
detail.

Semblance Weighted Emission Mapping to understand seismicity behavior

Dr. Debotyam Maity — Gas Technology Institute

Microseismic surveys typically involve surface deployments, wellbore arrays or a combination
of the two. Surface microseismic surveys are often very resource intensive due to their large
apertures and receiver count. On the other hand, downhole arrays are often deployed within
existing wells in the field which leads to constrained design apertures and failure of imaging
algorithms traditionally used with surface deployments for characterizing the observed
microseismicity. At the same time, hypocentral inversion algorithms used with wellbore arrays
have many well understood limitations and their use leads to numerous “valid” events being
discarded during processing due to “poor” data quality and signal-to-noise characteristics.

The objective of this study was to look into the possibility of using “unconventional”
approaches towards microseismic data processing and analysis which can circumvent some of
the limitations posed by traditional inversion and imaging methods in use today and help
enhance derivable value from microseismic monitoring operations. We have introduced and
developed a simple seismic energy emission mapping approach (semblance weighted emission
or SWE) which can be applied on microseismic data from any array (borehole, surface or
combined). The method provides a temporal energy emission profile as observed during
treatment based on the recorded seismicity. We also share actual field examples and
demonstrate the applicability of this attribute for better understanding of reservoir behavior
during hydraulic fracturing operations and validate the analysis through independent
observations from production log data. Key observations and results from this research are as
follows:

- We have introduced a new passive seismic attribute to characterize fracture completions
and to better understand interaction with the subsurface during treatment.

- Our proposed processing and analysis approach provides for a more complete picture of
seismicity emitted during treatment.

- It can be easily modified to account for non-traditional seismicity observed in reservoirs
under hydraulic fracturing such as slow aseismic creep and associated energy release.
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-  There exists the potential for accurate spatio-temporal emission mapping using
independent data (such as phase and polarization) in place of the current temporal
mapping [directionally conditioned semblance weighted emission attribute].

- Other attributes (such as from continuous waveform polarization analysis) have also been
looked into as a means to better understand hydraulic fracturing operations.

For a more in-depth discussion on the work carried out, refer Appendix F of this Final Report.

Novel Phase Arrival Detection Workflow

Dr. Debotyam Maity — Gas Technology Institute

Most Microseismic event detection algorithms suffer from the issue of noise artifacts in data.
Sometimes, noise can be overbearing and can significantly reduce the number of detected events
which has an impact on post processing microseismic data analysis. While full waveform based
inversion can remove the need to make event/ phase picks, their use is still significantly impacted
by noise. Other techniques such as use of advanced filters while useful can still fail to deliver
depending on the data quality and type of filtering used. Due to these issues, we generally loose
around 5 to 10 times the number of microseisms compared to those that are actually deemed of
good quality for typical processing workflows.

The objective of this study was to identify a way to increase the number of “detectable” events
by employing advanced processing technique using predictive “move-out” matching scheme. Our
proposed methodology makes use of an evolutionary search algorithm to iteratively search for
arrivals as recorded by geophone strings in borehole. This allows the process to only model for
predictable hyperbolic moveouts which can be modeled as a higher order polynomial. The events
are identified based on observed characteristics of the gather along the predicted moveouts. The
same technique can be expanded to process data acquired using small surface geophone arrays
(tested at HFTS). Key deliverables and results from this research are as follows:

- Developed a hybrid event detection workflow which has significantly enhanced detectability
of events from borehole data for potential data processing and analysis.

- This workflow has been extensively tested on microseismic data collected from the WPX
Energy Wootton well 10H experiment and results indicate significant improvement over
traditional picking approaches.

- The detection approach thus developed has been successfully combined with SWE mapping
analysis to improve upon the results without unduly increasing the processing time
associated with relatively large datasets.

For a more in-depth discussion on the work carried out, refer Appendix G of this Final
Report.
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Pressure Pulse Attenuation for Fracture Diagnostics

Dr. Debotyam Maity — Gas Technology Institute

“Water Hammer” pressure transients are generated when there is a sudden change in flow
conditions within the wellbore such as a pump shut in or failure. Classically; water hammer,
flow and pressure response data at the end of frac treatment has been used to estimate entry
friction. Also, Gary Holzhausen has looked into modeling of fluid transients to characterize
fracture dimensions, etc. However, methods devised for characterization of single vertical
completions requires extension to horizontal mile long laterals which bring in their own unique
set of challenges. We tackle these issues by making use of novel modeling/ analysis methods.
With the pressure pulse attenuation (PPA) analysis technique, we hope to be able to carry out
real time fracture diagnostics with commonly available pressure response data, potentially
redesign consecutive fracture stages on the fly, reduce our reliance on expensive production
logs and conduct both qualitative and quantitative modeling of production performance.

The PPA analysis of completion data from multiple wells has indicated that a reasonably strong
correlation seems to exist between observed production through production log data and
modeled fracture dimensions when corrected for possible losses due to diversion and/ or leak-
off into prior stages due to ineffective isolation. An experimental code (WHAM-FD) utilizing
finite difference solution has been designed and developed within the MATLAB environment
for analysis of pressure response data and has been extensively tested on the two sets of data
available in this project (WPX Energy Wootton and Corbett wells) as well as data acquired in
the HFTS project. Summary of this study and results are itemized below:

- PPA analysis workflow finalized including relevant modeling parameters for using water
hammer pressure transients observed during fracturing operations to model for fracture
characteristics.

- Robust Evolutionary algorithm used to identify “optimal” solution for model parameters
based on observed pressure response.

- Methodology developed to identify potential inter-stage isolation failure and way of
guantifying resulting “effectiveness loss” from treatment.

- Correlations developed between PPA modeling results and production logging results to
develop site specific “pseudo-production logs”.

- Validated opening of previously “non-communicating” perforations through variable rate
fracturing operations.

For a more in-depth discussion on the work carried out, refer Appendix H of this Final Report.
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Hybrid Microseismic Array Design

Dr. Debotyam Maity — Gas Technology Institute

Optimizing passive seismic survey designs is the key to limiting deployment costs by
minimizing geophone requirements and improving processing results. However, design
optimization for microseismic surveys can be extremely challenging. Some of the major issues
when it comes to optimized microseismic survey design include the presence of too many
variables/ cost functions needing optimization, difficulty in quantification and validation of
many of these parameters and the differing processing techniques and schemes in use today.
The purpose of this study was to identify and implement an optimization workflow based on
the known requirements for optimization defined from expected work to be carried out at GTI
for future microseismic data acquisition, processing and analysis programs. For this study, we
decided to focus on an optimized design framework to get the best possible solutions for a)
moment tensor inversion, b) travel time inversion and c) Sabatier’s data angle minimization
criteria to reduce uncertainty and bias in final solution. This work attempts to validate an
integrated framework for optimized multi array passive seismic monitoring programs to
optimally characterize event source parameters as best as possible. While the actual
microseismic experiment has not been planned as of now, once that happens, we will obtain
necessary data to plug into the design framework shared here and optimally place geophone
sensors to map the microseisms. As preparatory work, following tasks have been completed
internally by GTI:

- Final design framework for survey optimization using an earlier approach developed as
part of the RPSEA funded Marcellus Shale Gas Project (09122).

- A new hybrid GA-SA? search algorithm to identify the best designs within the limits of
specified constraints.

- A new GA based ray-tracer to quickly identify ray-paths used for optimization when
considering optimal tomography results or minimizing same/ similar data.

For a more in-depth discussion on the work carried out, refer Appendix | of this Final Report.

Spreadsheet analysis of bimodal production decline curve in a hydraulically-fractured shale-
gas reservoir

Dr. Christine Doughty and Dr. George J. Moridis

1 Genetic Algorithms
2 Simulated Annealing
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The objective of this study is to develop a simple, Excel-based tool for the analysis of the
complex problem of gas production from a fractured tight/shale gas reservoir that is based on
a model that remains faithful to the underlying physics and can provide rapid estimates of the
important parameters governing the system behavior. In this study, we implemented a semi-
analytical solution for a modified Bi-Modal production decline curve for hydraulic fractured
shale gas reservoirs in an Excel spreadsheet. Curve-fitting has been done using field data to
determine transport properties, fracture geometry parameters and etc. based on available
information about the reservoir. We list the underlying assumptions, we present and discuss
the problem solution, we describe the use of the spreadsheet, and we examine in detail and
analyze results from two example datasets. The spreadsheet-based analysis provides
improved understanding of hydraulic fracturing performance, enabling future operations to
be done more efficiently in addition to providing insights for more economical operation with
reduced environmental impact. The following have been successfully delivered by the
research team:

- Excel spreadsheet based solver to obtain the semi-analytical model results for shale gas
data.

- Complete description of spreadsheet and a step-by-step guide for usage.

- Sample fitting tests with available data from this project as well as 3rd party data.

For a more in-depth discussion on the work carried out, refer Appendix J of this Final Report.

Benefit Analysis of Reservoir Engineering

Xinya Xiong (formerly with GTI) and Dr. Debotyam Maity

In this study, we have evaluated the well performance of four wells on two well pads to
compare the advanced variable rate hydraulic fracturing routine with conventional fracturing
routine. In each pad, the experiment well is fractured using variable rate in alternating stages
with a nearby offset well fractured using conventional routine. The total production of four
wells was looked into. The production rates were analyzed using Bi-Modal decline scheme. Bi-
Modal production decline analysis scheme is further illustrated in Appendix J. It provides a
simple indirect estimate of initial production decline rate and fracture geometry parameters.
The second well pad exhibits production decline without too many operational interruptions
and is therefore looked into using Bi-Modal decline analysis carefully. The key observations
from this study are:

- The experiment well on second pad which went through more rapid fracture rate changes
in alternating stages demonstrated a slower decline rate.
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- Assuming they are draining from a uniform SRV, the experiment well developed a more
effective fracture network than its offset well on the same pad.

- The production logs showed direct indication of 19% increased production in variable rate
fracturing stages of experiment well.

We have also looked at using an open source semi-analytical solution to interpret significant
mismatch between productivity of wells and look at potential use for applications in the
future.

A more detailed discussion on the work carried out can be references in Appendix K of this
Final Report.

Laboratory Scale Hydraulic Fracturing Experiments

Dr. Juan M. Lorenzo — Louisiana State University, Baton Rogue

This goal of this study was to conduct laboratory experiments involving passive seismic
monitoring to understand hydraulic fracturing process in a controlled environment. The
purpose of conducting lab scale representative experiments was to answer some of the
guestions regarding the actual fracturing process, generation of elastic waveforms associated
with accompanying deformation and precise monitoring and calibration of microseismic
monitoring techniques. Our deliverables from this study are as follows:

- An experimental setup for representative lab scale hydraulic fracturing tests.

- Experimental descriptions and interpretations of single-component seismic data sets
derived under non-dimensional experimental conditions.

- Catalog tables of event location identified and processed during the course of the
experiments.

- ‘R’ based software package to manage and analyze microseismic data (for lab scale tests)
and for possible real world applications.

- Understanding the type of fracturing through experimental variations and how they
correlate with interpreted seismic mechanisms (Mode-I versus mixed-Mode).

- An analysis and discussion of the scalability of these results to field conditions and
comparison to previous laboratory experiments.

A detailed explanation on how the experiments have been designed, the data collection and
processing methodology being used as well as our observations have been detailed in
Appendix L of this Final Report.

A re-look at contractor supplied geophysical data
Dr. Debotyam Maity — Gas Technology Institute

23



The aim of this study was to take a second look at the microseismic data supplied by the
relevant service company. Most service companies are limited by the amount of processing
they do on the raw data and their results. Various factors at play include acquisition artifacts,
noise, array geometry limitations or instrumentation issues, data quality, etc. to name a few.
Just as an example, prior studies [e.g. RPSEA 09122] have demonstrated significant mismatch
between surface and downhole data acquisition results. We decided to take a second look at
the data acquired as part of this experiment for the following reasons:

- Independent data quality analysis including presence of any acquisition or processing
artifacts.

- Validation of primary microseismic data inversion product (event hypocentral locations).

- Secondary (non-traditional) data analysis to derive additional value from data. These
include b-value analysis, identification of long period long duration (LPLD) events, etc.

For a more detailed review of the tasks completed under this study, refer to Appendix M of
this report.

Technology Transfer

Presentations were given at various technical conferences and industry consortiums. Apart
from presentations, various papers have been submitted and published in relevant technical
journals for wider industry outreach. Table 1 shows a list of technology transfer efforts made
by GTl and other JIP partners.

Event .
Date . / City Venue [\[o] {3
Publication
Authors: A. Taleghani, M. Gonzalez, P.
Hydraulic Puyang & J. M. Lorenzo
2014 Fracturing - - Post-treatment assessment of induced
Journal fracture network [Volume 1(3), pp. 24 -
33]
Presentation- Debotyam Maity:
October SEG A | Denver Semblance Weighted Emission Mapping
27-31, M r;.nua Denver, CO | Convention for Improved Hydraulic Fracture
2014 eeting Center Treatment Characterization
Presentation- Debotyam Maity:
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Robust First Break Picker for Microseismic

Data Collected Using Borehole Geophone

Arrays
October Shale CONSOL Presentation- Jordan Ciezobka:
Pittsburgh,
29-30, Exchange PA Energy Emerging Technologies: Hydraulic
2014 Workshop Center Fracturing Optimization
AAPG/SEG
December SPWLA Presentation — Jordan Ciezobka:
Austin, TX -
8-10, 2014 Hedberg Hydraulic Fracturing Test Site
Conference
s Presentation- Juan M. Lorenzo:
an
December AGU Annual Francisco Moscone Effects of fracturing fluid viscosity
16, 2014 Meeting CA Center on Wave Emissions during Hydraulic
Fracturing: An Experimental Approach
Presentation —Michael J. Nava:
Identification of Microseismic Attributes
Through Spectral Analysis
July 20-22, San Antonio,
2015 URTeC T - Presentation — Zhishuai Zhang:
Microseismic Event Location using
Multiple Arrivals: Demonstration of
Uncertainty Reduction
Presentation — Michael J. Nava:
Characterization of Microseismic Source
' Mechanism in the Marcellus Shale
October SEG Annual New Morial through Analysis in the Spectral Domain
18-23, . Convention
2015 Meeting Orleans, LA Center Presentation - Zhishuai Zhang:
Improving Microseismic Event Location
Accuracy with Head Wave Arrival Time:
Case Study Using Marcellus Shale
Author: D. Maity
Journal of
November Sustainable Correlating Pressure with Microseismic to
2015 ’ Energy - - Understand Fluid-Reservoir Interactions
Engineering during Hydraulic Fracturing [Volume: 3(2),
pp. 127 —142]
Authors: D. Maity & |. Salehi
2016 Computers & ) B Neuro-evolutionary event detection

Geosciences

technique for downhole microseismic
surveys [Volume: 86, pp. 23 —33]
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SPE Hydraulic

Presentation — Jordan Ciezobka:

. The
February 9- Fracturing ) Variable Pump Rate Fracturing Leads to
Woodlands,
11, 2016 Technology Y Improved Production in the Marcellus
Conference Shale
Authors: D. Maity, J. Ciezobka & I. Salehi
Hydraulic Multi-Stage Hydraulic Fracturing
2016 Fracturing ) ) Completion Diagnostics for Real Time
Journal Assessment of Stage-Wise Stimulation
Effectiveness and Improved Performance
[Volume: 3(2), pp. 8 — 18]
Authors: D. Maity, J. Ciezobka, I. Salehi
Journal of Fracture Spacing Design for Multistage
2016 Sustainable . . Hydraulic Fracturing Completions for
Energy Improved Productivity [Hydraulic
Engineering Fracturing Special Issue, pending

publication]
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Appendix A: Hydraulic Fracturing — Variable Rate Pumping
Background

Previously collected hydraulic fracturing and microseismic data in the Marcellus shale led to the finding
that substantial rapid changes in the fluid pump rate during hydraulic fracturing result in increased levels
of microseismic activity emanating from the reservoir being stimulated. Top of Figure 1 shows a typical
hydraulic fracturing treatment in the Marcellus shale with the treating pressure shown in red and the
pump rate shown in blue. Bottom of Figure 1 shows borehole microseismic event density aligned to the
treatment plot with the blue highlighted columns corresponding to rapid fluctuations in fluid pump rate.
As evident in this figure and shown by the shaded blue columns, the microseismic event density
significantly increases during rapid pump fluctuations, both positive and negative. However, the exact
sequence of these rate changes were not planned and are a result of either pumping equipment
constraints or wellbore conditions. Similar pump rate fluctuations and microseismic event density
correlations have been attained with a data set consisting of almost 100 fracture stages in the Marcellus
shale (Ciezobka et al 2013)(Ciezobka 2013).
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Figure 1: Typical hydrualic fracture stage in the Marcellus shale (top). Microseismic event
density during pumping of the hydrualic fracture stage (bottom).
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Furthermore, production log data collected in the horizontal lateral and compared with the microseismic
survey results show that the microseismic event count and event proximity (proximity of each
microseismic event to the next closest recorded event) for each fracture stage correlate well with
production from each fracture stage. Figure 2 shows the microseismic data overlaid with the production
log results. The production log data shows increased production coming from fracture stages where the
microseismic event count is high, and in stages where the event count is low, the production contribution

is also reduced.

Ax, Ay=250 ft

Figure 2: Concentration of microseismis events shown as dots and cluds for the third well

from left. Overlaid on top are production log results with production contribution for
selcted frac stages.

In summary, these results indicate that pump rate fluctuations produce significantly higher microseism
emissions, and higher microseismic emissions correlate with higher production. Based on these findings,
we tested a hydraulic fracture design that included rapid rate fluctuations. The pump rate fluctuations we
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tested were implemented in a systematic sequence, such that the pump rate fluctuations were intended
o designed, and not a result of unanticipated equipment or wellbore conditions. We present the results
of the controlled pump rate fluctuations from the Marcellus test in the following sections.

Marcellus Shale Well Pad - Description of Testing Procedure

The experiment wells in this study were wells of opportunity that were hydraulically fractured in the
Marcellus shale gas play. Figure 3 shows the well pad diagram highlighting the two laterals which were
studied. Another lateral (4H) extends on the other side of well 8H but has not been shown in the diagram.
Inter-well separation varies between ~700 ft. to 1000 ft. laterally for wells 6H and 8H. Both wells were
designed to land in the lower Marcellus shale play. As observed from the diagram, well 6H had a total of
27 stages and well 8H had a total of 28 stages that were completed.
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Figure 3: Well pad diagram showing both the 6H and 8H laterals along with location of
stage plugs. the dimensions are in feet and relative to the wellhead location.

The frac design involved ~200,000 pounds of proppant (100 and 40/70 mesh white sand) pumped along
with ~200,000 gallons of water for well 6H. On the other hand, for stages pumped in well 8H, we had ~
50% additional proppant (~300,000 pounds of proppant) and higher frac fluid volumes. With higher
proppant being pumped for the 8H well, we do expect that initial productivity in terms of gas flow rates
from this well to be higher compared to the 6H well.

Results Validating Variable Rate Fracturing

In this study we used four different methods to validate the efficacy of using variable rate fracturing
technique when it comes to hydraulic fracturing. These involved both direct and indirect diagnostic

techniques.

Production Logging
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First, we looked at production log results as observed immediately post completion for well 6H where rate
fluctuations were introduced (Figure 4). While we observe significant variability in production behavior
over the entire lateral in question due to completion quality as well as exact location of lateral compared
with reservoir stratigraphy, we do observe that more often than not, variable rate (odd) stages show
higher productivity compared to nearby even stages.

Variable Pump I Constant
Rate Pump Rate

% Gas Contribution

27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

Stage #

Figure 4: Production logging results for well 6H across producing clusters.

Another inherent assumption with the use of variable rate fracturing approach is that it should ideally
open additional perforations which may not have been fully open during the initial breakdown. This
should allow for a more uniform distribution of fluid flow into formation across available perforation
clusters. We sum the skewness measure for distribution of flow across clusters for each of the 27 stages
for well 6H and observe a very low summed measure for odd stages (0.5394) compared to the even stages
(4.8528). Looking at overall productivity from odd and even stages separately, the cumulative productivity
from odd stages is 915.3 Mscf/d compared to 721.1 Mscf/d for the even stages. Since there is one
additional odd stage for this well, the average productivity is evaluated. We still find the same trend, i.e.,
an average productivity of 65.38 Mscf/d for odd stages and 55.47 Mscf/d for even stages. This represents
17.87% higher productivity with variable rate fracturing.

Pressure Response to Rate Fluctuations

Since we have already seen lower skewness measure for stages completed using variable rate fracturing,
we also looked at the behavior of treatment pressure post the introduction of rate fluctuations for these
stages. Figure 5 shows two examples of odd stages completed for well 6H and we can clearly see a drop
in treatment pressure by 10’s to 100’s of psi which is indicative of lower entry friction within the system.
This could either mean additional opening of perforations due to the pressure transient pulse generated
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with the rate fluctuation (i.e., reduced perforation friction). It could also mean a consolidation of non-
dominant fractures emanating from the wellbore (reduced tortuosity).

I S VS e e A ertdbmiadin -

Treatment Sme (menutes) Treatmant time [minutes)

(a) (b)

Figure 5: Sample treatment pressure/ flow profiles following introduction of rate
fluctuations during stage # 9 and stage # 17 for well 6H.

Post Pumping Shut-down Water Hammer Diagnostics

The wellbore and the associated hydraulically created fractures during the treatment phase of a fracture
stage create a complex hydraulically connected conduit where unsteady state transients are common. As
the pumping of proppant and slurry ends, the pumps are shut over a short period and time and depending
on the shutdown procedure, the transition from steady state constant flow to low or no flow conditions
creates single or multiple water hammers within the wellbore. Since the decay in energy over the water
hammer cycle is a function of the total frictional head loss as the pressure pulse travels up and down the
conduit, it is intuitive to expect the decay in energy to be higher for a longer conduit. In the same vein,
the decay should also be higher if an extensive large aperture fracture network is associated with the
stage which will consequently absorb more energy as the pressure pulse moves through the network.
Moreover, complex fracture network swarms should lead to shorter oscillating pressure response with
higher decay rate due to higher frictional losses compared with long singular fracture wings.

While for well 6H, the odd stages were completed using the variable rate approach and the even stages
were completed normally; for well 8H, all of the stages were completed using the normal approach with
no variable rate fluctuations during completion. Since our hypothesis of additional perforation opening
and improved performance through variable rate suggests that a more extensive fracture network is
possible with rate fluctuations due to additional fracture propagation and growth with newly opened
perforations, we expect those stages which were completed using the variable rate approach to show
stronger decay in signal strength with time compared with the normally completed stages. This hypothesis
is highlighted through some typical observations from the field in Figure 6.
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Figure 6: Typical water hammer response with (a) high decay and (c) low decay as well as
possible reasons based on our hypothesis (b) and (d).

While exhaustive fluid transient modeling and evaluation techniques have been available for a while
(Holzhausen et al. 1988), we use a simple decay rate modeling approach using an exponential decline
model to compute the rates of decay in energy observed at pump shutdown for each of the completed
stages for two separate wells under study. However, before possible application, one major issue needs
to be resolved in relation to behavior of pressure response based on corresponding flow rate variability.
While a sharp drop in flow rate or multiple drops followed by short periods of stable flow is desirable for
generating sharp water hammer response for modeling, due to non-applicability of typical diagnostic
techniques useful with vertical completions, the shutdown procedure for pumps during completion of
long lateral multi-stage completions can be quite random. This results in some highly skewed pressure
transients which do not allow for easy decay rate computations. In order to resolve this issue a simple de-
trending operation is carried out using a polynomial fitting approach. The first step is to fit a second order
polynomial to the available data and to subtract the resulting polynomial from the actual data. A
secondary higher order polynomial based smoothening step is also used to get a smooth sinusoidal
response for modeling. The steps can me mathematically represented as follows:

Xfilter 1=X— Xfit 1 (1)

Xritter 2 = Xrit 2 (2)
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Here subscripts ‘filter 1’ and “filter 2’ represent filtered data based on the 2" order and higher order
polynomial fitting applied sequentially. The subscripts ‘fit 1’ and ‘fit 2’ represent the fitted data from the
said procedure. Figure 7 shows the results of this fitting process for two cases; one with a good water
hammer response and another with a skewed response. The model used is a sinusoidal pressure response
model with an exponential decay. The modeling parameters include the initial amplitude (A), phase (¢) of
the response and the decay rate (A). A standard Evolutionary Algorithm approach is used to minimize the
optimization function (CF) which is defined as:

X =AXe ™ xcos(2 Xm X Xt+ @)
1 . 3
2 X = X Period
fs
Tend
2
CF = z (Xm - Xfilter 2) (4)
t=Tst

Where T« and Tenq are the starting and end time stamps which contain the pressure response being
modeled. The Period for modeling purposes is extracted from the actual pressure response data. This is
done by first identifying all the periods within the identified response. The periods can vary with time due
to behavior or the system with time and therefore, a centroid of the periodicity distribution is identified
and used in the model.
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Figure 7 Typical modeling results showing (a) actual data, (b) model fit and (c) modeling
results for a skewed pressure response test case and the (d) actual data, (e) model fit and (f)
modeling results for a good pressure response case.

34



This analysis was conducted for the first 26 stages out of the 27 for well 6H and for the first 26 stages out
of the 28 for well 8H. First we highlight the modeled decay rate (A) for all of the stages analyzed in Figure

Decay Rate

|
|
I
|
I |
| |
| |
| |
| |
1 2 3 4 5 6 7 B:1r9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
e e ' Stage$pr ~ =~ =mcmcmmcrcc e~ '

(a)

500
2 400
> 300
m
Q
A3 200

100

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Stage #

(b)
Figure 8: Stage wise decay rate distribution for (a) 6H and (b) 8H.

We can clearly see a discernable trend of odd stages having a higher decay rate compared to the
corresponding even stages barring for stages 10 through 14 for well 6H. We do note that the pressure
response observed for stages 10 through 13 follow the skewed behavior observed in Figure 5a. This
indicates that the observed discrepancy could be a result of modeling failure and not an actual indicator
of decay in pressure response. We note that the only other stage where this behavior is observed in stage
26. The average decay rates for the odd and even stages evaluated for well 6H is 143 and 95 respectively
while for well 8H is 307 and 334 respectively. Therefore the percentage differential between the odd and
even stages for well 6H is much higher (33% higher for odd compared to even) compared to well 8H (8%
lower). Also the discernable trend highlighted for well 6H is missing for the results for well 8H. In order to
validate the decay models derived using this methodology, we map the model periods (Eq. 3) for the wells
and we observed that in general, the period tended to decrease with increasing stage number (lower
measured depth) which is as per expectation. Slight variability could be a result of multiple factors
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including impact of fractures and inter stage isolation issues. Figure 9 shows the period mapped for the
first 26 stages for well 6H to highlight this observation.
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Figure 9: Dominant Period mapped as used for modeling for well 6H across stages 1
through 26.

Post Completion Well Production Performance

We evaluate the production performance of both the wells (6H & 8H) under study. Figure 10 shows the
production profiles observed in the first 8 months of operation. The inserts highlight exponential decline
functions fitted to relatively clean portions of the profiles (3 month onwards) to understand the decline
behavior for these two wells. More robust decline curve analysis tools were not used to limited temporal
span in available data. We observe reasonably good fits for both the wells.
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Figure 10: Production profiles for two Marcellus wells.

From our analysis, we find a lower exponential decline rate for well 6H (-0.0022) compared to well 8H (-
0.0028). This is despite the fact that well 8H had higher proppant per foot of lateral pumped during
completion and it also had access to a larger drainage volume of the reservoir due to the presence of a
single well on its left flank compared to well 6H which has wells 8H and 4H flanking it on either side. This
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indicates better long term productivity due to lower decline rate thanks to a potentially larger SRV per
foot of lateral available for well 6H.

Upscaled field test at the HFTS — Permian Basin

Given the positive production results from applying Variable Rate Fracturing in the Marcellus, we have
implemented a scaled up test in another shale formation. The formation in which this test was performed
is the Wolfcamp formation in the Permian Basin. As part of the Hydraulic Fracturing Test Site (HFTS), we
implemented the VRF design in every stage of an entire well as shown in Figure 11, and will compare
production results with its adjacent well, and other offset wells, which have been stimulated in a
conventional, constant pump rate approach. In addition to rapidly changing the pump rate in the pad, we
have added rate changes throughout the entire treatment, including the proppant stages. We also tested
various attributes of the rapid pump rate changes, such as the frequency, duration, and amplitude of each
rate change. This was done to determine which rate change parameters have the greatest impact on
opening additional perforations and creating additional fractures for increased production.

Unlike the Marcellus shale, which is mostly dry and wet gas, the Wolfcamp formation is an oil shale. We
expect the results from the Wolfcamp testing to be positive as well given similar completion type (plug &
perf, cemented casing), thus proving that the VRF approach works in both gas and oil shales, which
encompasses the majority of US shale formations.

Implementation of the VRF in the Wolfcamp formation and the associated diagnostics were funded by the
HFTS project, thus the data and results stemming from that test is confidential to the HFTS project.
However, the results will become available once the confidentiality period expires.
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Figure 11: Plot showing surface treatment parameters during fracturing. Green curve is
pump rate. Rapid rate changes are implemented in the pad stage, and the black arrows
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show planned rapid rate changes implemented throughout the entire treatment. Red curve
is pressure, blue and purple curves show surface and bottomhole proppant concentrations.

Conclusions

Correlations of fluid pump rate, microseismic data, and production data have led us to investigate a new
hydraulic fracture design in which the fluid pump rate is rapidly changed to induce a pressure pulse leading
to the following effects as determined through data analysis:

1. Pump fluctuations lead to increased microseismic emissions
2. Increased microseismic emissions correlate well with increased production
3. Rapid rate fluctuations induce a pressure pulse that tends to open previously unopened
perforations and increase fracture complexity
4. Rapid rate fluctuations added to the frac design have shown to increase production by 18% as
compared to stages with a frac design that did not include rapid rate fluctuations
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Appendix B: Hydraulic Fracture Test Site (HFTS)

Appendix BA: Hydraulic Fracture Test Site (HFTS) — Program Strategy Report
Abstract

The Hydraulic Fracturing Test Site (HFTS) is a proposed field-based hydraulic fracturing research program for
horizontal shale wells with overall objectives of:

e  Minimizing potential environmental impacts
e Improving performance and cost efficiency
e Demonstrating safe and reliable operations

Factors such as the evolution of hydraulic fracturing technology, its importance to the global energy market,
and the remaining questions regarding environmental impact, performance, efficiency, and safety
necessitate the need for advanced technology to adequately characterize, evaluate, and improve the
effectiveness of the individual fracture stages. A large, comprehensive hydraulic fracturing research program
like the Multi-Site Hydraulic Fracture Diagnostics Project (M-Site Project) in Colorado that was conducted in
vertical wells by the Gas Research Institute and Department of Energy in the 1990s has not been performed
in long, multi-stage horizontal shale wells.

Prolific volumes of shale gas are being produced. And yet it is well known that not all fracture stages
contribute equally to gas production. In many cases, the majority of production in a horizontal well comes
from a subset of the total stages treated. There is substantial room for more understanding of the cause and
effect relationships between fracture design and more efficient hydrocarbon production in horizontal shale
wells. Furthermore, minimization and ultimate elimination of the perceived environmental impacts of
hydraulic fracturing needs to be addressed and field verified.

The HFTS program is being developed in three phases.

Phase | — Planning: This phase involves upfront industry interaction to determine their interest in the
program, to assess industry research priorities, and to align on the contents of the Program Strategy Report.
Planning activities and generation of the final report were funded by the Research Partnership to Secure
Energy for America.

Three workshops were held by GTI with industry operators and service companies.
a) April 2013 in Houston, TX
b) May 2013 in Pittsburgh, PA
c) July 2013 an Online Webinar
Thirty-seven hydraulic fracturing experts from 22 operating and service companies participated.

The workshops resulted in the identification of the intent, scope, and value of the HFTS program. Hydraulic
fracturing research needs were prioritized; a preliminary program mission, objectives, design, participation,
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budget, and schedule was established; an Advisory Board and a Technical Review Committee were started
to guide the program; and alignment was reached on the need for the second phase of the project to help
define the experimental design for HFTS.

Phase Il — Research and Development (R&D) Assessment and Data Review: This phase involves a baseline
study to assess the state of the hydraulic fracturing R&D, the availability of data, and the applicability of that
data to help define the experimental design of HFTS. A proposal for Phase Il has been developed. The project
is intended to be completed by 2Q 2014.

Phase Il — Implementation: This phase will include the enrollment of participants, the raising of sufficient
funding to launch the program, determination of the location and design of the test site itself, and the
execution of testing experiments. Phase lll is intended to be launched by end of 2014.

Executive Summary

Given the economic importance of hydraulic fracturing and remaining questions regarding environmental
impact, performance, efficiency, and safety; Gas Technology Institute (GTI) has proposed the development
of a new field-based hydraulic fracturing research program and facility called the Hydraulic Fracturing Test
Site (HFTS). Hydraulic fracturing has proven to be an effective form of reservoir stimulation, however, it is
known that not all fracture stages contribute equally to production. All fracture stages might contribute to
total production, but in many cases the majority of production in a horizontal well comes from a few fracture
stages. The purpose of HFTS is to improve shale resource recovery through the evaluation and development
of new methods and technologies for increasing the efficiency of the hydraulic fracturing process that leads
to fewer wells with higher production output per well, higher cost efficiency, exceptional reliability and
safeguards, and smaller environmental impacts.

Under the sponsorship of the Research Partnership to Secure Energy for America (RPSEA), funding was
provided for the development of this Program Strategy Report for HFTS. Successful large scale, collaborative
hydraulic fracturing research projects have been conducted in the past in vertical wells. Such projects have
contributed substantially to increases in hydraulic fracturing effectiveness. However, a large, comprehensive
hydraulic fracturing research program of this nature has not been performed in long, multi-stage horizontal
shale wells.

A series of consultations with hydraulic fracturing industry experts were conducted in 2013. Three
workshops were held by GTI with industry operators and service companies.

1) April 2013 in Houston, TX
2) May 2013 in Pittsburgh, PA
3) July 2013 an Online Webinar

Thirty-seven hydraulic fracturing experts from 22 operating and service companies participated. The
participants included experts from:
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Baker Hughes

BP

Chesapeake Energy Corporation
Chevron

CONSOL Energy

Core Laboratories (ProTechnics)
Desert Research Institute

East Management Services

EOG Resources, Inc.

EQT Corporation

ExxonMobil

GTI

GDF Suez

Hess Corporation

Pinnacle — a Halliburton Company
Pitts Oil

National Oilwell Varco

Range Resources

Schlumberger

Shell Exploration & Production
Southwestern Energy

Statoil

Universal Well Services

These workshops solicited industry feedback regarding the intent, scope, and value of the HFTS program.

Industry hydraulic fracturing research needs were identified and prioritized; a preliminary program mission,

objectives, design, participation, budget, and schedule was established; an Advisory Board and a Technical

Review Committee was started to guide the program; and alignment was reached on the need for a second
phase of the project to help inform the experimental design for HFTS.

The following hydraulic fracturing efficiency testing needs were identified:

1)

Effects of fluid injection points on fracture geometry (number of perforations, clusters, and spacing,

etc.)

Effects of natural fractures on fracture geometry (arrest, arrest and offset, pass through, etc.)

Effects of connected fracture network conductivity on stimulation efficiency

Effects of pump rates on fracture geometry (high, low, varying, etc.)

Effects of fracture interference on fracture geometry (stress shadowing, zipper fracture,

simultaneous fracture, etc.)

Effects of created fracture network connectivity on stimulation efficiency

Effects of formation lithology on fracture geometry (clay content, brittleness, etc.)

Effects of created fracture network complexity on stimulation efficiency

Understanding fracture height growth (landing point, reservoir homogeneity, composite layering,

etc.)

10) Effects of fluid properties on fracture geometry (viscosity, foams, surfactants, etc.)

11) Effects of proppants on fracture geometry (diversion, bridging, banking, etc.)



12) Effects of stress anisotropy on fracture geometry (vertical confinement, fracture network
width/length, etc.)

13) Testing alternative stimulation techniques (i.e. propellant [controlled explosives], liquefied
petroleum gas [LPG], thermal stress cracking from cryogenic fluids, etc.)

The Program Strategy Report outlines a three-phased project plan.

Phase | — Planning: This phase involved upfront industry interaction to determine industry interest in the
program, to assess industry research priorities, and to align on the contents of the Program Strategy Report.

Phase Il — R&D Assessment and Data Review: This phase involves a baseline study to assess the state of the
hydraulic fracturing R&D, the availability of data, and the applicability of that data to inform the design of
HFTS.

Phase Ill — Implementation: This phase includes the enrollment of participants, the raising of sufficient
funding to launch the program, determination of the location and design of the test site itself, and the
execution of testing experiments.

The site concept for HFTS envisions a central horizontal treatment well flanked by two or more observation
wells spaced optimally apart for research. A number of field experiments are planned within the horizontal
wells with each drilled and instrumented for specific research purposes. The well configuration is conceptual
and subject to final planning by participants.

A series of controlled hydraulic fracturing treatment experiments will be conducted. Each stage will have an
individual set of research objectives. The formation will be fully characterized with core data, well logs, drill
cuttings, and other formation evaluation techniques, and fully instrumented with sensors and monitoring
equipment both in the borehole, outside the casing, and at the surface. The findings of this program will be
deduced through the development of cause-and-effect relationships between the inherent properties of the
host rock and resulting production stimulation. This will allow many of the results to be transferable to other
shale resources.

Anticipated benefits include:

1) Development of advanced technologies that improve safety, lower environmental impacts, and
reduce materials and energy required per unit of energy produced.

2) Determination of potential health and environmental consequences of hydraulic fracturing to air,
land, and water resources and development of mitigation strategies.

3) Demonstration of safe and reliable hydraulic fracturing operations.

4) Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of environmental conditions pre- and post-stimulation.

5) Characterization, measurement, evaluation of hydraulic fracturing efficiency.
6) Improvements to fracture design and evaluation of Stimulated Reservoir Volume (SRV).

7) Assessment of created fracture conductivity as measured with flow between two wells connected
by a fracture.
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8) Early detection of fracture effectiveness and development of methods and techniques for real-
time control of fracturing effectiveness.

9) Development of advanced technologies and methods to maximize resource recovery from each
hydraulic fracturing treatment while minimizing the material and energy input requirements

10) Substitution of less effective materials or methods with those more effective.

11) Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of created fractures.

12) Evaluation of seismic and other fracture diagnostic techniques.

13) Hydraulic fracture model verification and calibration. Determining spatial and temporal fracture
network creation and validate against model.

14) Measurement of effectiveness of downhole perforating techniques.
15) Evaluation of hydraulic fracture directional changes due to stress reorientation.

The cost of a comprehensive program will be a function of the detailed plan, drilling costs, and the number
and type of experiments anticipated and is estimated to be approximately $34.5 million with two to four
years of performance. It is anticipated that operator and service company funding will be augmented with
funds received from various government entities such as the US Departments of Energy and Interior,
RPSEA, research institutes and other environmental organizations. A tiered funding mechanism is being
considered for operators, whereby funding contribution levels coincide with an operator’s opportunity to
apply the benefits of the results to its asset portfolio. Details of participation commitment will be
determined as the program moves forward into the implementation phase.

Acknowledgements

GTl would like to thank the Research Partnership to Secure Energy for America (RPSEA) and acknowledge
the funding it contributed through its Onshore Unconventional Gas Program, which made this HFTS
Program Strategy Report possible.

GTl would also like to thank the many industry professionals from operators and services companies that
participated in workshops and provided their expert input and feedback, which has informed the content
of this document.

Introduction
Context

43



Hydraulic fracturing has evolved from a single treatment
in a vertical well to multiple treatments in a horizontal
well with substantial success. Since the earliest
applications in the 1940'’s, it has played a vital role in
increasing U.S. energy production—making shale
formations commercially viable, positioning the U.S. as
the largest natural gas producer in the world, and
enabling recent annual increases in U.S. oil production.

Hydraulic fracturing has contributed toward reducing

Figure 1: Hydraulic Fracturing Operation

the nation’s cost of energy to the consumer, increasing

energy security (the natural gas and petroleum trade balance), reducing the nation’s CO; emissions
(displacement of coal for power generation), and potentially revitalizing the nation’s manufacturing base
(by lowering fuel and feedstock costs). The economic benefits published in the Oxford Energy Forum are
summarized in Table 1.

Table 1: Economic Benefits of Hydraulic Fracturing

Economic Benefits of Hydraulic Fracturing

e S37Bin2012
Global hydraulic fracturing revenues e $476 B in 2013  (Source:

Schlumberger)

U.S. and Canada market share 90%

e 600,000 jobs in 2010
U.S. employment supported by shale gas industry
e 870,000 jobs projected by 2015

e S$76.9Bin2010
Shale gas contribution to U.S. Gross Domestic Product e $118Bby 2015

e $231Bin 2035 (2010 dollars)

Nonetheless, some critical issues with significant economic and environmental consequences remain
unresolved: Are we getting everything we can out of every well? Are we maximizing the effectiveness of
each fracture stage? Are we stimulating the maximum volume of reservoir with the least volume of material
and energy requirements? What more can be done to ensure safe operations? Are we doing all we can to
minimize environmental impact?

Enhancing hydraulic fracturing efficiency, reducing costs, exemplifying safe operations, and minimizing
adverse environmental impacts are key challenges in development of unconventional resources. Achieving
next-level advancement in these areas will require effective resource recovery from each hydraulic
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fracturing stage, while minimizing the material and energy input requirements. Better understanding of the
fracturing process and advanced technologies, materials, and methods will lead to further optimization.

Hydraulic Fracturing Efficiency

While hydraulic fracturing is an effective form of production stimulation, it is known that not all fracture
stages contribute equally to production. Although each fracture stage might contribute to total production,
in many cases the majority of production in a horizontal well comes from a few fracture stages. Figure 2
shows an example of Stimulated Reservoir Volume and Production Log Results for a single well in a multi-
well horizontal pad. Results of the production log indicated that 50% of production contribution in the
logged well came from 3 fracture stages out of 13 pumped. Many similar cases have been reported by the

industry indicating that significant improvement in stimulation efficiency is truly an imperative. Advanced
technology to adequately characterize, evaluate, and >
improve the effectiveness of individual hydraulic
fracture stages in horizontal wells is critical to
improving cost efficiency, demonstrating safe
operations, and minimizing environmental impacts.

In the 1990s, Gas Research Institute (GRI) conducted
hydraulic fracturing research projects in vertical wells
including the Mounds Drill Cuttings Injection Project in
Oklahoma, the Four-staged Field Experiments in Texas
and Wyoming, and the Multi-Site Hydraulic Fracture
Diagnostics Project (M-Site Project) in Colorado. The
collaborative M-Site Project, a test site jointly funded
with U.S. Department of Energy (DOE), had the
objective of performing field-scale experiments and gathering high-quality, independent diagnostic data

that would result in increased accuracy in measuring hydraulic fracture dimensions and characterizing the

hydraulic fracturing processes. The project led to Figure 2: Example of Stimulated Reservoir Volume and

advancements in fracture diagnostics hardware and Production Log Results for a single well (A) in a multi-well
horizontal pad. Results of the production log indicated
50% of production contribution in the logged well came
commercial hydraulic fracture mapping capabilities from 3 fracture stages out of 13 pumped.

data analysis methodologies to the point where

were established.

The M-Site project as well as the Mounds and Four-staged Field Experiments projects was conducted in
vertical wells. Each field experiment contributed substantially to better understanding of the hydraulic
fracturing process and fracturing dynamics, thus enabling future fracture designs that were much more
effective. A large, comprehensive hydraulic fracturing research program of this nature has not been
performed in long, multi-stage horizontal shale wells.

Hydraulic Fracturing Test Site (HFTS) for Environmental Safety and Stimulation Efficiency

The HFTS program is needed to provide a clearer understanding of the fracturing dynamics key to controlling
fracture dimensions and vital to the productivity of fracture networks created in long horizontal wells. To
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improve well productivity and reduce environmental footprint, focus will be on improving the efficacy of
individual fracture stages. The end result will be improved understanding of the fracturing process and
identification of needed technologies and methods to enhance well productivity through more effective
hydraulic fracturing treatments that require less water and resources per unit of energy produced.
Improving the effectiveness of individual hydraulic fracture stages will lead to cost efficiency, maintaining
safe operations, and minimizing environmental impacts. Learnings from this effort will advance operations
for all resource production using hydraulic fracturing technology, including shale gas and shale oil.

Phase | - Planning

This Program Strategy Report for HFTS is the output of the first phase of the development process. The
strategic planning was made possible through funding from RPSEA. Planning activities included industry
workshops, consortia recruitment and coordination, feedback analysis and interpretation, planning
meetings and teleconferences, and writing of this report.

Industry Workshops

To evaluate the industry need for field testing of hydraulic fracturing techniques and technologies for
shale oil and/or gas reservoirs, GTI invited a committee of producing and service companies involved in
development of shale resources to participate in a series of planning workshops. GTI hosted three
workshops in the first half of 2013 (Table 2) — one in Houston, one in Pittsburgh, and a webinar — to align
on program scope, discuss desired experiments and site selection considerations, refine the goals and
objectives, and identify research priorities.

HFTS Planning Workshops

1. Houston March 20, 2013

2. Pittsburgh April 16, 2013

3. Webinar July 2,2013
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Twenty-two participants, comprised of research and industry representatives attended each of the
workshops facilitated and mediated by GTI. Involvement in the online workshop grew to over 70
participants. The companies represented include:
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e Baker Hughes

e BP

e Chesapeake Energy Corporation
e Chevron

o CONSOL Energy

e Core Laboratories (ProTechnics)
e Desert Research Institute

e East Management Services

e EOG Resources, Inc.

e EQT Corporation

e ExxonMobil

o GTI

Mission

The mission of the HFTS program is to increase shale

_ ) . . Increasing Greater
environmental safety and stimulation efficiency. productivity

This will be accomplished through the evaluation and ":rg:tt;: lowers the
development of new methods and technologies that environmental

leads to fewer wells drilled while enabling higher
production output per well, higher cost efficiency,
greater reliability and safeguards, and lower

. . Figure 3: Elements of the HFTS Mission
environmental |mpact.

Program Objectives

The objectives of this program include:

1) Improve fracture design.

2) Early detection of fracture effectiveness.

3) Develop methods and techniques for real-time control of fracturing processes.

4) Optimal instrumentation to reduce the margin of error in interpretation of
monitoring/measuring.

5) Evaluate new technologies for increasing the efficiency of fracture treatments.

)
6) Demonstrate safe and reliable hydraulic fracturing operations.

) Determine environmental impacts and develop mitigation strategies.
8) Quantify the value of diagnostics, testing, data collection, and analysis.

Intended Outcomes
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Anticipated outcomes from the work undertaken in this program will result in ability to:

Establish the geometry of the created fracture network by utilizing current fracture analysis
techniques and confirming with through-fracture cores.

Determine whether or not injection pressure provides a reliable method to assess confinement.

Compile guidelines for operational practices that lead to safe, efficient, and environmentally
friendly stimulation techniques.

Determine if micro-seismic imaging can provide reliable measurements of connected fracture
dimensions and establish guidelines for such analysis.

Demonstrate that tiltmeters, both surface and down-hole, in conjunction with microseismic
imaging can provide reliable information of fracture dimensions; specifically fracture height.

Characterize the created fractures near and far-field from the wellbore to determine their flow
capacity.

Calibrate current and future 3D fracture models to improve understanding of fracture behavior
under the prevailing geological and operating conditions.

Create a workflow for optimizing fracturing treatments in real time by utilizing 3D models with
constantly updated attributes.

Determine optimal wellbore spacing based on accurate dimensions of created high-flow capacity
fracture networks.

Determine the fate of the unrecovered fracturing fluids through measurements and coring

HFTS Research Priorities

Results of the three industry workshops conducted by GTI identified the following hydraulic fracturing
efficiency testing needs.

Effects of fluid injection points on fracture geometry (number of perforations, clusters, and
spacing, etc.)

Effects of natural fractures on fracture geometry (arrest, arrest and offset, pass through, etc.)
Effects of pump rates on fracture geometry (high, low, varying, etc.)
Effects of connected fracture network conductivity on stimulation efficiency

Effects of fracture interference on fracture geometry (stress shadowing, zipper fracture,
simultaneous fracture, etc.)

Effects of created fracture network connectivity on stimulation efficiency
Effects of formation lithology on fracture geometry (clay content, brittleness, etc.)
Effects of created fracture network complexity on stimulation efficiency

Effects of fluid properties on fracture geometry (viscosity, foams, surfactants, etc.)

10) Understanding fracture height growth (landing point, reservoir homogeneity, composite layering,

etc.)

11) Effects of proppants on fracture geometry (diversion, bridging, banking, etc.)

12) Effects of stress anisotropy on fracture geometry (vertical confinement, fracture network

width/length, etc.)
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13) Testing alternative stimulation techniques (i.e. propellant [controlled explosives], liquefied
petroleum gas [LPG], thermal stress cracking from cryogenic fluids, etc.)

Phase Il — R&D Assessment and Data Review

A major point of discussion in the industry workshops was the necessity of HFTS to be cost efficient by
avoiding redundant experiments and unnecessary data collection. This can be accomplished by leveraging
existing data to establish baseline parameters, to inform the design of experiments for HFTS, and to identify
information gaps and where complimentary data sets are valuable. Participants acknowledged the existence
of considerable amounts of data from prior hydraulic fracturing research and testing done by research
institutes, universities, and industry. However, a comprehensive collection and assessment of that existing
hydraulic fracturing R&D and data availability does not exist. Such an assessment would investigate what

hydraulic fracturing research has been done, where and by whom, what was accomplished, what data sets
are available, and what data are relevant to HFTS.

It was the consensus of the workshop participants that such an assessment helps to inform the design of
experiments and site considerations for HFTS and keep costs to a minimum. It was also determined such an
assessment is a valuable reference for industry independent of the HFTS program. Therefore, participants
recommended a Phase Il — R&D Assessment and Data Review project be conducted by GTI. In Phase Il, GTI
will conduct a comprehensive search to identify prior studies, research, and data sets relevant to
advancement of hydraulic fracturing science. This step will identify current technologies and methods so
current work under the HFTS will not retrace or duplicate prior work. Gaps in technology and methods that
align with participants’ needs will become the focus of the experiments considered for the HFTS. Steps to
be conducted under this task include:

1) Interviews with participants to identify known research projects and available data

2) Research, review, and compile relevant literature

3) Interview exploration and production companies, service companies, and academia to:
a. Identify research and data gaps
b. Inquire data availability

4) Identify relevant data useful to the HFTS project design

5) Develop a searchable database

a. Establish an agreement with the Society of Petroleum Engineers and create a link with
OnePetro for purchase of referenced papers

6) Workshops with the participants to validate data and information gathered and prioritize gaps
7) Summary of information relevant for consideration of the design experiments

Deliverables:
1) Searchable database for participants

2) Summary of relevant data sources for HFTS
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Phase Ill = HFTS Implementation

Program Strategy and Timeline

Based on input from the workshops, a project workflow was designed and presented to the workshop
participants. With consideration to comments from the participants the project workflow has been finalized
as shown in Figure 4.

This Program Strategy Report concludes Phase I. Phase Il is anticipated to be funded and begin at the start
of 2014 and last approximately 4 months. Phase lll includes enrolling participants, confirming the design of
experiments and locating an appropriate site, with the intention of launching the program by the end of
2014.

Phased Phase2 Phase3
Strategic Planning R&D Assessment Launch
hz:ﬂv’m ’
1

1D Prior Research
/ Data

Final Strategic
RPSEA Funcing Plan to RPSEA
Sacured ﬁ‘r.——‘

RPSEA & Industry
Workshop 1: Review Review w/ Design
Houwston T Team
I " Draft \ 4
Workshop 2: Siehgctivn Assess HF
Pittsburgh R&D/Data
Prioritize Yes Avadability
Diagnosti
Needs No
Priarities
Workshop 3:
Webinar Acceptable?
Mar-De¢ — 5 ___ Ma-Juy 10, 2015
2013 2014 (2-4yrs) >

Figure 4: HFTS Program Development Flow Sheet
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Advisory Board

Realizing a large scale project of this nature may cost millions of dollars and require substantial
commitments of time and resources, participation from a highly recognized, motivated consortium of
operators and service companies is essential to ensure the project meets its intended objectives and
responds to industry needs. Thus a HFTS Advisory Board is being formed. The role of the HFTS Advisory
Board is to set and maintain the direction of the program, site selection, facility and well design.

To expedite decision making, membership will be limited to a maximum ten members. Membership will

require written acceptance of a formal invitation and a signed HFTS program participation agreement
from the representative company or organization. Selection criteria are based on the level of expertise
with hydraulic fracturing, field research, and test wells. Members of the Advisory Board are not yet
confirmed. The following industry experts have expressed interest:

1. Paul Huckabee, Shell

2. Karen Olson, Southwestern Energy

3. Kent Perry, RPSEA

4. Norm Warpinski, Pinnacle — A Halliburton Company
5. lIraj Salehi, GTI

6. TBD, Department of Energy

Figure 5 presents the organizational chart for HFTS program development. Overall program management
will be performed by Jordan Ciezobka, GTI.

Gas Technology Institute
Program Management

Industry Planning
Workshops
HF Research Priorities

Advisory Board Experimental Design Technical Review
Team Committee
* Program Direction * Evaluation of prior * Evaluation of program

» Site Selection
* Facility Design

Hydraulic Fracturing
Research and Testing
* Design of experiments

planning, execution,
progress, and results.
* Feedback,
suggestions, and new
considerations.

Figure 5: Organizational Chart for HFTS Program Development

Experiment Design Team

The role of the Experiment Design Team is to evaluate the history, results, and lessons from prior hydraulic
fracturing research; understand what needs to be done in the HFTS program, and properly design the
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research experiments for HFTS. The team will consist of members from GTI and other research
organizations with substantial experience with design of experiments. The team will be limited to a
maximum ten members. Membership will require written acceptance of a formal invitation and a signed

HFTS program participation agreement from the representative company or organization. Selection
criteria are based on experience with design of experiments, hydraulic fracturing, and field research. The
following organizations are being considered:

1. Operating companies

2. Universities

3. Research institutes

4. National laboratories

5. GTI

Technical Review Committee

The Technical Review Committee is designed for participation from recognized hydraulic fracturing
experts from industry, government, non-government, and academia. Its role is to continuously evaluate
program planning, execution, progress, and results achieved, and provide feedback, suggestions, and new
considerations. A signed HFTS program participation agreement from the representative company or
organization is a prerequisite for membership on this committee. The size of the Committee is not limited;
however, membership is limited to two represents per company or organization. Advisory Board and

Experimental Design Team members are automatically members of the Technical Review Committee.
Members are not yet confirmed. The following industry experts have expressed interest:

1) Steve Wolhart, Pinnacle

2) Sanjay Vitthal, Shell

3) Amit Singh, Chevron

4) Mures Zarea, GDF Suez

5) Matt Reeves, Desert Research Institute (DRI)
6) Jordan Ciezobka and Patrick Findle, GTI

Site Selection Considerations

While the geographic location for HFTS is yet to be determined, industry supports the performance of this
program in an active producing shale formation so that effectiveness characteristics, such as production
per unit volume of fracturing fluid pumped, can be evaluated. Many valuable research experiments can
be designed and conducted at a fully controlled field program of this type. The findings of this program
will be deduced through the development of cause-and-effect relationships between the inherent
properties of the host rock and resulting production stimulation, making many results transferable to
other shale resources. Favorable site characteristics were discussed at length in the industry workshops
and options are open. Industry feedback on important site considerations included:

e Important to have an operator in an active play with 3D seismic that is willing to operate the site.
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e  Multiple pay zones to expand experiment options.

e Existing well data in the region to establish a base of reference. Operator experience in the area was
seen as very positive attribute.

e A“geologically quiet” area, both structurally and tectonically, is preferred, while it is recognized the
characterization of the site will be a prerequisite to successful experimentation.

e A key influencing factor for the final location determination will be favorable site availability and
cost considerations.

o Biggest growth potential (Eagle Ford, Marcellus, Utica, Permian)

o Depth of reservoir, where to land the lateral, and what properties to consider? Should consider
depths in the 6000 - 8000 ft. range because of cost and pressure implications.

e Wet versus dry gas bearing is not considered important, since technical approaches are similar.
However,

o QOiland liquids rich plays are economically popular at this time and currently relevant
o Eagle Ford, Wolf Camp, Avalon, western Marcellus and Utica - all liquid rich
o Dry gas may eliminate some complexity

e The Utica would be interesting to increase formation evaluation data and the understanding of the
formation’s response to hydraulic fracturing.

e Marcellus will continue to be an important play.

The HFTS program can be sited on private, government, or university land each having its own set of
advantages and disadvantages. Land for the site can be bought, leased, or donated into the program. It
may be possible for an owner to donate land to the HFTS program and claim tax benefits for the donation.

Research Plan Considerations

A number of field experiments are planned within horizontal wells, each drilled for specific research
purposes. The well locations and configuration for experimentation have not been determined and are
subject to final planning, but are illustrated conceptually in Figure 6. A central treatment well flanked on
either side by observation wells is shown. Observation wells above and below the treatment well could
also be considered as well as cored wells intersecting through the fractured zones. A series of controlled
hydraulic fracturing experiments will be conducted. Each stage will have an individual set of research
objectives. The formation will be fully characterized with core data, well logs, drill cuttings and other
formation evaluation techniques and fully instrumented with sensors and monitoring equipment both in
the borehole, outside the casing, and at the surface.

The research plan for HFTS will follow a 3 step schedule starting with site planning and characterization;
followed by well design, drilling and instrumentation; and finally design and commencement of fracture
stimulation experiments. Development of the research plan will be driven by the Advisory Board and will
involve input from the Experimental Design Team and Technical Review Committee.
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1. Site Planning and Characterization

Site planning and characterization is devoted to the understanding of inherent formation and
reservoir properties, site preparation, and characterization of the geology in terms of tectonic and
state of stress. Site characterization will include drilling and casing a vertical well, geophysical and
reservoir engineering studies, and data acquisition and interpretation of 3D seismic, cores, and
logs to determine how the formation may behave and to define the physical parameters of the
site.

If the suitability of the site is confirmed, an inventory of existing environmental conditions will be
performed to establish baseline conditions. Surface facilities will be prepared and execution of
horizontal well design, drilling and preparation will proceed.
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Figure 6: Conceptual Views of the Proposed Site Configuration

2. Well Design, Drilling, and Instrumentation

This step is devoted to detailed determination of how many horizontal wells will be drilled, their
location, depth, where to land the wells in the formation, and desired well separation or spacing.
Wells will be drilled and cased according to a specific schedule that minimizes expenditures while
allowing for research and testing to progress.

Necessary surface facilities will be constructed. The site will be fully instrumented at the surface
and in the wells to measure and monitor fracture results and potential changes in environmental
conditions. HFTS may utilize the following measuring and monitoring instruments:
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e Surface and downhole microseismic.

e Seismic hydraulic fracture characterization and coring to establish the ground truth to
validate the meaning of signals received.

e Tiltmeter surveys.
e Distributed Temperature Sensing (DTS) and Distributed Acoustic Sensing (DAS)
e Downhole pressure measurements.
e Electrodes to monitor fluid resistivity.
e High precision pressure, rate, and density measurements.
e Integrated long-term data acquisition system and database.
e Air quality monitoring and analysis, including emissions.
3. Experiment Design and Execution

This step is devoted to experiment design, operational planning, and testing of individual
experiments. The results of site characterization and assessment of operational constraints will
be used to determine the nature and sequence of experiments. Testing operations will commence
according to a detailed technical plan and timeline. Data will be collected, assessed, stored, and
managed. It is anticipated that data will be distributed broadly to participating companies and
academic and scientific institutions for concurrent, comprehensive analysis.

Transferability of Basic Knowledge to All Shale Resources

The findings in this program will be transferable to all shale resources through the development
of cause-and-effect relationships between the inherent properties of the host rock, actual
fracture properties, and the resulting production data. The approach used at the HFTS is to collect
data and perform analysis while augmenting the experimental results with ground-truth
measurements, thus reducing ambiguous results that are typically a consequence of inferring
fracture attributes through indirect measurements.

The data collected and analysis performed at the HFTS will be validated with real time fracture
propagation measurements that are enabled by offset monitoring wells instrumented with optical
fiber lines (DTS &DAT). More specifically, the propagating fracture emanating from the injection
wellbore during each experiment will be tracked with microseismic surveys and the location and
time of arrival at the observation well will be precisely determined. Furthermore, a whole core
collected through the created fracture domain will provide indisputable and exact location of the
created fractures while allowing measurements of the created fracture attributes including
measurements of proppant concentration and type.

We believe the following knowledge and findings will be transferable immediately to other shale
formations as wells as other resources that require hydraulic fracturing stimulation:

Developing and Calibrating Complex Fracture Models
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Due to deficiencies in our completion and stimulation design tools for Shale resources we often
use geometric designs (set number of stages per lateral with a set cluster count per stage) and
spreadsheets to design fracture treatments. This translates to using many wells for trial and error
of various fracture designs because our models are inadequate, which becomes very expensive
and inefficient in the long term. In particular, the fracture models will be updated to reflect
ground truth data on:

e Created fracture geometry as governed by rock stresses, elastic and stiffness moduli, and
petrophysical properties; thus enabling optimized fracture design based on inherent host
rock attributes

e Created fracture geometry resulting from number of injection points (perforations) and
spacing, as governed by rock stresses, elastic and stiffness moduli, and petrophysical
properties; thus enabling optimal fracture spacing and number of injection points based
on inherent host rock properties

e Proppant transport as governed by proppant type and size, injection rate, carrier fluid
properties, and host rock properties

o Proppant concentration in the fracture determined from core analysis; thus
enabling optimal design of proppant type, concentration, and ramping strategies

o Type of proppant and distance carried away from injection wellbore determined
from captured fractures in cores; thus enabling selection of optimal proppant
type/size for near and far field conductivity

Validating Fracture Diagnostic Tools

Microseismic imaging validation work at the GRI/DOE M-Site in sandstone reservoirs with mainly
planar fractures showed that length, height, and azimuth matched with the ground truth data.
However, that was a long time ago and we were only looking at microseismic locations to get
overall dimensions. Since then we added two complications. First we have some degree of
complexity in most of these shale reservoirs that we really do not understand, and second we are
trying to use microseismic source mechanism information to extract additional information
without any understanding if any of it is meaningful. The HFTS will allow us to do that validation
and show what can really be extracted from microseismic data other than fracture geometry. To
date, our understanding of interaction between hydraulic fractures and natural fractures has been
based on some unsubstantiated analytic reasoning. Accurate monitoring of fracture growth in
presence of natural fractures and observation of the ground truth in cored fractures will result in
the true understanding of the process that will be beneficial in all fractured shale stimulations.
More specifically, microseismic imaging coupled with ground truth measurements will enable:

e Improvements in microseismic location accuracy detection through core sampling and
fracture arrival time & location in the observation well; thus providing more accurate
microseismic surveys

e Better interpretation methods of microseismic data for understanding hydraulic fracture
interaction with natural fractures.

e Development of microseismic data interpretation techniques for discriminating far field
unconnected/un-propped fractures with connected propped fractures

Operational Considerations
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HFTS may involve some or all of the following operations:
e Site construction and preparation.
e Baseline methane emissions measurement.
o Drilling, logging, coring and well completions.
e  Coring through the fracture domain.
e Fracture injection operations.
e Direct observation of induced fractures in core.
e Injection of various tracers to monitor fracture geometry and propagation.
e Monitoring of variations in fluid resistivity in surrounding groundwater.

e Comprehensive analysis of fracture geometry utilizing results of tracer, tilt, microseismic
surveys.

e Borehole imaging using Formation Micro Imager.

e Formation evaluation experiments to determine optimum well log suites.
e Production logging over an extended period of time.

e Emissions monitoring & comparison with baseline.

e  Facility management.

e Others as designed by the program.

e Qilfield services and technical support services.

Several options are under consideration for how the HFTS might be owned and operated. Two possible
options are described below. Additional scenario suggestions are welcome.

Producer Owned and Operated

In this scenario, the HFTS site would be owned and operated by a motivated producing company in a
pertinent shale play. The operator would pay for assets associated with production revenue, including site
preparation costs as well as costs of drilling, casing, and necessary facilities. The program membership
would pay for the incremental costs associated with constructing observation and fracture intersecting
wells, instrumentation, diagnostics, testing, and data analysis. Production revenue remains with the
owner operator.

Newco Owned and Operated

In this scenario, membership funding would be utilized to form an independent company — HFTS, Inc. for
example — to purchase a site, lease a site, or manage a donated site. The company would be set up solely
for research similar to how CER was set up for the M-Site project. Newco would hire staff and contractors
and would have the expressed purpose of operating HFTS. Site acquisition and preparation, well
construction, and costs associated with drilling intersecting and observation wells, instrumentation,
diagnostics, testing, and data analysis would be paid through membership funding. If Newco were set up
as a non-profit company, membership funding contributions may have tax benefits. Production revenue
would fund additional research and potentially additional test sites in other basins.

Preparation, Design, Performance, and Management Functions
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The following is a sample of functions that will be needed in the preparation, design, performance, and
management of the HFTS. Performance of these functions may involve outside contractor support.

e Experiment Design

e Field Data Systems Operation and Maintenance

e Data Collection, Storage, Analysis and Integration

e Program and Project Management

e  Microseismic Data Acquisition

e  Microseismic Data Analysis Technical Support

e Fracture Treatment Design, Modeling, and Simulation

e Technical Support

e Environmental monitoring and analysis

e Field Operations and Services, Supervision, Security, and Site Safety
Benefits
The benefits derived from research and testing at the HFTS can be realized according to each of the major
program objectives — Environmental Safety and Stimulation Efficiency. Successful experiments at the HFTs
will be of substantial benefit to the natural gas industry in developing shale reservoirs, especially since
hydraulic fracture stimulation is almost always utilized as part of this development. In addition, concerns
about the safe and environmentally responsible application of hydraulic fracturing technology are
widespread. For some, hydraulic fracturing connotes something dangerous, unhealthy, and even
nefarious. For others, the science needs clearer understanding of the fracturing dynamics that are key to
controlling fracture dimensions and vital to the productivity of fracture networks created in long
horizontal wells. HFTS is intended to generate substantial data, new knowledge, and enable a pathway to
hydraulic fracturing optimization and next generation technology development. Advances in technology

will result in fewer wells being needed and higher production output per well. A sample of some of the
anticipated benefits includes:

Environmental Safety
e Development and transfer of advanced technologies that improve safety, lower environmental
impacts, and reduce materials and energy required per unit of energy produced.

e Determination of potential health and environmental consequences of hydraulic fracturing to air,
land, and water resources and development of mitigation strategies.

e Demonstration of safe and reliable hydraulic fracturing operations.

e Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of environmental conditions pre- and post-stimulation.

Stimulation Efficiency

e Characterization, measurement, evaluation of hydraulic fracturing efficiency.
e Improvements to fracture design and evaluation of Stimulated Reservoir Volume.

e Assessment of created fracture conductivity as measured with flow between two wells connected
by a fracture.
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e Early detection of fracture effectiveness and development of methods and techniques for real-
time control of fracturing effectiveness.

e Development and transfer of advanced technologies and methods to maximize resource recovery
from each hydraulic fracturing treatment while minimizing the material and energy input
requirements.

e Substitution of less effective materials or methods with those more effective.

e Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of created fractures.

e Evaluation of seismic techniques.

e Hydraulic fracture model verification and calibration. Determining spatial and temporal fracture
network creation and validate against model.

e Measurement of effectiveness of downhole perforating techniques.
e Evaluation of hydraulic fracture directional changes due to stress reorientation.

Estimated Funding Requirements and Mechanism

The program consisting of a multi-well, multi-fracture stage test site is being developed in three phases. The
summary and anticipated costs of each are described below.

Phase [ — Planning

Development of the Program Strategy has been funded by RPSEA and documented in this report. A
consortium comprising the producing and service companies, academic, and research institutions has been
formed whereby the members contributed toward defining the program research priorities.

Phase Il — R&D Assessment and Data Review

A comprehensive assessment of existing hydraulic fracturing research and available data is being
proposed as a necessary step toward designing, launching, and implementing the HFTS. This R&D
assessment and data review effort will also generate a valuable, searchable data base for industry that is
a useful stand-alone product.

Funding requirements for the R&D Assessment and Data Review are approximately $200,000. The
preliminary plan is to apply $20,000 in RPSEA funding from the Phase | - Planning project and enroll industry
participants at $20,000 each to generate the necessary funding to proceed with Phase II.

Phase IIl — HFTS Implementation

From past research programs of this nature, multiple wells and fracture treatments in the field are
necessary to achieve the testing objectives outline in this report. The cost of a comprehensive program
will be a function of the detailed research plan, drilling costs, and the number and type of experiments
anticipated.

Total cost for the HFTS testing program conceptualized in Figure 6 is estimated in Table 3. As indicated in
the budget scenario below, total funding of approximately $34.5 million is anticipated for a single site with
a moderate testing program. It is anticipated the industry funding could potentially be leveraged with
funds from various government entities such as the US Department of Energy, Department of Interior,
RPSEA, and environmental organizations. The addition of government and other funding commitments is
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uncertain and could enable additional research and testing with more treatment, observation, and
intersecting wells; and the possibility of additional HFTS sites in different shale formations.

Table 3: Budget Estimate for HFTS Conceptual Testing Program

Unit Total
4000 ft. lateral wells in the Marcellus

S Million S Million

Drilling and Casing 3.5
Coring 1.0 4.5
Logs .5 5.0
+ 25% cost margin 15 6.5
x 3 Wells (1 Test + 2 Observation) 19.5
Tests 1-6 (research priorities) 8 27.5
Tests 7-13 (research priorities) 7 34.5
Total *34.5

* Budget reflects a single, conceptual site with three wells as shown in Figure 6 with a
moderate testing plan. Does not include site acquisition costs estimated at $2-4 Million.
Completion services are reflected in Tests 1-6 and 7-13 and are variable according to the
number of tests and extent of testing conducted. Additional treatment, observation, and
intersecting wells; additional testing; and additional HFTS sites in different shale formations
are possibilities depending on level of funding.

To raise a total estimated budget of $34.5 Million, the example in Table 4 considers a scenario that
includes funding from operators and service companies, the federal government, and technology
providers. Assuming four operators participate at a Tier 1 level, six at Tier 2, ten at Tier 3, and fifteen at
Tier 4, the total funding contribution from operators would be $21.5 Million. Assuming four service
companies participate at a contribution of $1.5 Million each; this would total $6 Million. Additional
participation and funding support from government sources including RPSEA and/or DOE is estimated at
$6 Million. Also, five individual fracturing technology providers each participating with $300k in funding
would total $1.5 Million.

A tiered funding mechanism is being considered for operators participating in HFTS, whereby funding
contribution levels coincide with a company’s opportunity to benefit from the results. As shown in Table
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5 there are four tiers or funding levels scaled according to total annual gas production. Other indices that
could be considered are total public reserve estimates or total lease acreage. Using the example of total
annual gas production, a Tier 1 participant would be an operator producing more than 1000 Bcf/yr of gas
and would contribute $1.5 Million to participate in HFTS; a Tier 2 participant would be an operator
producing between 500-1000 Bcf/yr of gas and would contribute $1 Million to participate; a Tier 3
participant would be an operator producing between 100-500 Bcf/yr of gas and would contribute $500K
to participate; and a Tier 4 participant would be an operator producing less than 100 Bcf/yr of gas and
would contribute $300K to participate in HFTS.
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Table 4: Possible Funding Scenario

Funding Goal $34.5 M

Operator Tiered Funding 21.5
4 Operators @ Tier 1 ($1.5M) 6
6 Operators @ Tier 2 (S1M) 6
10 Operators @ Tier 3 ($500k) 5
15 Operators @ Tier 4 ($300k) 4.5
4 Service Company Funding @ $1.5M 6.0
RPSEA/DOE Funding (uncertain) 6.0
5 Technology Providers @ $300k 1.5

Table 5: Potential Tiered Operator Funding Mechanism

Operator Tiered Funding** m

Tier 1 (>1000 Bcf/yr) 1.5
Tier 2 (500-1000 Bcf/yr) 1.0
Tier 3 (100-500 Bcf/yr) .5
Tier 4 (<100 Bcf/yr) 3

** Based on an established index or scale (ex. annual oil/gas production, public reserve
estimates, or secured shale acreage).

Summary and Next Steps
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Industry input has helped develop a Program Strategy Report that outlines the preliminary intent,
planning, scope, design, participation, and funding of the HFTS. This Phase | — Planning for the HFTS has
been a successful undertaking and sets the stage for execution of Phase Il — R&D Assessment and Data
Review and ultimately the Phase Il — Implementation. The HFTS program will generate significant value
for all shale development stakeholders.

Value of HFTS

Some valuable outcomes from the HFTS program that are expected include:

1)

9)

Development of advanced technologies that improve safety, lower environmental impacts, and
reduce materials and energy required per unit of energy produced.

Determination of potential health and environmental consequences of hydraulic fracturing to air,
land, and water resources and development of mitigation strategies.

Demonstration of safe and reliable hydraulic fracturing operations.

Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of environmental conditions pre- and post-stimulation.

Characterization, measurement, evaluation of hydraulic fracturing efficiency.
Improvements to fracture design and evaluation of Stimulated Reservoir Volume.

Assessment of created fracture conductivity as measured with flow between two wells connected
by a fracture.

Early detection of fracture effectiveness and development of methods and techniques for real-
time control of fracturing effectiveness.

Development of advanced technologies and methods to maximize resource recovery from each
hydraulic fracturing treatment while minimizing the material and energy input requirements

10) Substitution of less effective materials or methods with those more effective.

11) Development of optimal instrumentation to reduce the margin of error in interpretation of

monitoring and measuring of created fractures.

12) Evaluation of seismic techniques.

13) Hydraulic fracture model verification and calibration. Determining spatial and temporal fracture

network creation and validate against model.

14) Measurement of effectiveness of downhole perforating techniques.

15) Evaluation of hydraulic fracture directional changes due to stress reorientation.

Phase I Accomplishments

The following accomplishments have been achieved by the Phase | planning process:

1)

2)

Enrolled a consortium of exceptional hydraulic fracturing professionals from industry in providing
input to identify program need, focus, and value.

Conducted workshops in Houston and Pittsburgh to gain industry input on program scope and
research challenges and validated the feedback and results.

Integrated industry input and prioritized research needs into HFTS Program Strategy Report.
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4) Established preliminary program mission, objectives, design, participation and rolls, budget, and

schedule.

5) Started enrolling an Advisory Board and Technical Review Committee to guide program

development and implementation.

6) Identified a Phase Il — R&D Assessment and Data Review project to provide a valuable product to
the industry and help inform the experimental design for HFTS.

Next Steps

The next steps to move forward successfully with the implementation of the HFTS are listed in Table 6:

Milestone Target Date Status | Funding
Industry Workshop 1 — Houston Mar. 20, 2013 v RPSEA

Industry Workshop 2 — Pittsburgh Apr. 16, 2013 v RPSEA

Industry Workshop 3 — Webinar July 2, 1013 4 RPSEA

Hydraulic Fracturing Testing Priorities Identified July 31, 2013 4 RPSEA

Publication of the Program Strategy Report Dec. 15, 2013 4 RPSEA

Launch of the HFTS Website Q1, 2013 v RPSEA

Confirmation of Advisory Board Members 20, 2014 RPSEA

Funding Secured for Phase Il - R&D Assessment & Data Review | 2Q, 2014 Industry
Confirmation of Experiment Design Team 3Q, 2014 Industry
Completion of Phase Il - R&D Assessment & Data Review Jul. 31, 2014 Industry
Determination of Government Funding Support 2Q, 2014

Confirmation of Technical Review Committee 3Q, 2014 Industry
Secured participation and funding commitments for HFTS 4Q, 2014 Industry
Identification of HFTS Site 4Q, 2014 Industry
Confirmation of the Research Plan 4Q, 2014 Industry
Launch HFTS 10Q, 2015 Industry

List of Acronyms

Acronym Description
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Bcf

Billion Cubic Feet

CO; Carbon Dioxide

DOE Department of Energy

DRI Desert Research Institute

E&P Exploration and Production

GRI Gas Research Institute (predecessor Gas Technology Institute)
GTI Gas Technology Institute

HFTS Hydraulic Fracturing Test Site

LPG Liquefied Petroleum Gas

M-Site Multi-Site Hydraulic Fracture Diagnostics

R&D Research and Development

RPSEA Research Partnership to Secure Energy for America
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Appendices
Legacy of Collaborative Research Programs

Development of unconventional gas in the U.S. was launched with the help of collaborative research
programs led by Gas Technology Institute (GTI). These efforts became a catalyst for experimentation and
new technology development that unlocked the potential of America’s “new” natural gas — including
tight sand, coalbed methane and shale gas resources. Other organizations, notably the U.S. Department
of Energy and National Energy Technology Laboratory (NETL) also played a critical role in the

technological development of unconventional gas in the U.S.

Building on the coalbed methane experience, GTI managed parallel programs for gas shale and tight
sands production. These programs led to the advancement of hydraulic fracturing technology and a
fundamental understanding of gas adsorption/desorption in rock formations that is critical to shale gas
development today. Horizontal drilling, hydraulic fracturing, and high-efficiency downhole tool
advancements have contributed to increased shale gas production. In 2000, shale gas production was
just 1% of U.S. natural gas supply; by 2011 it rose to 34%; it could reach over 50% by 2035.

GTI/DOE Collaborative Research Legacy
Unlocking Unconventionals w/ New Knowledge
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Figure 7: GTI/DOE Collaborative Research Legacy for Unconventional Gas

For more than 35 years, GTl — successor of GRI - has been a catalyst for innovation and technology
development to reduce production costs, minimize environmental footprint and expand the supply of
clean-burning energy. As a non-profit R&D organization, we are a trusted partner who provides an
independent and reliable voice of science and reason.

Since 1978, GTl has led and program managed the operations of more than 30 cooperative research wells,
often in close collaboration with the Department of Energy. A sample of relevant past hydraulic fracturing
programs and testing facilities includes:

e Advanced Hydraulic Fracturing Project, GTl and RPSEA. 2013 —
e Marcellus Shale Research Project, GTl and RPSEA. 2011- 2013
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e New Albany Shale Research Project, GTI and RPSEA. 2008-10
e Underbalanced Completions Program, GTI. 2001
e Mounds Drill Cuttings Injection Project, Gas Research Institute, Oklahoma. 1999

e GRI/DOE Multi-Site Hydraulic Fracture Diagnostics Project (Multi-Well Experiment or MWX), Gas
Research Institute, Colorado. 1999

e Four-staged Field Experiments (SFE wells), Texas and Wyoming.
e Cotton Valley Hydraulic Fracture Imaging and Waterfrac Projects, Gas Research Institute. 1999

e Fracturing Fluid Characterization Facility (FFCF), Gas Research Institute and University of
Oklahoma. 1991-1998.

M-Site Project Overview (1999)
Project Objective and Initiation Logic

Hydraulic fracturing is an important technique commonly used to improve production performance from
gas and oil wells completed in low-permeability reservoirs. Recently, through the implementation of field-
scale testing coupled with direct observations of far-field fractures, evidence has been accumulating
indicating the fracture propagation process is quite complex. Its fractures are not the symmetric, planar
features commonly portrayed, rather; they commonly appear to have multiple strands, secondary
fractures, height and length asymmetries, and other complexities.

Since the fracturing process occurs deep in the subsurface and cannot be directly observed, models or
various tools/techniques — each having limitations in the real world of complex fracturing — are the only
methods available to develop estimates of fracture dimensions. With complex fracturing becoming more
apparent, there are many questions such as "What are the critical fracturing parameters?"; "How is the
actual fracturing process really unfolding?" and "Is there a technique for more accurately defining fracture
growth and geometry?" On the basis of these questions, Gas Research Institute and the U.S. Department
of Energy jointly conceived the concept of the Multi-Site Hydraulic Fracture Diagnostics Project (M-Site
Project).

The jointly funded M-Site Project had the objective of performing field-scale experiments and gathering
high-quality, independent diagnostic data resulting in increased accuracy in measuring hydraulic fracture
dimensions and characterizing the hydraulic fracturing processes. The ultimate goal of the project has
been to advance the fracture diagnostics hardware and data analysis methodologies to the point where
commercial hydraulic fracture mapping capabilities can be established.

The M-Site Project includes comprehensive instrumentation arrays and facilities, which represent a
technology system whose scale is beyond that which is envisioned for the commercial fracture mapping
capability. However, this complex system is essential to develop and synthesize the various data sets and
analytical methods into a cohesive framework. The comprehensive arrays provide an accurate baseline
against which the reduced-scale commercial system can be compared. The end result of the M-Site
research phase was foreseen to be a simplified and calibrated set of fracture diagnostics tools and
techniques providing complementary, yet independent, information regarding hydraulic fracture growth
and final dimensions.

Site Characteristics
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The site of the former DOE Multi-Well Experiment (MWX) near Rifle, Colorado was chosen in 1992 as the
location to conduct the fracture diagnostics and fracture technology experiments of the M-Site Project.
An overlay of the M-Site Project wells on an MWX air photo illustrates the close proximity of the wellbores.

The site was found to be attractive for several reasons:
1) multiple thick, laterally continuous sandstone units
were known to be present in the upper 700 ft. of the
Mesa Verde Group at reasonable operating depths; 2)
extensive background data from the MWX project (e.g.,
cores and core analyses, logs, stress magnitude and
direction data, well tests, geophysical data, hydraulic
fracture data) were archived and available; 3) the
closely spaced MWX wellbores were available for
continued research; and 4) surface infrastructure which
would facilitate the implementation of the project was
already in place.

The informally designated A, B, and C Sands in the upper
Mesa Verde Group were targeted for M-Site fracture
diagnostics research. The cross-section illustrates
several key points:

1. The stacked character of the sandstone units
allows for a staged research program to be
implemented (i.e., research work proceeds from
the deepest to the shallowest interval, "using
up" each sand interval before testing begins in
the next un-fractured sand interval with a new
set of experiment goals);

2. Sandstone units are separated by shale,
mudstone, and siltstone of sufficient thickness
to reduce the risk of propagating fractures from one target sand zone to another;

Figure 9: Arial photo of the MWX Site

3. The continuity and thickness of the target sand units remains relatively constant across the site
and therefore provides a suitable subsurface laboratory for conducting fracture diagnostics
experiments; and

4. The relatively shallow depths (i.e., 4000 - 5000 ft.) decrease operational costs associated with
conducting experiments and promote higher-quality data acquisition from surface-deployed
instrument arrays.

The reservoir characteristics of the M-Site targeted sand units were reasonably well known through data
collected and analyzed in the MWX and M-Site research programs. Reservoir permeabilities of the A, B,
and C Sands range from 0.01 to 0.1 md as determined by core analysis and analysis of extended shut-ins
following stress tests. The reservoirs are normally pressured and the core/borehole image log data
(including data from deviated boreholes) indicated few natural fractures. The lithologies separating the
A, B, and C Sand units are mixed siltstone, mudstone, and shale that resulted in a variable range of
laminated stresses ranging from 700 to 1500 psi. Log analyses indicate that the A, B and C Sand units are
highly water saturated and are not considered to be capable of sustained gas production. However, the
rock does have sufficient gas saturation to be a compressible system and to allow fluid leakoff during
injections. Overall, the M-Site targeted sand units do not have a significant distinction from many tight
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gas reservoirs that are hydraulically stimulated for production on a routine basis. As such, the technology
developed from M-Site research could be successfully extrapolated to many other areas and formations.

Instrumentation Arrays and Wellbore Layouts

Although the A, B, and C Sand experiments each MWX3 NWX-2 Monitor Well No. 1
successively included differing wellbore and 1890 3998
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. Figure 10: Cross-section of M-Site Target Sand Intervals
experiments.

The layout of these wellbores and diagnostics arrays, in plan and profile view, is shown for the A, B, and C
Sand experiments. The M-Site experiments also included the use of recently emerged advanced-
technology instrumentation, fiber-optic telemetry, computers and site infrastructure to enhance data
acquisition.

Project Chronology

A-Sand Experiments

Two sets of experiments were performed in the A-Sand, one in October 1992 and another in November
1993. Both sets of experiments were conducted using MWX-3 as the injection well and MWX-2 as a
seismic observation well. The initial A-Sand efforts consisted of limited-scope experiments and data
acquisition to verify the suitability of the wellbores and assess the capability of remotely detecting seismic
signals generated during a mini-fracturing using a single triaxial accelerometer.

Similar to the initial A-Sand injections, the second set of A-Sand experiments also used MWX-3 as the
injection well and MWX-2 as a seismic observation well. Three fluid-only injections and a fluid/proppant
injection (i.e., Injections 1-A to 4-A) were performed primarily to support the goal of microseismically
mapping hydraulic fracture extent.

Facilities and Capabilities Expansion

The cumulative A-Sand results and the realization that the research had the potential for advancing
hydraulic fracturing technology provided the incentive for continued expansion of the M-Site facilities and
scope of work. The A-Sand experimentation used only four seismic receivers on a fiber-optic wireline for
detecting microseismic events. However, comprehensive instrumentation arrays (e.g., permanently
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emplaced accelerometers and inclinometers) are required to more accurately map and understand
fracture propagation, and to develop reliable fracture diagnostics interpretation methodologies. The most
significant expansion effort was the drilling and instrumentation of Monitor Well No. 1 in 1994.

A-Sand experiment results provided guidance in
designing the Monitor Well seismic array where it
was determined that a 30-accelerometer array with
30-ft spacing between the instruments would be
optimal for imaging microseismic events in the B
and C Sand intervals. Similarly, an array of six
inclinometers located at depths corresponding to
above, within, and below the B and C Sands was
appropriate. After drilling and casing the Monitor
Well to 5,000 ft., the instrumentation arrays and
associated cabling systems were systematically
secured to the outside of a tubing string, placed at
known subsurface depths, and cemented in place.

B-Sand Fracture Diagnostics Experiments

Figure 11: Monitor Well No. 1

M-Site research activities in 1995 focused on

performing a series of field operations that were designed to extend fracture mapping capabilities and
hydraulic fracturing technology in the B-Sand interval. The B-Sand experiments made full use of the site
infrastructure and fracture mapping capabilities made possible by the Monitor Well No. 1 comprehensive
instrumentation arrays and wireline-retrievable arrays in MWX-3.

The initial experimentation conducted in the B-Sand focused on
fracture diagnostics and fracture mapping by performing a series of
seven hydraulic fracture injections (i.e., Injections 1-B through 7-B)
in MWX-2 between April and August 1995. Following the B-Sand
injections and fracture diagnostics experimentation, a new well was
drilled in October 1995. This intercepted the B-Sand hydraulic
fracture(s), verified the accuracy of the microseismic technique, and
provided a view of the "far-field" character of the hydraulic
fractures.

C-Sand Fracture Diagnostics Experiments

Further verification and development of fracture diagnostic
technologies were performed in 1996 in the C-Sand interval, an 80-
ft-thick blanket sand above the B-Sand. A deviated borehole, drilled
as a kickoff to the existing Intersection Well No. 1, was initially
emplaced in the C Sand approximately 300 ft. from the MWX-2
treatment well. A series of six hydraulic fracture injections (i.e.,
Injections 1-C through 6-C) were then performed, which
approached and intersected the C-Sand lateral. These experiments
concluded the field data acquisition portion of the M-Site Project in

Figure 12: B-Sand Lateral

December 1996.

Project Team
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The M-Site Project team included contractors to both Gas Research Institute and DOE with expertise in
hydraulic fracturing, geophysics, field instrumentation, and field operations. The contacts for the principal
investigators in the M-Site Project are also provided.

Benefits of Advanced Fracture Diagnostic Technology

Microseismic fracture mapping has the potential for making a significant impact on hydraulic fracturing
economics and field development strategies for improving production. Several examples of this potential
include the following:

Treatment Optimization

Fracture diagnostics may provide information on incomplete coverage of the completion interval by the
hydraulic fracture or, alternatively, out-of-zone fracture height growth into non-productive or water-
productive zones. Recognizing either of these conditions may allow the treatment to be modified, thereby
improving production performance and lowering completion costs.

Similarly, treatments may be optimized with information on how much additional length is achieved as
the treatment size increases. If the additional treatment size results in undesirable height growth without
much length extension, then the treatment may again be modified to reduce treatment costs.

Well Placement Strategies in New Fields and in Maturing Fields

As new fields are developed, knowledge of hydraulic fracture azimuth and final geometry (including
possible wing length asymmetries) will result in the optimum well placement strategy for efficiently
draining the reservoir from the outset. Similarly, infill drilling programs in maturing fields can be optimized
with knowledge of fracture azimuth and geometry. In addition, the effects of hydraulic fracture re-
orientation as a result of reservoir drawdown may be observed and compensated for. The end result of
the improved well placement strategy will be a higher recovery percentage of the reserves in place.

Multi-zone Completion Optimization

There are many single-well completions which include the simultaneous or sequential stimulation of
multiple zones. The vertical coverage of the hydraulic fracture in the target reservoirs may be more
accurately assessed with a microseismic image of the hydraulic fracture. Such a map may indicate
overlapping hydraulic fractures or zones that did not take fluid and proppant. Either situation may be
remedied to improve treatment economics and/or production performance.
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Appendix BB: Hydraulic Fracture Test Site (HFTS) Phase Il Report
Review and Assessment of Published Literature on Diagnostic Technologies

Applied to Unconventional Reservoirs
Prolog

Efficient, cost effective oil and gas production is contingent on a number of technical, economic and
political factors. The primary technical factors focus on maximizing reservoir contact area, emplacing high
rate conduits that connect the contact areas with the wellbore and ultimately the surface production
facilities, and then selecting the best possible well spacing and spatial distribution or well patterns to
effectively drain the largest possible reserves in the producible acreage. Typically conventional production
depended on high natural productivity reservoirs. They are normally penetrated by vertical wellbores
perforated over the entire anticipated net height and if cost effective stimulated with propped hydraulic
fractures that are designed to form the highly conductive pathways or conduits connecting remote areas
of the reservoir with the wellbore thereby “stimulating” production. A distinct advantage of hydraulic
fracturing is that at depths >2,000 ft. the process generally forms a vertical fracture penetrating the entire
net height of the reservoir while extending laterally many hundreds of feet on both sides of the wellbore
and where both walls or faces of the emplaced fracture(s) then provide a very large reservoir contact area.
Early on reservoir and hydraulic fracture diagnostics were relatively basic and included such things as
cased hole logging, core analysis, pre-frac well testing, hydraulic fracturing pressure analysis, treatment
fluid rate and rheology, proppant stage concentrations, RA tracers, post frac production logging and
production analysis.

As expected the reservoirs exhibiting relatively high production capacity were most economic and
developed extensively on a global scale for many decades. However finding new reserves to replace the
depleted ones led producers to reservoirs that were deeper and becoming less and less permeable. This
then required devising methods of creating longer and longer propped hydraulic fractures. Eventually it
became clear that that technology would meet effective limits as the reservoir permeabilities sank into
the low microdarcy range. Field scale research later made evident that many of these presumed
microdarcy type reservoirs were considerably more complex and misunderstood when taken to be simply
homogeneous producing systems. In fact the rock matrix permeability were often found to be in the
nanodarcy range with imbedded natural fractures acting as small by ubiquitous conduits that formed an
extensive contact area with the matrix resulting in effective or system permeabilities appearing to be in
the tens of microdarcy range. The added complexity associated with natural fractures, their extent,
interconnectivity and maintaining them as viable conduits is paramount to understanding the well and
design, execution and development of the entire hydraulic fracture stimulation process.

The era of the Shales: although gas production from naturally fractured areas of the Devonian shale
extends back to the early 1900’s well production was limited even when stimulated with hydraulic
fracturing and other techniques. The oil and gas industry took a quantum leap in the late 1990’s when it
became apparent that the ultra-tight nanodarcy shale formations known to be a source rock for
hydrocarbon development could also become an economic producible resource on a grand scale. Led by
George Mitchell of Mitchell Energy the Barnett shale in the Bend Arch-Fort Worth Basin Texas became a
test area for such shale development. In early 2000 the developmental process settled on emplacing long
horizontal wellbores somewhere near the middle of the shale’s net height and then performing a series
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of staged hydraulic fractures along the entire length of the wellbore. All this was done with the expressed
intent of increasing the reservoir contact area to the point of enhancing shale gas production that would
result in the Barnett shale being an economically producible venture.

Fast forward to the 2010 decade where multiple horizontal wellbores set on single pad locations now with
lengths extending beyond 5,000ft and many 10’s of clustered hydraulic fracture stages set along their
entire length. This generalized type of development is now employed extensively throughout North
America in the ultra-tight shales producing gas, liquid and oil and is now serving as a template for shale
and other similar resource development worldwide. Understanding the technical complications rooted in
this type of advanced production development process and then engineering best practices for efficient,
cost effective oil and gas production most certainly requires a synergy of professionals and other
diagnostic technologies beyond that normally employed by conventional petroleum engineering. The
most current and applicable utilized diagnostics technologies are the focus of this study.

To further complicate the process most of the needed technical information required to achieve success
is not directly measureable. Thus the current collection of diagnostics no matter how sophisticated may
appear only provide a proxy for those critical parameters or attributes individually and collectively. This
review and assessment of current published work is designed to enhance our understanding and utility of
those diagnostic techniques and technologies that underpin the industries current approach to full field
development.

Diagnostics monitoring technologies

The current categories of hydraulic fracture (HF) diagnostic and reservoir enhancement monitoring
technologies considered in this study include the following:

» microseismic arrays
tiltmeters and hybrid systems
fiber optic DTS and DAS

HF and Production tracers

DFIT

V V V VYV V

interference between offset wells
» integrated HF diagnostics
Microseismic technology

The application and proof of concept for microseismic monitoring to identify dynamic HF growth and its
spatial dimensions was clearly determined during field scale tests performed under joint sponsorship of
the USDOE and GRI during the late 1990’s (Warpinski et al, 1995, Peterson et al, 1996). To validate the
microseismic data and the interpretations slant wells were emplaced to intersect or be intersected by
hydraulic fracture(s) HF(s). They ultimately provided confirmation of the interpreted microseismic data
concerning specific HF attributes including initial fluid fracture length, (Branagan et al, 1997), temporal
fracture dynamics and fracture azimuth (Warpinski et al, 1997). Further one of the slant wells provided
continuous far field downhole hydraulic fracture pressure during execution, intersection and after the
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treatment. These and other diagnostic data including tilt, RA tracers, core thoughts of colored proppant
stages and borehole imaging of the far field wellbore were acquired during these extensive field tests and
the results were subsequently used to re-calibrate the then current industry hydraulic fracture models.
The importance of field tests such as these that include multiple independent diagnostic technologies
although on their face appear costly are the only viable way for the industry to more accurately evaluate
the complexities of the fracturing process and improve and control production enhancement in the
development of complex nanodarcy type reserves while valuing the proxies generated by the diagnostics
and models themselves.

Commercial deployment of downhole wireline run microseismic arrays in the Barnett shale provided vital
information regarding specific HF attributes for individual stage development including fracture length,
azimuth , asymmetry, height growth (Fisher et al, 2002, Maxwell et al, 2002). In addition the microseismic
data yielded valuable insight into the complexity that was apparently ongoing in the inter-stage reservoir
blocks commonly denoted as the stimulated reservoir volume or SRV (Warpinski et al, 2005, Cipolla et al,
2008, Maxwell et al, 2006). Since then microsiesmic monitoring has expanded from downhole arrays in
one or two vertical offset wells to tractor deployed arrays in offset horizontal wells (Maxwell et al, 2010
), extensive surface and near surface systems (Peyret et al, 2012 ) and now moving to include fiber optic
systems.

The technology for acquiring microseisms that delineate event locations at depth is reasonably well
understood (Warpinski et al, 2013, Palmer et al, 2013) but the location accuracy all depend on the
acquisition of sufficiently robust p and s waves from specific event(s) that may have traversed numerous
depositional layers with differing velocity structures and discontinuities before arriving at the detection
array. Given an array that has a well-defined view of the fracturing process and accurate layered geo-
mechanical properties the event coordinates are then located on maps in plan and various horizontal
planes resulting in a 3-D image of array of points. The events are then interpreted as to their origin and
possible location of the HF or some other effect of the stimulation process. The maps are meant to provide
the engineers with a visual representation of the HF or process zones in and around the fracture. Often
the maps display a clearly defined set of linear features that suggest the appearance of the HF itself, a sort
of connect the dots mental process. Other times there appears a cloud of event locations that suggest a
more complex fracture system possibly the inclusion of the HF(s) as well as their interaction directly via
fluid migration or more indirectly geo-mechanically with existing natural fractures, inherent weaknesses
in the rock fabric or bedding planes. The farther events are located away from the expected HF azimuth
understandably the perception then shifts to complexity within the SRV.

Moment tensor analysis is designed to aid in assessing the source mechanism of an event by deriving
fracture wall motion and the shear or slip direction between the fracture faces. If the first motion indicates
opening of a tensile fracture this implies a conductive enhancement of some sort in the reservoir while
defining the slip directions provides a measure of orientation and direction of the energized fractures or
activation of pre-existing fracture planes. Of course the interconnectivity of the mapped events to one
another forming an alleged conductive network which may significantly aid in production is in itself both
qualitatively and most certainly quantitatively subjective.

Other complications in the HF process where microseismic data map event locations in non-adjacent
layers with no apparent events occurring in the intermediate or connecting layers, i.e. skipped layers
(Warpinski et al, 2014). This suggests some sort of indirect, convoluted, none hydraulic causation or
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aseismic intervals. Partially open faults and low viscosity fluids such as slick water fracs may create such
an environment where thin fluids could generate narrow fracs, or move though open portions of faults
and result in very minute or no discernible seismic events. This again goes to point that although one
might have an event map with a clearly defined planar appearance and moment analysis depicting
numerous shear events it should not be taken with certainty that this is representative of a single or even
well connected set of fractures that are interconnected or that they provide conductivity throughout the
body of the frac(s).

Nevertheless microseismic mapping and the description of the source mechanisms have been extremely
important in the assessment of the HF process and its execution, its potential impact on reservoir
enhancement and the source of some of the more critical dimensional aspects of the overall altered
reservoir.

Reservoir Complexity

Enhancement of reservoir productivity beyond that provided directly by the faces of the primary propped
HF’s can be expressed as induced complexity within the natural reservoir system. The forms of induced
complexity rooted in geo-mechanics includes alteration of the matrix fabric, shearing of pre-existing
natural fractures as well as bedding or other planes of weakness. In shales the effective horizontal stresses
may not vary significantly from one another and in fact may approach the vertical component. Thus any
newly developed stresses as a result of strains imposed by an open HF or pore pressure increases from
frac fluid leak off into the rock fabric can alter the fluid migration process causing pre-existing natural
fractures or fissures to destabilize and reduce the shear stress to the point of effecting shear slippage and
potential dilation creating complexity in virtually all directions in the SRV. Understanding how and how
much complexity effects production from its natural productive state is essential not only because it may
provide a measure of the altered or effected permeability, ke but it supports the derivation of the
effective HF half-length, x; from which to re-calibrate mechanistic HF models and the derivation of ideal
HF stage spacing from reservoir production simulators.

An a priori understanding as to the natural state of the reservoir or at least the volume between inter-
stage HFs particularly the possible existence of natural fractures or other planes of weakness that might
be energized and possibly enhanced by the HF process is a necessary good start at an overall assessment
of what may occur during the HF completion process. Mud logs, wellbore imaging, coring and DFIT may
provide selected insight into some of these rock features but the scale of the investigation is often
restricted to the near wellbore region and limited to feet or 10’s of feet within the overall net reservoir.
However field or basin scale analysis employing extensive geologic outcrop studies, high resolution
wellbore imaging along with gas shows from mud logs were found to aid in mapping natural fracture
swarms in the Marcellus (Salehi and Ciezboka, 2013). Microseismic events maps further suggested areas
where the HF process most probably induced some sort of complexity or SRV. Those combined data were
then used to map length to width ratios of the effected fracture swarms and thus provide a guide to future
HF staging locations.

With shale matrix permeability, kn typically in the nanodarcy to 100 nanodarcy range the addition of
complexity creates an effective permeability, ket that could be at least an order of magnitude or more
than km. If the complexity is well interconnected and in contact with the faces of the HF, production will
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obviously be markedly improved. Quantifying ke is of significant importance as it pertains to further our
definition of fracture half length, xs and optimizing fracture spacing between stages.

Early in the production cycle fluid migration can be expected to remain in linear flow particularly in these
ultra-tight shales for a very long period, years or more (Nair and Miller, 2013). Whether during injection
or production the reservoir flowing process can be formation linear and the HF fracture half length, x¢ is

related to mobility by ﬁ (Economides and Nolte, 1987). Depending on the formation flow regime

transient pressure analysis (PTA) or rate transient analysis (RTA) may yield one or the other, x; or ket within
the SRV (Cinco-Ley, 1982, Craig and Blasingame, 2006). Since neither of those parameters is known a priori
with specificity assessing the overall effectiveness of the stimulation process remains uncertain
particularly when in the linear flow regime. Similarly deriving the effectiveness of HF stage spacing and its

relationship to fluid mobility is reciprocal square root dependent, \/% and has been shown to vary widely

given the uncertainties in ket Which again can easily range from 1 to 100 nanodarcy. (Jin et al, 2013) as
shown in the attached graphic provides a rather clear example of optimizing fracture spacing for various
values of fluid mobility for oil and gas.
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Of primary concern is not only whether or not any induced complexity forms some sort of
communicative network that adds reservoir contact area to support the main HF fracture thereby
improving production but further how to then define that improvement quantitatively both for the HF
and complexity. Of course not forgetting that there are N number of fracture stages which individually
contribute to overall production and where each may exhibit considerable variation in the complex
permeability kess and effective half length, xx.
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This underscores the need for independent diagnostics that will aid in to assessing the spatial and flow
characteristics for each fracture stage as well as define areas where complexity may have occurred.

Tiltmeter technology

Surface Arrays

Surface tiltmeter arrays have been used quite effectively since the 1970’s to measuring the minute angular
distortions that occur at the grounds surface in response to subsurface rock deformation such as that
created by a hydraulic fracture opening or closing. The array will also yield information regarding any
residual strains that remain from induced or self-propping of the fracture. Employing an inversion process
of the array data both the azimuth and dip of the fracture can be determined (Wright et al, 1998). Since
the array data provides fracture dip information it can readily distinguish between vertical, sub-vertical
and horizontal fractures. This is important for the shales where variations in the principle stresses may be
quite small thus readily allowing the main propagating HF to vary both in azimuth and dip.

Additional information regarding the distributed deformational volume for multiple or complex fractures
systems can be derived from the tilt data but becomes quantitatively limited as the fractures tend to be
closely spaced and parallel such as might be seen in cluster initiated fractures in horizontal wells. Since
the deformations remain from stage to stage when the fractures are propped or not entirely closed it is
possible for a new stage deformation to be superimposed and thus the relative stage volumes can be
estimated. As one might expect when the superposition of multiple fractures or reorientations of a single
fracture grow in number and get more complicated the uniqueness of the inversion becomes less
guantitative standing on its own. (Warpinski et al, 2014) expanded on the details of the inversion process
discussed by (Wright et al, 2-1998) and suggested refinements to support the geophysical and numerical
simulation models. The inversion process when aided by other diagnostic results should support
adjustments in the final analysis and improve confidence in the results.

Downhole arrays

nw

An array of downhole
tiltmeters was first deployed
at depth in a nearby offset
well in the monitoring of a
series of HF’s in tight sands
executed through a vertical
well (Branagan, et al, 1996). Fagggfbenss

The vertical tiltmeter array ™ .

was designed to provide an m» "-1.

almost ideal data setin thatit == ,

was in close proximity to the

treatment well, straddled the "mem " few| Shown with permission from sPE | "%t L b0

expected height of the HF and at some point positioned to be normal or near normal to the vertical plane
during HF growth. Here for the first time a measure of dynamic fracture growth both in height and width
could be determined from the inversion process of a the vertical arrays tilt data. Fortunately the tiltmeters
were supplemented by a rather large microseismic array in the same offset wellbore which then
supported and enhanced the inversion process (Warpinski et al, 2006).

78



(Wright et al, 2-1998) provides some examples of commercial field applications of a wireline deployed
vertical tiltmeter array to describe varying types of HF geometries in several wells with divergent length
to height ratios and differing widths. The attached graph (Fisher et al,2002) show an example of measured
tilts (red dots) from 2 downhole vertical arrays along with the best fit theoretical tilt (red lines) that
provided fracture lengths and center lines for frac wing.

In horizontal wells the perforated interval whether clustered or not is confined to a very small vertical
portion of the entire producing intervals net height and thus how the fracture grows vertically both
upwards and downward attempting to join all the interconnected layers through a simple conductive
pathway is of obvious importance. Vertical downhole tiltmeter arrays strategically placed can provide not
only information as to the vertical growth pattern through and possibly beyond the net interval but they
can also yield an assessment of fracture width. The former is a measure of fracture height and coverage
of the net producing interval while the latter a clear implication of interconnected layer fracture and
transverse conductivity.

Hybrid arrays

The first simultaneous use of downhole vertical tiltmeter and microseismic arrays in an offset well was
employed in the proof of concept tests at the M-Site in Colorado described by (Warpinski et al, 1998) and
discussed briefly above. As opposed to that array which was cemented in place at depth the new hybrid
systems containing tiltmeters and microseismics detectors are wireline deployed. This allows the
simultaneous assessment of the microseismic events and the subsurface deformation during and after
the stimulation execution.

In addition the downhole tiltmeter array can provide a measure of the residual deformation of the
stimulated interval following the propped HF process and that information coupled with the microseismic
analysis can be used to infer alterations in newly induced stress field and how that might affect nearby HF
stages yet to be executed.

Fiber Optic Wellbore Monitoring

HF Stage Execution Monitoring

Information regarding the dynamics and stimulation effectiveness of individual HF stages during
execution is generally determined by rather sophisticated HF models employing various data that includes
surface pressures, fluid and proppant types, concentrations and injection rates, in addition to the near
wellbore geophysical rock properties and perforation schemes. Real time monitoring of those data
certainly aid in the execution, evaluation and when possible altering of the HF process. However direct
evidence of fracture dimensions, pathways, wing symmetry, proppant placement and other are implicitly
derived from even the most advanced models. The inclusion of information derived from far field
diagnostics such as microseimics and tiltmeter certainly improves on the conceptual definition of the HF
process particularly the gross dimensional aspects and superficially its overall stimulation effectiveness.
Although in proof of concept fiber optic microseismic can play an important role in delineating HF
dimensions.

Fiber optic sensors that include DTS and DAS can certainly advance an awareness of fluid and proppant
entry at each of the perforated stage locations as well as other portions of the wellbore. DTS yields a
temperature profile often shown in false color which depicts the cooling effects of the incoming fracture
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fluids in the wellbore and their exit locations into the reservoir. DAS provides an acoustic signature that
indicates areas within the wellbore where significant noise is occurring say at turns or choke points.

Field deployment of fiber optic DTA and DAS diagnostics have shed new light and advanced our
understanding as to the actual location of the HF treatment fluids and proppants as they move through
the wellbore and exit into the treated zone. A description of the underlying technology, emplacement,
and analysis along with some field examples have been well documented for DTS (Huckabee 2009, Holley
et al, 2012, Holly et al. 2014) and for DAS (Cox and Molenaar, 2013). DTS provides an almost continuous
temperature profile from measurements acquired at small discrete location intervals, (1-3 m) along the
entire length of wellbore while DAS provides acoustic emission information based on amplitude and
frequency with similar location intervals.

The DTS temperature measurements acquired during a stimulation treatment are indicative of the cooling
effect on the wellbore, the perforated exit locations and annular regions behind the wellbore from the
presence and passing of the colder injected treatment fluids. Of particular interest of course are the
perforation locations themselves, nearby zones or portions of the annular region of the wellbore as well
as other previously perforated intervals. (Holley et al, 2014) provides a field example in false color of DTS
monitoring of an 11 stage stimulation treatment performed through a vertical well in the Permian basin.
The temperature color range is
shown with the coolest at 85F in
deep purple/blue indicative of the
cool injected treatment fluids to
the hottest at 155F shown as deep
red that corresponding to the near
geothermal formation

:.
:'

=
temperature. These so called %
“waterfall” visualizations provide &
dynamic snapshots of
temperature during the

treatment, the “warm back”
period following the completion of
the treatment as the reservoir
temperature tries to recover to its
original geothermal temperature Shown with permission from SPE
and eventually during various periods of production to visualize the inflow of production fluids into the
wellbore.

Since DTS and DAS data can be acquired along the entire length of the wellbore information although
focused on a particular treatment stage during its execution it is nevertheless possible to access stage
isolation say from annular intrusion of treatment fluids into poorly cemented annular regions or around
a swell packer in an open hole completion (Holley et al, 2012) as well as any unintended interaction with
previously executed HF stages.

An example of HF inter-stage complications derived from DTS data is shown for 4 HF stages in a horizontal
well in the Barnett and annotated from (Huckabee, 2009). The actual wellbore temperature (°F) during
warm-back is shown in line format as a snapshot in time following the execution of all 4 stages. Note the
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various HF stages of a 10 stage completion in a tight-sand is provided by (MacPhail et al, 2012). The
horizontal well was completed open hole with swell packers used to isolate the various frac stages and
ball activated frac valves. In addition to monitoring acoustics associated with the HF itself the DAS was
meant to be particularly useful in giving information about in well activities such as those from ball seating
and activation of frac valves. That information provides immediate feedback of in-situ HF treatment
activities thus raising the possibility of an almost real time assessment of the processes which might lead
to thoughtful data driven modifications of the treatment. The attached figure shows the DAS measured
emissions shown in false color where time is on the vertical axis. The horizontal axis denotes depth
advancing toward the toe. The figure is annotated with the locations of the stage packers and intervals.
The active emissions are shown for a 3 minute period during ball sealing and valve opening.

Production Monitoring

Cumulative fluid production as
measured at the surface is of course
of primary interest since it represents

the ultimate global assessment of the = ap g
well, stimulation, reserve recovery —— sisapiny 45 - Sage 8 Yalve Opers
and economics. However from an i o Sl

engineering point of view it is very " 10 | s | 8 l 7 |*— o
important to understand where and ' -
how much production can be -
attributed to each of the perforated
and stimulated stages. The far field
HF diagnostics provide important ; @
information as to which stages

appear to have experienced some degree of fracturing, whether they generated symmetric or asymmetric
fracture wings, most of the dimensional aspects of the fracture(s), and any apparent complexity induced
beyond the main HF fracture(s). Nevertheless those individual diagnostics lack the fidelity necessary to

define for each HF stage the total effective producible contact surface area, interconnected complexity,
and interconnected conductivity of the primary propped HF.
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During production fluids undergo small but measurable transient temperature changes attributed to
pressure reductions as described by the Joule—-Thompson effect. This pressure dependent effect can occur
at choke points in the wellbore generally at fluid entry points such as perforation locations. (Johnson et
al, 2006) describes the use of temperature data from DTS acquired during production to obtain inflow
profiling in multilayered vertical wells for both dry gas and water production cases. While the actual
temperature data can quite often provide a visually qualitative assessment of areas within the wellbore
that infer gas or liquid inflow much as it does in the treatment injection cases described above, a
guantitative assessment of flow rates based on temperature requires analytic or numeric reservoir
modeling. The models create a wellbore temperature profile that is based on simulated fluid flow regimes
for each fracture stage, perforation location and the entire wellbore. The derived temperature profiles
are then matched with the DTS temperature profile. The best fit temperature profiles then yields the
model simulated inflow allocations or rate data. As with all models the results are only as good as the
input data whether measured or synthetic. When available the results can also be compared with flow
data derived from conventional production logging tools (PLT) and when applicable used to recalibrate
the model.

(Cui et al, 2014) discuss combining wellbore, fracture and formation flow/thermal models to derive a
temperature profile along an extended length undulating horizontal wellbore with multiple HF stages. For
these types of well settings the semi-analytic models are becoming more complex than those for vertical
wellbores requiring a priori not just the reservoir and fracture data but the intricacies of the effects on
fluid flow within an asymmetric slanted or near horizontal wellbore.

In their paper they provide a field example for a near horizontal well in a liquids rich area of the Eagle
Ford. The simulation derived temperature data is shown as a history match to the DTS measured data
along with the geothermal
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Shown with permission from SPE Geothermal temp
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. =
shown above results in flow
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rates and fracture half
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. . 236.5
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It’s rather evident that fiber

optic DTS and DAS are fast becoming mature technologies that can provide valuable information regarding
the proper execution of individual HF stages and subsequently the effectiveness of individual stages based
on their production.

Tracers

Since the 1940’s when various radioactive (RA) isotopes became readily available for commercial
applications they were used by the oil and gas industry in a variety of ways including as a tracer material
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to identify injected treatment fluids and solids. Over the years different short lived low level gamma ray
(GR) emitting isotopes have been used as a tracer to identify portions of hydraulic fracture treatments
such as various fluids or proppant staging. Currently the 3 most commonly employed are Iridum-192,
Scandium-46 and Antimony-124. Spectral analysis of these GR tracer emissions acquired with wireline run
logging tools could then simultaneously identify multiple isotopes and the axial location within the
wellbore where they reside. A brief historical perspective and cases histories of RA tracing of HF in vertical
wells from a variety of field and reservoir settings are provided by (Barree et al, 2002).

Supplementing RA tracing, a variety socially and environmentally friendly chemical tracers are rapidly
becoming the mainstay from which to tag and identify HF treatment materials and as well as produced
hydrocarbons. With a large available array of chemical tracers individual fluid types and proppant staging
for single or multiple HF treatments can be uniquely tagged and ultimately identified during the early
cleanup phase of production. Samples captured from the surface flow stream during cleanup can be
analyzed employing mass spectroscopy. A mass balancing technique is used to define the unique
character and concentration for each of the chemical traced stages. The results of that analysis can then
be utilized to indicate the volumetric flowback and cleanup efficiency for each traced stage leading to the
implicit assessment of overall post frac production performance or enhancement.

An example of chemically traced treatment fluids for a 3 well case study is provided by (Asadi et al, 2008).
These 3 vertical test wells were

being completed in tight
sandstone in the Carlise shale.

Each of the staged treatment e o ] ”
fluids from the pre-pad to

individual proppant stages was
uniquely tagged with chemical
tracers. The overall study
objective was to determine the
most appropriate treatment
schedule for both fluids and

proppant concentration in 10000 30
order to arrive at increased 6 . 20
cleanup or flowback s . .
efficiencies that might then lﬂlh Iﬂlh E' |:i

improve  production. The 0 _ _ - _ B S
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results from one of the test

wells in this study, designated Well B is shown in the attached bar chart. The blue bars indicate the stage
by stage fluid volumes injected during the treatment as measured at the surface during execution. The
stage by stage volumetric returns shown as red bars and the individual stage flowback efficiencies in
yellow were subsequently derived from the tracer concentrations in the sampled production stream
during cleanup.
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Another series of chemical tracer studies designed to characterize the recover or cleanup of frac fluids
that were used in the treatment of multiple HF stages in horizontal wells in the Marcellus, Eagle Ford and
Woodford are provide by (Johnson et al, 2013). One of the wells in the gas producing portion of the Eagle

Ford had the treatment
fluids in each of the 10 HF
stages tagged with a
unique tracer. The results
of that tracer study are
shown in the attached bar
chart. The total fluid
treatment volume by
stage that was measured
during execution is shown
blue  while the
recovered fluid stage
volume calculated from
the individual tracer
concentrations that were
captured in sampling of
the surface effluent
stream during cleanup are
shown in red. The yellow
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bars represent the calculated treatment fluid recover efficiency for each stage.

Preliminary results from a successful deployment of chemical tracers in a series of horizontal wells in the
Barnett shale are described by (King and Leonard, 2011). Two offset parallel multi-stage HF wells, B1H
and B2H were sequentially fractured with each stage chemically traced and monitored with microseismic.
The 3-D bar chart in the attached figure displays tracer concentrations recovered in samplings taken from
both wells production flow stream during the first 7 days of cleanup. Each color represents a different
tracer stage while the sequential bars represent the calculated volumetric flowback from each sample.
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Chemical tracing can also involve the employ of soluble tracers injected in stage by stage HF’s. The tracer
whether oil (OST) or water (WST) soluble remain within fracture or on its face where the tracers are
emitted into the flow stream when contacted by their specific solvent, i.e oil or water. Thus the
subsequent production flow stream will then yield a specific tracer concentration for each stage that leads
to the relative contribution of the traced reservoir product such as oil or water. An example by (Goswick,
2014) describes the use of OSTs deployed in each stage of 2 horizontal wells with multi-staged HFs. A 3™
well was treated with OSTs and WSTs in each of its HF stages. The objective was to define stage by stage
HF oil production contributions for each well, assess HF stage effectiveness and the whether HF’'s might
be affecting or interfering with offset wells. The 3 well study involved offset wells completed in the Lower
Marmaton formation in
Oklahoma and the attached
figure shows a line chart for the
percent contribution of oil
production for each of the 9
stages vs time from one of those
test wells, F-4H. Although time is
not defined in their graphs
tabular information in the text
describes sampling from
cleanup through 180 days.
(Stegent et al, 2011) describes
the use of oil soluble tracers to
evaluate treatment efficiencies
and the differences between 2
completion strategies in a
horizontal wellbore based on
their stage by stage production.

Shown with permission from SPE

The application of RA and chemical tracer diagnostics individually or combined can certainly assist
operators in assessing these complicated multi-stage completion practices. Stage by stage chemical
tracing can also provide a quantitative appraisal of the relative production capacity for each HF stage.
Further as operators continue to shrink well spacing in an attempt to maximize reserve recovery chemical
tracing is an effective diagnostic tool regarding well to well interference or communications.

Diagnostic Fracture Injection Test

Diagnostic fracture injection test (DFIT) involve injecting fluid under high pressure in order to create a HF
that by design should enable the analysts to acquire specific data regarding the geophysical and
geomechanical properties of the fractured formation as well as ascertain HF and reservoir properties.
Early pre frac injection test analysis based on pressure falloff data employed some or a combination of
simple pressure vs time, log(Ap) vs log(At), square root of time, G-function, and the various derivatives
of those relationships, see (Barree et al, 2007). Similar in execution to in-situ stress tests and mini-fracs,
DFIT injections are designed to be relatively small HF but sufficient to make contact with the entire
formations net height and thus create significant fracture cross-sectional surface area. The acquisition of
DFIT pressure during the decline or falloff portion of the test particularly in unconventional reservoir is
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however considerably long, requires dynamic high resolution bottom-hole pressures and the overall
analytic techniques are more involved since the anticipated data and results extend beyond those
normally acquired from either in-situ stress tests or mini-fracs. (Barree et al, 2014) provides a good
overview of all aspects of DFIT including execution, data acquisition, analysis and pitfalls.

The need for detailed in-situ rock properties, geomechanical data, HF dimensions as well as a complete
characterization of the reservoir cannot be overstated for the ultra-low permeability resources such as
shale formations that in addition are completed with multi-staged HF through extended length undulating
near horizontal wellbores. Some of the issues with a DFIT are particularly exaggerated in acquiring
accurate test data, adhering to analytic formulation assumptions and the interpretation techniques some
of which are discussed by (Soliman and Gamadi, 2012, Wallace, et al 2014). As (Wallace, et al 2014) aptly
assert DFIT analytic techniques and resulting interpretations have roots in the original work of (Nolte,
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1979). That work described analytic techniques and methodology to quantify HF and certain reservoir
parameters based on pressure decline data following a HF treatment. Although that work is physically
sound it requires rather strict adherence to its base assumptions and limitations, the least of which is not
that pressure should be defined at the wellbore edge of the induced fracture.

An example of complications involved in assessing fracture closure pressure from DFIT pressure decline is
given in the (Wallace, et al 2014) paper. This nicely illustrates what appears a reasonably appearing real
time pressure decline that when analyzed with G function and derivative analysis indicate considerable
differing fluid loss processes and complications in simply defining frac closure pressure. The details and
their assessment of non-ideal falloff behavior along with some possible physical explanations for such
behavior, such as natural fractures, thermal effects and other is certainly worth a careful read. Note in
this example that pressures are measured from what appears to be wellhead gages with the implication
that bottomhole pressures are then derived. | would add that tubular and fluid compliances, the presence
and migration of multiphase fluids with differing compressibility’s occupying various positions in the
wellbore will adversely affect the derivatives and if not addressed with obviously skew and add a measure
of subjective bias to the analysis. The acquisition of bottomhole pressure that is shut-in or isolated from
as much of the wellbore as possible is rather imperative given the undefined nuances that can appear in
the pressure derivatives and thus their causes then require considerable speculation.

All of that being said DFIT is presently the most advanced and preferred technique in the acquisition of
dynamic in-situ rock stress and reservoir properties which if all things in planning, execution and analysis
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go as designed it can provide vital and reasonably accurate data related to the effective HF completion of

these unconventional complex reservoirs.
Well to Well Interference

Well to well interference or direct communication between nearby

offset wells following the execution of one or more stages of

hydraulic fracturing of a newly completed well has been well

documented (Sardinha et al, 2014, Yaich et al 2014, Johnson et al,

2013). Early recognition of such behavior in the Barnett shale (Fisher

et al, 2002) was quite obvious when multiple wells had production

"killed” or seriously affected during the HF execution of a new infill

well. In addition to pressure interference or implied

communication, treatment fluids, tracers and proppants have been

detected in previously completed or producing offset well(s) from

newly completed wells (Johnson et al, 2013). Originally well to well

interference was considered an adversity to proper well spacing and
placement, it now appears that some amount of reservoir or well to
well communications through some commonality in the SRV’s may
facilitate more effective, and efficient reserve recovery particularly
in the very low permeability reservoirs which should then increase
corporate asset value (Jackson et al, 2013).

(Sahai et al, 2012) presented a series of reservoir simulations to
assess the optimum number of horizontal wells in a section with non-
uniform spacing and HF lengths. In a companion paper to (Jackson et
al, 2013) the authors expanded their simulations to assess the
impact on zipper type fractured horizontal well spacing where fractur|
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wells shared portions of a common SRV (Sahai et al, 2013). The attached figures show an illustration of
the simulated well spacing geometry for the case with 50% overlay between each wells HF’s and the
resulting analysis for various spacing and thus overlays. The analytic graphs show incremental NPV and
normalized cumulative gas production for simulations of 1 to 8 wells per section based on 20 years of
production. The optimum number of well per section is then taken as the point when NPV or cumulative
production crosses the 50% line thus any additional wells would increase the recovery factor less than
50% of the 1 well. The data symbols show the base case or non-overlapping SRV case (5 wells per section)
and the SRV case with 50% overlapping SRV with the dotted line indicating the 50% incremental value.
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Of course the ideal type simulations above are never quite that simply played out in field execution given
the geomechanical and depositional complexities. Changes in the stress field that surround an open HF
can if sufficiently large alter the direction of an approaching HF (Warpinski and Branagan, 1989).
(Manchanda and Sharma, 2012) extended that analysis to include multiple fractures from one horizontal
well approaching fractures from an offset well and devised a time staggering of stage treatments for offset
wells to minimize the effect.

(Sardinha et al, 2014, Daneshy, 2014) distinguish and discuss the differences of direct and indirect fracture
connections between offset well and how they be observed and identified in the pressure records.

It seems rather clear that some level of use of common reservoir area or SRV between wells can be
beneficial to cumulative production and thus NPV. To what extend that sort of development can be
extrapolated from simulation to field by field or basin by basin of course depends on many factors most
of which are probably not known a priori and is yet to be determined.

Integrated HF Diagnostics

The last item in this manuscript study will focus on some field studies that used a combination of the
diagnostic technologies described above in order to further their understanding of whether or not and
how their current development schemes might be achieving some measure of success.
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(Fisher et al, 2002) described the use the
combination of diagnostics technologies
including  microseismic  mapping in
conjunction with surface and downhole tilt
inversion models to enhance the operators
understanding of the complexities
associated with the early treatment and
development of the Barnett shale. The
diagnostic results showed what appeared
to be a rather formidable fracture network
that grew well beyond any imaged singular
planar fracture system and sparked the
suggestion of an astonishing large SRV
surrounding the fracture treatment
“fairway”. The figure is an example of those
complexities along with noted areas that
appear aseismic.
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Although the paper by (King and Leonard, 2011) is focused on the use and assessment of fluid and

proppant tracers applied to

horizontal
they provide a
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aid in assessing the reservoir and
completion process. They make
use of other diagnostics such as
microseismic, fracture treatment
information, production logging
and other flowback
measurements to aid in their
overall analysis of the fracturing
process and its effects on
production. The attached
composite figure shows two =
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from those stages. The RA spectral analysis of stage 5 suggest non-transverse fractures possibly
longtiudional ones while the RA signatures from stage 6 fractures appear to be well spaced and transverse.
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They further indicate that the microseismic events suggest a near wellbore fracture for stage 5 as well

that might support the stage 5 RA tracer assumption of a longitudinal frac with some added complexity.

(Stegent et al, 2011)
describes the use of
oil soluble tracers
combined with
microseismics to
treatment
production

and

evaluate
and
efficiencies
reservoir complexity
for 2 differing
completion strategies
in the Eagle Ford. The
hydrophobic tracers
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were successfully injected in 14 of the 16 HF stages. Sampling of the production stream provided stage by
stage tracer concentration from which the relative stage oil production bar charts are derived. The
attached figure depicts the relative production for each stage of thelH well. The second figure is the final
map of microseismic events from all 16 stages of the 1H well treatments.

Both of these figures provide data as time snapshots, the microseismic during the treatment period and

the tracer production
data derived from 14
days of production. It is
always instructive with
microseismic to view the
stage by stage time map
to get a better sense of
the possible
propagation of the stage
fracturing process and
when and where
complexity may be
occurring. The authors
provide a couple of
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stage by stage examples in their paper. The operator was able to integrate the tracer and microseismic
results from which to favorably compare their completion methodologies.
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a fiber optics DAS deployed in
the open-hole completion of a .
horizontal well with ball
activated fracvalues  were
provided by (MacPhail et al,
2012). In these field tests they
included other diagnostic in
addition to DAS that included

DTS, downhole pressure,
microseismic and RA tracers.
They were meant to Al

complement the DAS data and
their individual and combined
interpretations. The attached
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figure with time on the vertical axis shows data acquired from DAS and DTS during the stgae 2 treatment.
In addition they include treatment data such as injection rate, proppant concentration and bottomhole

pressure.

(Barree et al, 2002) discussed the available
diagnostic tools currently in use at the time
for vertical well completions and
categorized their utility in defining HF
characterization and reservoir complexities
from near wellbore and far field
measurements. They further went on to
provide a matrix that described their
estimation of each of the diagnostics
capabilities and their limitations in
providing specific attributes of the HF and
complexity. Note that in their estimation
only far field type diagnostics will yield a
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Net Pressure Analysis i description
g Well Testing Need accurate permeability and pressure
= Production Analysis Need accurate permeatiity and peessure
Racioactive Tracers Depth of investigation 12"
H Logging ! tivity of rock layers skews results
8 HIT Sensitive to Ld changes in tubulars.
; Production Logging Only which zones
g Borehole Image Logging  Run only in open hole - information at wellbore only
3 Downhole Video Mostly cased hole - info about which perfs contribute
Caliper Logging Open hole, results depend on borehole quality
2 Surface Tilt Mapping Resolution decreases with depth
:!-. DH Offset Tilt Mapping Resolution decreases with offset well distance
g Microseismic Mapping May not work in all formations
Treatment Well Tiltmeters Frac length must be calcutated from height and width

determination of HF attributes. It is not surprising that the indirect tools are model or analytic based and
are listed in the “may determine” category since they all have self- imposed limitations and adherence to
specific input requirements that are rarely achieved.
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(Warpinski et al, 2014) expanded on the assessment by Barree to include diagnostic tools as they pertain
to horizontal well completions in unconventional reservoir. Although focused on microseismic they detail
a number of other diagnostic technologies and how they may contribute by adding character and
dimension to the microseismic results. That is of course reciprocal since many of the listed diagnostics in

Horizontal Well Fracture Diagnostic Chart
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the attached chart compare their results to the microseismic maps and interpretation. This chart appears
to be indicative and rather inclusive of the current state of the various diagnostic technologies. It’s clear
that there are numerous limitations that exist in defining the HF and reservoir attributes even if all of the
listed technologies are employed and their individual and collective results are considered accurate. Some
of these technologies could find themselves moving from the “provides an estimate” category to the
“accurately measures” category when using new information or data from advances in other new or
developing technologies.

As with most developing technologies when they advance they tend to resolve old issues and solve for
our current set of unknowns. This will of course lead the industry to a whole new set of concerns equally
or more complicated than our present ones. Recall that not very long ago one of the primary concerns
facing the industry was whether to define the singular planar HF width dimensions using the rectangular
shaped KGD or elliptical PKN model.
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A number of diagnostic techniques have been addressed in this study. Some lead to a rather formidable
assessment of one or more particular aspects of the HF process or its subsequent effect on the reservoir
while other may provide at best a shaky qualitative appraisal. Achieving developmental success in the
complicated environment posed by very tight layered reservoirs such as shales will only occur through the
integration and collaboration of the most the pertinent of these diagnostic technologies and ones that
are yet to come.

As stated in (Warpinski et al, 2014) “ The main goal of fracture diagnostics should be to aid in the
development and calibration of realistic models that can be used to analyze, design, and predict
performance of the stimulations and resulting production. This often requires complicated workflows
and calibration of unknown reservoir data, but the insights from such modeling can be extremely
valuable for optimizing unconventional development and ensuring the proper balance of reserves
recovery and capital expenditure.”

Permian Basin

The Permian basin has long been a mainstay of oil and gas production in the US. The first wells drilled in
the early 1920’s were the precursor for realizing the basins enormous reserves and production capacity.
Historically the various producing intervals such as those in the Spraberry and Wolfcamp formations were
developed using vertical wellbores and some stimulation. Following many decades of production the
conventional resources went on the decline and the operators turned their attention to the
unconventional resources that are prolific in the Spraberry and Wolfcamp shales. Pioneer now estimates
that the Spraberry and Wolfcamp shales may contains more than 75 BBOE and ranks it as the largest US
oil field.

Throughout the US modern development of shale resources whether oil or gas relies on production from
extended length horizontal wellbores with multiple transverse propped hydraulic fractures. And so the
development of the unconventional plays in the Permian basin is in lock step.

An integral part of their field development Pioneer Natural Resources makes extensive use of
microseismic data and analysis. The microseismic events are obtained primarily from subsurface arrays
and that information is used to delineate multi-stage hydraulic fracture geometry. Those results and
interpretations will ultimately drive the development of proper well spacing (Hull et al, 2013). (Hull et al,
2013) provides a microseismic example of what they suggest may be stress interference from a hydraulic
fracture in one offset well effecting the iz 2 =i
propagation of a new hydraulic fracture in - — > T ',-

the new well. Pioneer indicates that .

microseismics has certainly advanced their 1

understanding of what appears to be .
complications and variations in fracture 3 d

propagation azimuths. They also pay . oo v
particular attention to geomechanical - e Vo

properties in order to define stress
P
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heterogeneities that appear to exist in certain of the many targeted layers and thus influences placement
of the wells landing zone.

They indicate that they have had “tremendous” success with the horizontal well development of their
Wolfcamp targets employing a systematic approach to understanding well performance (Mohan et al,

2013).

Technology merits and limitations

Microseismic technology

Microseismic technology as applied to the spatial delineation of the HF process has found wide
spread acceptance in the oil and gas industry. Given an array whether surface or downhole with
a well-defined view of the fracturing process along with accurate layered geo-mechanical
properties locating the events at depth is reasonably well understood.

With fairly robust events moment tensor analysis can provide information regarding the event
source mechanisms. That analysis aids in assessing what physical process is at work in the
subsurface whether from the HF directly or more indirectly by inducing slippage or movement of
preexisting discontinuities in the rock fabric such as bedding planes and natural fractures.

The absence or clustering of events during any HF Stage can be a clear indication of fracture
asymmetry an ineffective, diverted or missed treatment stage.

Given a sufficient number of HF stage related events its overall length, azimuth and dip can be
estimated.

When the event locations are numerous the mapped visual representation can be striking. Stage
by stage linear features add confidence that they are representing the propagation of a HF. Events
location clouds suggest a more complex fracture system i.e. the HF and the induced movement
of natural fractures or other.

The event location maps are in reality a series of individual points in space and ascribing specific
spatial dimensions requires considerable subjectiveness.

Surface arrays require numerous monitoring sites spread over a rather large area. Downhole
arrays require vertical offset wells or an offset horizontal wellbore that will provide a quiet
unobstructed view of the events associated with the various stages ongoing in the test well.

The industry has made great strides in developing the unconventional resources with multi-staged
HF’s in extended length horizontal wells. Microseismic technology has played a significant role in
that regard. It has clarified our understanding of the HF execution process and more importantly
how the reservoir is responding to the treatment.

Tiltmeter Technology

Tiltmeter arrays responds to the deformation of the rock mass imposed by the overall HF volume.
A surface array with sufficient resolution can indicate HF azimuth, dip and if it has been
significantly diverted.
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A downhole vertical tile array measures the rock deformation in the vertical plane which leads to
a measure of fracture height, vertical asymmetry and width.

A downhole array also responds to the temporal deformation of an open or propped HF indicative
of growth. It can also show the residual profile when the HF is completely closed which may reveal
proppant location.

The tiltmeter inversion process constrained by microseismic data instills confidence in the overall
model results.

To effectively define the HF width profile the downhole tiltmeter array needs to straddle the HF
interval.

Surface tilt arrays require multiple buried monitoring sites that surround the footprint of
stimulated test well.

A downhole array requires a vertical offset well that is quiet and straddles the anticipated HF
height.

A hybrid downhole system involving a microseismic and tiltmeter array would of course reduce
the requirements for the number of offset vertical wellbores

Fiber Optic Technology

DTS and DAS are capable of defining temperature or acoustic emissions at small intervals (~3ft)
along the entire length of the wellbore.

The fiber is designed for long term deployment and can be monitored for years to assess the
effects of fluid production.

DTS responding to the thermal cooling from injection frac treatment fluids during execution are
clear spatial indicators of the reservoir entry points.

Post frac wellbore temperatures show the effects of “warmback” and the resulting images from
DTS analysis can delineate stage by stage frac locations as well as an indication of fracture shape.

DTS monitoring during production provides a temperature profile of the entire wellbore denoting
the small but measureable temperature changes at fluid entry points. Thermal models are then
adjusted for each stage of fracture fluid flow and wellbore effects to find a best fit to the DTS
temperature profile.

DAS measures acoustic emissions during various phases of the wellbore completion process. The
emissions delineate high velocity points within the well that can be attributed to fluid and
proppant entry locations in the wellbore. Further they can provide emissions associated with in
well activities such as from valve opening or packer settings.

Measurements from DTS and DAS provide valuable data and images that are initially qualitative
at their base and suggestive of specific well activity, i.e. fluid and proppant flow, production rates
and in well activities.
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Single point fiber optic pressure elements can provide accurate long term BH pressure data to a
wide variety of design and analytic fracture and reservoir modeling techniques.

Those data can be used as a basis for model derivations to further quantify certain specific
parameters such as fluid flow.

Monitoring an offset well may provide information regarding well to well interference or
communications.

The deployment, positioning and shielding of the fiber optic is critical to the effectiveness of the
data acquisition and varies depending on the wellbore type and completion design.

HF and Production Tracer Technology

Specific RA isotopes can be effectively used to trace treatment fluids and proppants. Spectral
logging and analysis can then delineate the type and positions in or very near the wellbore where
those specific isotopes finally reside.

A large number of chemical tracers are now available to trace individual HF fluids and proppants
stage by stage.

Injected into each HF stage during the fracturing process their return upon frac cleanup or
production can be sampled from the surface flow stream and used to identify the tracer and thus
define the relative production from individual stages.

Oil and water soluble tracers are deployed and injected into the HF in a manner similar to process
used with chemical tracers. Upon flowback they provide a unique signature as to the presence in
the flow stream of oil and water that can be attributed to individual HF stages. Relative
productions can then be ascribed to each HF stage.

Sampling of offset well production streams for chemical or soluble tracers can an effective
diagnostic tool regarding well to well interference or communications.

DFIT Technology

The DFIT execution process involves creating and propagating a HF while acquiring surface
injection rates and pressure during the fracturing process and long after fracture shut-in.

Those data are used in a variety of analytic techniques to define simple or complicated multiple
fracture closure pressure and fluid leakoff as well as reservoir properties such as pore pressure
and overall permeability.

Reliable data and its analysis can be quite valuable in recalibrating HF treatment design and
assessing the effected reservoir stimulation.

Data acquisition and analysis that employ derivatives requires high speed, high resolution
bottomhole pressure. This means either measurements from an isolated downhole gage or a
surface gage with a well-defined and almost constant wellbore hydrostatic pressure.
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o Sufficient time must be allocated for the acquisition of reliable DFIT data especially when
performed in nanodarcy type reservoirs where fracture closure may take 10 days or more and
many weeks to observe the end of pseudo linear flow or departure into pseudo-radial flow.

e DFIT is presently the most advanced and preferred technique in the acquisition of dynamic in-situ
rock and reservoir properties acquired from an injection and falloff data from a small HF.

Well to Well Interference

e As more efficient and effective drainage of reserves appears possible with closer well spacing that
includes some level of well to well interference acquiring positive indications from an offset well
of new well activities is becoming essential.

e Offset pressure measurements that show a significant pressure increase associated with one or
more HF stages from the treatment well would be indicative of a direct conductive
communication path between wells. More subtle pressure changes may signify some
communication pathway within the SRV between wells or some circuitous path between their
HFs.

e Chemical tracer monitoring of the offset well production stream can indicate which stages have
communicated directly between wells. When the response is nearly immediate it indicates a
direct conductive path. When the response is delayed it may signify some communication
pathway within the SRV between wells or some circuitous path between their HFs.

e Periodic monitoring of both well flow streams for chemical tracers from both wells should assist
in assessing how the wells and their common communication flow paths might be changing in
time.

e Assessing the nature and number of flow paths direct or other that exists between wells will
certainly aid in providing a critical parameter for revising reservoir production simulation and
recalibrate well spacing and treatment designs.

Technology Gaps in Defining Certain HF and Reservoir Properties

HF Dimensions and Spatial Distribution

Currently the combination of microseismic, tilt and warmback DTS data appear to provide some of the
best far field and near well data regarding stage by stage HF dimensions and their spatial distribution.
None of the aforementioned are stand- alone diagnostics nor do they provide the accurate dimensional
aspects of a fully connected HF. For example the most frequently employed diagnostic tool microseismic
data and analysis provide locations in 3-D of seismic events that require some level of confidence to then
make valid point by point connections that will form an effective 2-D picture of the lateral or vertical HF
dimensions.

As these and addition diagnostic tools are added to and combined the dimensional aspect and locations
of individual stages will surely improve our confidence in their interpretation.

HF Flow Properties
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The development and use of DTS during production has provided a new measure of stage by stage
production profiles. The models that form the basis for defining and quantifying individual stage inflow
and wellbore flow effects will improve markedly when combined and recalibrated with other diagnostic
tools particularly when multiphase fluids are present.

Chemical tracing, sampling and analysis represents another diagnostic technology that are capable of
providing values of stage by stage fluid flow from the production stream. The combination workflow and
interaction of results from both DTS and chemical tracers will surely add confidence to their collective
defining of production.

The above combined with single point fiber optic DH pressure gage data will provide critical information
to RTA, HF and reservoir models and their subsequent recalibration in defining HF and reservoir flow
regimes and ultimately HF dimensions.

Fracture Connectivity and Secondary Fracturing

At present defining anything about fracture connections whether within the main HF treatment, those
offset to it and induced during the treatment or secondary fracturing relies heavily on perceptions gleaned
from microseismic map interpretations, a presumptive change of km to ket resulting from “enhanced”
production or other. Microseismic event clouds and their locations often lead to the assumption that they
then represent a connected conductive fracture set that greatly improves ket over k.
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Appendix BC: Hydraulic Fracturing Test Site (HFTS) Permian Texas Overview
Background

The HFTS is a collaborative, comprehensive hydraulic fracturing diagnostics and testing program in
horizontal wells at a dedicated, controlled field-based site. The program emulates the field experiments
GRI and NETL http://www.netl.doe.gov/ performed in vertical wells in the 1990s (Mounds, M-Site, and
SFEs). Technology has since advanced into long horizontal, multi-stage shale wells creating a new set of
challenges and unanswered questions. HFTS will conduct conclusive tests designed and implemented
using advanced technologies to adequately characterize, evaluate, and improve the effectiveness of
individual hydraulic fracture stages as well as improved wellbore spacing, leading to optimal resource
recovery. The highlight of the program features through-fracture cores to undoubtedly identify hydraulic
fractures and their attributes, while validating fracture models and fracture diagnostic tools.

Through
Fracture
Whole Cores

Figure 1: Conceptual test site design

The mission of HFTS is to increase shale environmental safety and stimulation efficiency (Figure 2). This
will be accomplished through the evaluation and development of new methods and technologies that
lead to higher production output per well with less material and energy inputs (fewer wells drilled), higher
cost efficiency, greater reliability and safeguards, and reduced environmental impact.

99



Developed by Gas Technology Institute (GTI) http://www.gastechnology.org/ and a consortium of
hydraulic fracturing experts from industry and government, the program will provide a clearer
understanding of the fracturing dynamics key to controlling fracture dimensions and vital to the

productivity of fracture networks created in
horizontal wells. To improve well
productivity and reduce environmental
footprint, the program focus will be on
improving the efficacy of individual fracture
stages. The end result will be improved
understanding of the fracturing process and
identification of needed technologies and
methods to enhance well productivity
through more effective hydraulic fracturing
treatments that require less water and
resources per unit of energy produced.
Improving the effectiveness of individual
hydraulic fracture stages will lead to cost

lncrea§ipg Greater
productivity efficiency
leads to lowers the
greater environmental

Figure 2: Mission and benefits of the HFTS

efficiency, maintaining safe operations, and minimizing environmental impacts. Learnings from this effort
will advance operations for all resource production using hydraulic fracturing technology, including shale

gas and shale oil.

HFTS Benefits

Advances in stimulation technology will result in fewer wells being needed and higher production output

per well. Anticipated benefits derived from HFTS include:

Benefits of Participation

e leveraged investment in a dedicated, controlled field experiment.

e Collaboration with GTl and DOE http://www.energy.gov/ and a consortium of industry peers.

e Access to science wells explicitly designed for hydraulic fracturing diagnostics, environmental
monitoring, data collection, and technology testing, including:

e Results of analysis verified with through-fracture cores

e Access to verified reservoir characterization techniques and workflow; and a thorough diagnostic
data set including seismic, microseismic, cross-well seismic, micro-deformation, advanced logs,
cores, production logs, reservoir pressure monitoring, and tracer program

e Access to independent, third-party analysis of the data.

e Early access to new technology commercialization opportunities.

Environmental Safety Benefits

e Development and transfer of advanced technologies that improve safety, lower environmental
impacts, and reduce materials and energy required per unit of energy produced.

e Determination of potential health and environmental consequences of hydraulic fracturing to air,
land, and water resources and development of mitigation strategies.
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e Demonstration of safe and reliable hydraulic fracturing operations.

o Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of environmental conditions pre- and post-stimulation.

e Conclusive measurements of fracture height to show fractures are contained

Stimulation Efficiency Benefits

e Characterization, measurement, evaluation of hydraulic fracturing efficiency.

e Improvements to fracture design and evaluation of Stimulated Reservoir Volume.

e Assessment of created fracture conductivity and complexity as determined with reservoir
pressure measurements

e Early detection of fracture effectiveness and development of methods and techniques for real-
time control of fracturing effectiveness.

e Development and transfer of advanced technologies and methods to maximize resource recovery
from each hydraulic fracturing treatment while minimizing the material and energy input
requirements.

e Substitution of more effective materials or methods for those less effective.

e Development of optimal instrumentation to reduce the margin of error in interpretation of
monitoring and measuring of created fractures.

e Evaluation of seismic techniques.

e Hydraulic fracture model verification and calibration. Determining spatial and temporal fracture
network creation and validate against model.

Test Site Host and Location Information

The HFTS (hydraulic fracture test site) will be conducted on an eleven well completion program located
on Laredo Petroleum’s http://www.laredopetro.com/ Northern Reagan County, Texas acreage (Figure 3).
Below is a map that locates Laredo’s acreage in the Midland Basin. There are a significant number of
operators in the surrounding area.
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Figure 3: Location of test site, Reagan Co, TX

HFTS Test Site Location and Details (Sugg A 171 South Pad)

11 well pad in Reagan County, Texas

Targeting Upper and Middle Wolfcamp, chevron configuration

Wolfcamp depth ~7,500’
All wells are 10,000’ laterals to be completed with 36 stage completions

The Project Objectives Are:

Evaluate and confirm environmentally safe operating procedures

Determine fracture geometry and confirm maximum height growth

Evaluate subsurface controls and operational impacts on hydraulic fracture geometry and
completion efficiency

Evaluate inter-well interference

Understand stimulated rock volume & reservoir depletion over time

Identify and evaluate the distribution and effectiveness of geological frac barriers

Evaluate pressure front barriers created in stimulation sequence

Test alternative frac designs in different wells in a relatively consistent geological setting

Test production performance by stage/perf cluster post stimulation

Test Plan

Below diagnostic program is designed to accomplish the above objectives
o Microseismic and tiltmeter survey
o QOil tracers
o RAtracers
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Bottomhole pressure gages during production

Production logs

Fiber optics through coil tubing

OBMI logs

Pressurized sidewall rotary cores

DFIT analysis

High resolution cross well seismic through stimulated interval
Full core through a stimulated interval

Reservoir pressure measurement post completion

Water sampling and air sampling program

O O OO O O O O O O

The final technical and diagnostic program is being evaluated based on technical feasibility and available
funding

Current Status

Started field data acquisition in October 2015 and plan to complete the through fracture core well in
February 2016.

Funding

Partial funding for the project in the amount of $7.35MM is provided by the Department of Energy (DOE)
and administered by NETL through an award received by GT1 in 2014. Remaining funding is provided by
industry participants either through in-kind services and cash contributions. We anticipate the total project
value to exceed $20MM.
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Appendix C: Hydraulic Fracture Stage (Cluster) Spacing Design Toolbox

Summary and Accomplishments

With the aim of improving the spacing of the perforation clusters along the lateral to take
into account variations in geomechanical properties of the reservoir as well as the presence of gas
and natural fractures, GTI has developed a hydraulic Fracture Spacing Design Toolbox which
predicts optimal fracture design based on modeling of rock properties as well as hydrocarbon
presence using information from mud logs. The reason for not using traditional wireline or tubing
based tools is to avoid high costs associated with the same. The Toolbox has been developed for
the Matlab environment and is available with a simple to use GUI interface as the front end and
powerful Neural Nets/ Fuzzy Classifiers at the back end. Application on datasets made available
by WPX Energy has shown the following:

1. Good predictability and applicability over both near field (same pad) and far field (100’s of
miles) Marcellus Shale gas wells.

2. Potential for enhanced productivity per specific unit of input used (water, proppant, chemicals,
etc.) leading to reduced environmental footprint per unit of gas produced.

3. Optimal completion programs without having to resort to expensive post drill logs or expensive
LWD tools.

Motivation

With the current “Cookie-cutter” approach to hydraulic fracturing, we see significant
variability between fracture clusters due to multitude of factors both natural as well as engineering
which can lead to some clusters showing insignificant to almost zero production creating zonal
drops in productivity. Even though there are available solutions which use expensive logging tools
to predict reservoir quality and design fracture spacing, we want to find a solution which is within
the framework of current hydraulic fracturing approach without having to resort to these tools.

Introduction

While the advent of multi-stage hydraulic fracturing in long lateral completions has
revolutionized shale oil and gas production, the process still lacks the robust understanding of what
happens downhole within the reservoir and what leads to the significant variability in productivity
from completed stages. A significant amount of work has gone into improving our understanding
of these completions and some of these observations have provided enough information to try and
improve fracture spacing design. Traditional approach to completion design involves use of
transient rate-time analysis to identify key design parameters (permeability and fracture half
lengths) and using them to predict well performance [1]. Stage spacing is a critical design
parameter which is impacted by considerations of reservoir permeability [2], stress shadowing
effects [3, 4], SRV considerations [5] and economic considerations such as net present value [6].
Other more elaborate techniques at optimizing stage spacing include use of microseismic data [7],
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and fracture network modeling [8] to name a few. In practical applications, what is desirable is to
take a holistic view of the completion process and utilize as much data and analysis as possible for
design [9]. While holistic design techniques are in place, most methods do not account for
variability in reservoir and completion effects along the long laterals. From production logs and
distributed acoustic and temperature sensing data, we know that many clusters show insignificant
to no production, creating zones with very low productivity. This clearly indicates that the “one
size fits all” approach creates sub-optimal fracture design and this has been abundantly recognized
by the industry [10]. We believe that while design issues (such as fracturing efficiency) are
important; formation quality is critical as sections with lower quality should have modified fracture
density to provide for adequate drainage.

Many novel approaches have been suggested in the past few years which involve a
thorough investigation of the reservoir properties and the geomechanical aspects of completion in
shale formations. One recent example highlighting an engineered fracture spacing design approach
uses characterization of reservoir and completion quality which are used to predict proper stage
placement [11]. Microseismic monitoring and other geophysical tools can also allow for
improvements in design based on observations [12]. Generating pseudo logs for lateral sections of
wellbore based on observations from the vertical pilots is an established technique [13] for
understanding laterals and improving associated completions. Methods looking at fracability alone
and utilizing stochastic optimization techniques have been evaluated [14]. The need for running
wireline petrophysical logs for at least the vertical pilots and the need for core analysis and
correlation is well understood. These are not routinely available and therefore, we felt there was a
need for a technique that can be applied on any well and can provide a quick optimal design
suggestion based on the historic field data available for the play in question and the mud log data
from the well under consideration.

For this study, we wanted to devise a technique that can systematically distribute fracture
stages for more effective drainage of the reservoir without the use of expensive wireline or logging
while drilling data. What is unique about our completion design approach is the use of mud log
data for completion design in the absence of any wireline petrophysical or geomechanical data
from that area. This is expected to work reasonably well provided a predictive model for rock
properties can be developed. In our approach, we use a hybrid Al (Artificial Intelligence) based
modeling workflow to predict geomechanical properties where stage spacing design utilizes mud
log gas shows as well as predicted geomechanical rock properties within a predefined design
framework.

Method

For most new field development programs in unconventional plays, vertical pilot wells are
drilled, cored and logged in order to gain a robust understanding of the formation before
completions can be designed. These pilots provide valuable insights into the rock including the
mineralogy, in situ stress state, organic content, lithology, porosity, etc. to name a few. This wealth
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of data can be used to predict the behavior of the well laterals drilled from the pilot. Using data
from such pilots, we propose to design predictive models for reservoir properties which can be
obtained from mud log data alone. This allows for wider applicability of the design methodology
without compromising on upfront well completion costs. We propose a hybrid neural network
(Neuro-Fuzzy) workflow which uses mud log data and geomechanical predictive models to design
fracture density model which can then be used to place fracture clusters.

Mud logs typically provide estimates for observed gas shows, Gamma ray for geo-steering
purposes and rate of penetration data. We understand that Gamma ray logs can provide indications
of shale layers which have higher natural radioactivity. Gas shows could indicate possible
productive or non-productive zones and also potential naturally fractured zones. However, the
observed gas shows are influenced by rate of penetration which in turn can be impacted by
multitude of factors not all of which are due to reservoir conditions. Gamma ray tool is also
influenced by the erratic drilling speeds and varying wellbore conditions encountered during
drilling in general. In order to develop the suggested design framework, we have to answer some
important questions posed at the outset. The most important is to see how these parameters relate
to zonal productivity potential, is the impact verifiable and which parameters are needed for
reasonable design solutions? To answer these questions, we use available data from multiple wells
from the Marcellus shale play and verify through observations, the necessary framework for
proposed design approach.

Impact of Natural Fractures

The initial step is to understand how some factors may play an important role within our
fracture spacing design framework. Marcellus and other shale plays are known to have varying
natural fracture distributions and depending on the in-situ condition as well as the properties of
the injected fluid/ proppant, these could significantly enhance the productivity of the stimulated
well. In the Marcellus play, prior data suggests presence of natural fracture swarms as a result of
local stress perturbations occurring over geologic timelines [15]. These natural fracture swarms
are known to contribute significantly to overall production by providing additional surface area
for gas to move from matrix to the connected fractures and eventually to the producing well.

Identification of naturally fractured zones is a key element in accurate understanding of
well behavior but this is not easy to achieve due to the need for use of indirect measurement
techniques or proxies to identify the zones where the reservoir is fractured a-priori. While there
are many available techniques for fracture characterization in reservoirs, we use available
microseismic data from one of the wells under study (henceforth Well #1) to characterize fractures.
This is made possible due to the ways in which hydraulic fractures interact with naturally fractured
rock and the impact such interaction has on the final fractured rock volume in terms of fracture
network complexity, fracture network dimensions and magnitude distribution of the microseisms
[16].
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Figure 1- Stage wise distribution of microseismic derived (a) ‘b value’ and (b) length-to-
width ratio for a study well. Subplot (c¢) shows cross plot of the two showing a strong

positive correlation between the two parameters.

In this context, we look at two different properties evaluated based on the distribution of
induced microseismicity associated with the hydraulic fracturing process. The first is the b value
distribution which is obtained from the Gutenberg-Richter law providing the relationship between
the magnitude of the seismic event and the total number of earthquakes in any given region and
time period of at least that magnitude [17]. Higher b value is indicative of a larger portion of small
earthquakes compared to bigger ones. Since in the presence of natural fracture swarms, many re-
activations are expected, b values tend to be higher when hydraulic fractures interact with such
zones [18]. In this study, we look at the overall distribution of events and their b value estimates
for every completed stage and try to interpret post completion production logs. We expect zones
showing higher b value to be indicative of presence of natural fractures and therefore, should
correlate strongly with gas shows and production log data run for some of these test wells.
Similarly, higher length-to-width ratio (or the ratio of the two principal dimensions of the
microseismic event cloud) is indicative of an elongated perturbed zone with lower degree of
complexity in the created fracture network. On the other hand, a lower length-to-width ratio
suggests more complex network which could be due to substantive interaction of the propagating
hydraulic fractures with natural fractures [ 19]. Fig. 1 shows length-to-width aspect ratio as mapped
with borehole microseismic data and how it correlates with evaluated b values for the same stages.
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Figure 2- (a) Microseismic derived 'b value', (b) image log derived fracture density, (¢) mud
log gas shows (red: 1 and blue: 0) and (d) production log for a study well. The properties
(except production log data) are normalized between 0 and 1. The black insert in subplot
(d) indicates the section of the wellbore where production log could not be run.

Fig. 2 shows another example where b value has been compared with production logs and
other relevant data to highlight these observations and how they correlate with mud log gas shows.
We observe a poor correlation between b values and observed fracture density from image logs
which is expected as image logs are subject to interpretation errors (and so is b-value analysis).
However, image logs only provide a snapshot of fractures at the wellbore unlike b-value which
defines the spatio-temporal seismicity distribution. We observe reasonable correlation between
sections showing very high flow contribution and sections indicating highly complex fractured
zones from b value distribution. Finally, we observe a reasonable correlation between production
log and highly fractured sections of the reservoir as well as a reasonably strong correlation between
production log and high gas composition from mud log gas show data. The observed correlation
between mud log gas shows and production log data over certain depth intervals has been observed
for multiple wells and provides one element governing our stage/ cluster spacing optimization
workflow. Even though the correlation is not perfect, in conjunction with gamma log readings and
rate of penetration data, a strong correlation between the observed production and modeled
geomechanical properties governing production in shale reservoirs should be possible as it may
take care of some of the outlier observations.

Based on the observations, our design workflow (Fig. 3) involves utilizing relevant
routinely logged data from mud logs (gas shows, rate of penetration, and gamma ray) and model
for rock properties such as Young’s Modulus and Poisson’s Ratio using data from Well #1. These
in turn are used to predict rock brittleness which we correlate with another brittleness measure
from lithological distribution to validate the brittleness function before actual use (Fig. 4). This is
because lithology has an impact on rock properties and therefore, rock brittleness can be
considered a function of Young’s Modulus and Poisson’s Ratio [20]. Broadly speaking, Increasing
Young’s Modulus or decreasing Poisson’s Ratio is indicative of more brittle formations. This
modeled brittleness is then used in conjunction with gas shows to identify the optimal hydraulic
fracture/ cluster density along the lateral. The basic framework governing our design is to provide
for more cluster density in regions susceptible to lower productivity behavior in order to improve

108



overall production from the completed lateral. Based on this fracture density model, clusters are
populated along the length of the lateral by honoring the background modeled density values.
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Figure 4: Composite of two correlations showing how rock brittleness can be considered a
function of other rock properties or lithology.

Workflow

Apart from the pre-completion drilling data, the proposed workflow requires some rock
properties derived from specialty logging such as dipole sonic or spectral azimuthal gamma for
representative lithologic layers. This data is typically available for a given field, especially new
development fields where a single or multiple pilot wells are drilled before full field
development drilling program is implemented. This is necessary to model for the same properties
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based on routine mud log data by deriving the necessary models. The workflow involves the
following steps:

1. Training wells are nominated based on availability of relevant specialty logging data and
the exact position of the well in relation to various shale sub-layers. The original high
resolution mud log data is inverted by passing through a low pass filter and the filtered data
is compared with the original so as to make sure that the univariate statistics show
reasonably good match. Multiple inputs are generated using multiple filters.

2. The filtered mud log data are used as input to design a feed forward back-propagation
neural network model. The model is trained to predict desired output rock properties
(Young’s Modulus and Poisson’s ratio). The model design includes the usual training,
validation and testing phase. Care is taken to prevent over-fitting of the data as well as
having a reasonable network in terms of size. We use a network with single hidden layer
and 10:1 ratio for number of hidden layer nodes when compared with number of sample
points. Models specific to defined lithological layers are tagged and stored for application.

3. For application of the design, data from candidate well is identified and it is segmented
based on predefined lithological layers. Corresponding models are applied after careful
filtering of data using the filters obtained in step 1.

4. Based on the generated geomechanical models, a rock brittleness parameter is computed.
Resulting parameter is combined within the predefined hydraulic fracture density design
framework shared later. It works on the basis of partially weighting mud log gas shows and
modeled properties to get the final density values. The density model is normalized and
fractures/ clusters are placed based on the behavior of this modeled parameter.

Model Fine-tuning

We need to highlight that there are multiple input properties being used in the modeling
process where each comes with varying degrees of associated uncertainties. As an example,
modeled rock properties have high degree of uncertainty due to modeling errors particularly at
large offset from design wells. Similarly, mud log gas shows can sometimes show erroneous
readings due to gas flow into wellbore downstream of drilling bit. Similarly, the framework
relating modeled rock properties and gas shows with naturally fractured zones in the reservoir is
loosely defined due to lack of adequate corroborative data. Moreover, multiple input sets are
generated from singular properties using variable filter parameters. All these add up to create a
highly non-unique solution space and therefore, finding the right framework for combining these
parameters to define hydraulic fracture density model can be a challenge.

In order to tide over these uncertainties, we use a fuzzy classification technique to identify the
definition boundaries with adequate fuzziness so as to classify sections of the lateral in terms of
cluster spacing design by taking into account the underlying uncertainty as well. At the same time,
if production logs are available and the broad framework is well defined (such as highly brittle
rock and high gas shows should lead to a lower modeled hydraulic fracture spacing density, etc.),
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we can try to generate the best possible model (and correspondingly, the best possible fuzzy
classifier) to match the designed fracture density with the observed production behavior post
completion. This is accomplished by using an evolutionary algorithm to minimize a predefined
error function which tries to match the inverse of modeled fracture density with the observed
cluster wise production. The fuzzy rules set which defines the modeling framework we used is as
follows:

e Rule #1: Low modeled brittleness and low gas shows imply very high density.

e Rule #2: Medium modeled brittleness and low gas shows imply very high density.

e Rule #3: High modeled brittleness and low gas shows imply high density.

e Rule #4: Low modeled brittleness and medium gas shows imply high density.

e Rule #5: Medium modeled brittleness and medium gas shows imply medium density.
¢ Rule #6: High modeled brittleness and medium gas shows imply medium density.

e Rule #7: Low modeled brittleness and high gas shows imply low density.

e Rule #8: Medium modeled brittleness and high gas shows imply low density.

e Rule #9: High modeled brittleness and high gas shows imply very low density.

Here the ‘density’ values indicate final fracture density (or perforation cluster density)
recommendation to be made by the designed fracture density model. We do note that these rules
suggest relatively lower fracture cluster count for the so called sweet spots. Since the decision on
how much to frac and where is a highly complex one with well economics playing a major role,
the workflow is adaptable enough so that the rules can be flipped with the high density
recommendations changed to low density recommendations and vice versa. This approach is useful
in cases where specific well intervals have a predictable behavior and sensitivity to stimulation.

Need for Artificial Intelligence

There are three computational elements using Al techniques used in this workflow. We
need to consider the need for using said methods in this study. We understand that though broad
relationships between Gamma Ray measurements and rock properties are expected due to
influence of clay content on said properties, the relation may not always hold due to other
influences. The same holds true for hydrocarbon indicator used for modeling (mud log gas
shows). Due to this non-linearity and in-exactness in the relationship between geomechanical
properties and gamma ray, Artificial Neural Nets are ideally suited since they can map highly
nonlinear relations if properly modeled and calibrated and are very robust in handling noisy data
[21].

Furthermore, a broad correlation between modeled and observed properties and the desired
application (hydraulic fracture spacing design) can be easily defined [e.g. higher gas shows and
higher modeled brittleness leads to lower cluster density, etc.]. However with the high uncertainty
in the available inputs, a simplistic framework for combining said properties may not capture the
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relationships accurately. A classic solution to such a classification problem is to use a Fuzzy
Inference System. They are easy to understand as they are governed by fuzzy rules which are
semantic in nature even though the underlying evaluation is mathematical. They have the ability
to optimally search for the best classifier set definitions to match the observed data. They are
simple yet highly adaptable and can work with imprecise and incomplete data that we have [22].

Finally, as stated already, the designed fracture density and observed production behavior
mismatch is minimized by using an evolutionary search routine. The big advantage with using
such an approach is that it is highly scalable and adaptable and can be used to solve for multi-
dimensional, non-differential, non-continuous and non-parametric problems. They are intuitive
and very easy to build and therefore provide an optimal search algorithm for the problem at hand
[23].
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Figure 5- Well #1 cross-section showing well track in reference to the varying lithologic
formations in the Marcellus shale play. The lateral is restricted to Zones C & D.

We apply this approach to three wells from two separate well pads (separated by 10’s of
miles from one another). Henceforth, Pad # 1 & Pad # 2 indicate Wootton & Corbett pads
respectively as used in this project. The data from Well #1 for Pad #1 is used as the design data as
the well had open-hole logging carried out for the vertical pilot as well as the horizontal section of
the well. Two other wells were used as application wells for validating the models as each had a
production log available for independent validation. These include Well #2 associated with the
same well pad as Well #1 and Well #3 associated with Pad #2. Fig. 5 shows the various lithological
layers of relevance across Well #1. We can clearly observe that the well lateral intersects two
layers (Zone C or the target zone and zone B which is the overburden lower Marcellus layer) of
interest and we use the available data to model the geomechanical properties for these two layers.
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Since we have extensive wireline logging done for this long lateral (Well #1), we can use
the data from the logs to estimate geomechanical and other properties which in turn form the basis
for our model design framework using artificial neural nets. Apart from the standard mud log gas
shows available from drilling records, other wireline tools run for this well (both for the horizontal
lateral and the vertical sections) include standard measurements such as density, porosity &
resistivity as well as lithological tools to identify mineralogy and organic content. A thorough
petrophysical analysis was carried out for the entire logged wellbore and the geomechanical
properties were ascertained using the lithology data. Gamma from both the actual wireline logging
run and the mud log data was correlated to validate applicability for other “application” wells
which lack similar wireline logs.

Using the geomechanical properties and the mud log data available for well #1, the entire
dataset was pruned such that two separate datasets were generated. The inputs were expanded
using multiple filtering bandwidths to extract features at different frequency spectrums which
might hold physical meaning and therefore are valuable in the modeling process. The inputs were
in turn used to develop two separate models for two separate reservoir (shale) units, namely Zone
C and Zone B as discussed earlier and observed from Fig. 3. However, based on the well trajectory
along the lateral, the two sections have varied data density in terms of available sampling points.
From the mud logs, while Zone C has approximately 600 data points, zone B only has
approximately 70 data points which makes results from model defined for this zone to be
susceptible to more errors. Fig. 6 shows sample rock property (Poisson’s Ratio) modeled for these
two layers and we can observe relatively higher errors for Lower Marcellus Layer compared to the
target layer due to said mismatch.
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Figure 6- (a) Modeled Poisson's Ratio compared with actual log derived values and (b)
corresponding error mismatch for Zone B and (a) Modeled Poisson's Ratio compared with
actual log derived values and (d) corresponding error mismatch for Zone C.
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Figure 7- Validation results from a sample neural network training run showing minimized
error in modeled property (Poisson's Ratio) compared to target property (actual log
derived data). Note: The target data was normalized before modeling run.

For network training, care is necessary to prevent either over-fitting or non-representative
dataset generation. Care is taken in the neural network design with the ratio of number of network
nodes to the number of data samples kept at less than 0.10. Also, segments from each Zone are
combined making sure that they are representative of varying behavioral aspects of the property
being modeled (such as sudden rise or drop in value). The final network models are chosen based
on the minimized error observed within the network validation process (Fig. 7).
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Figure 8- Optimal fuzzy set definitions based on training well data for (a) modeled
brittleness, (b) mud log gas shows and (c) output fracture density guidance.

With the individual geomechanical models as well as the composite brittleness model ready
for use, the next step is to identify the best fuzzy set definitions corresponding to the rules defined
earlier. Fig. 8 shows the final identified rules set which corresponds with the best match between
the predicted fracture density models and the observed production log behavior for Well #1.

Once the model is ready for application, all of the model design parameters are stored for
later use with application test scenarios. These include the number of layers in the network, number
of nodes in the hidden, input and output layers, trained weights associated with each node in the
network, activation functions associated with each node, biases within the network, etc. These
saved models are in turn applied to any dataset from “application” wells to generate hydraulic
fracture/ cluster density maps. The final fracture density maps need to be rescaled in order to make
sure that sufficient “maximum” and “minimum” fracture spacing is maintained before final
fracture or perforation cluster placement. These maxima and minima limits can be independently
evaluated using other stage design approaches discussed in the introduction to this study.

Results
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Before the models can be applied to other wells, they need to be categorized based on
lithological layers associated with each portion of the wellbore to be analyzed. This is done by
using the same approach as used for the training well (Well #1) as discussed earlier. Once the
wellbore has been characterized, these segmented subsections are evaluated for rock properties by
using the corresponding rock property predictive artificial neural net derived models. We will
share the design results obtained using the models for the two application wells (Well #2 and Well
#3) and compare the observations with production log data. This will allow validation of the
observed results using independent production log results which is critical as initial production is
the key for rapid return on investment in shale gas wells. We again note that while Well # 2 belongs
to the same pad as the training well (Well #1), Well #3 is located 10’s of miles from the first pad
and incorporates a different completion design.

Before we look into the application wells (Well #2 & Well #3), we apply the derived
models to data from training well itself (Well #1) using the segmented modeling approach. Based
on the wellbore location in reference to lithological units (Fig. 3), separate models are applied to
the dataset along the wellbore. Fig. 9 shows the results for this particular test case and as expected,
we get a good match between the suggested fracture density derived from the proposed workflow
and the production log data for Well #1.
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Figure 9- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #1 incorporating both zone B & zone C models using segmented
modeling approach. Red arrow indicates section with significant mismatch between
production and designed fracture density.
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We note that the original completion for Well #1 involved 18 stages with 4 perforation
clusters per stage and an inter-stage separation of ~ 280 feet. The modified spacing design as
suggested by the workflow is shown in Fig. 9(b). As observed from these results, significant
mismatch is observed close to 6900 ft. (measured depth) which could be due to the wellbore lying
either very close to or at the interface of zone B & zone C (Fig. 3). This would make it difficult to
interpret as to which model is the right model and applicable for corresponding sections of the
wellbore.
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Figure 10- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #2 incorporating model from zone C. Green arrow indicates section
with significant mismatch between production and designed fracture density which
corresponds with wellbore section falling outside zone C.

For Well #2, we ran three tests with the first test incorporating model associated with zone
C for the entire lateral (Case 2A), the second test incorporating model associated with zone B for
the entire lateral (Case 2B) and the third test incorporating segment wise modeling using both
models based on location of the lateral in relation to the lithological units (Case 2C). Fig. 10 shows
the modeling and design results for Case 2A, Fig. 11 shows the results for Case 2B and Fig. 12
shows the results for Case 2C.
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Figure 11- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #2 incorporating model from zone B. Green arrows indicate sections
with significant mismatch between production and designed fracture density some of which
corresponds with wellbore section falling outside zone B.

We note that the original completion profile for Well #2 involved 14 stages with 4
perforation clusters per stage with an inter-stage separation of ~300 feet. We can clearly see
sections along the wellbore where the design recommendation suggests sparser clusters and other
sections which suggest denser cluster spacing. This correlates well with the production log results
with sections suggesting denser clusters showing lower productivity and vice versa. This is
desirable considering the defined modeling framework discussed earlier. However, for Case 2A &
Case 2B, the predicted fracture spacing design does not match well with the observed stage wise
productivity behavior at some locations (identified by red arrow). This can be attributed to the
model applicability issue in certain sections of the wellbore depending on whether the well track
is within the zone defining the applied geomechanical model or not.
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Figure 12- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #2 incorporating both zone B & zone C models using segmented
modeling approach. We do not see any significant mismatch between the predicted fracture
density behavior and the productivity of completed perforation clusters.

For Case 2C, we observe a much better match along the entire completed lateral and this
is due to segmented modeling approach where the correct model (based on the location of the
wellbore in reference to the lithological units) is used (Fig. 12). This validates the applicability of
the proposed approach for wells within proximity of well used in training our models.

For Well #3, the completion design was significantly different with 27 stages and 4
perforation clusters per stage with an inter-stage separation of 200 feet. Once again we generate
results incorporating model associated with zone C for the entire lateral (Case 3A), the second test
incorporating model associated with zone B for the entire lateral (Case 3B) and the third test
incorporating segment wise modeling using both models based on location of lateral (Case 3C).
Since Well #3 is at an offset of 10’s of miles from Well #1, we expect the results to be not as robust
as was the case with Well #2. Fig. 13 shows the modeling and design results for Case 3A, Fig. 14
shows the results for Case 3B and Fig. 15 shows the results for Case 3C.
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Figure 13- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #3 incorporating model from zone C. Green arrows indicate sections
with significant mismatch between production and designed fracture density some of which
corresponds with wellbore section falling outside zone C.

For Case 3A & Case 3B, the predicted fracture spacing design does not match well with
the observed stage wise productivity behavior at sections highlighted using red arrows. This can
be attributed to the model applicability issue in certain sections of the wellbore depending on
whether the track is within the zone defining the applied geomechanical model or not as observed
with the earlier test case. Other issues include the robustness of the model at separation of 10’s of
miles as well as issues with inadequate data for zone B model as highlighted latter.
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Figure 14- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #3 incorporating model from zone B. Green arrows indicate sections
with significant mismatch between production and designed fracture density some of which
corresponds with wellbore section falling outside zone B.

For Case 3C (Fig. 15) using segmented modeling approach, we observe a much better
match along the completed lateral. However once again, there are small sections of the lateral
where the fracture placement recommendation based on density model does not match well with

the production log observations.
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Figure 15- Figure showing (a) the comparison between modeled fracture density and
available production log, (b) TVD behavior along lateral with traditional equally spaced
perforation locations and (c) the actual fracture spacing recommendation based on the
model results for Well #2 incorporating both zone B & zone C models using segmented
modeling approach. Green arrows indicate sections with significant mismatch between
production and designed fracture density.

Next we highlight the issue of model robustness due to data inadequacy. As observed from
Fig. 14, certain section of the modeled fracture density along the wellbore shows significantly poor
results suggested by the consistent high values from ~9300 feet to ~11700 feet (measured depth).
This is because model from zone B is poorly defined due to lack of adequate data as discussed
earlier. While the laterals for both Well #1 and Well #2 falls mostly within the target zone C;
significant sections of the wellbore corresponding to the identified depth interval for Well #3 falls
within overburden zone B (as observed in Fig. 13 from ~10300 feet measured depth to ~11000
feet measured depth). Therefore these erroneous artifacts are observed for both Case 3B and 3C
which makes use of geomechanical models from zone B.

Applicability Considerations

Based on our results, we can say with some degree of confidence that this approach can be
useful in designing completions (stage or cluster spacing) of wells within the same well pad
provided major sections of the wellbore do not fall very close to or at the interface between
geologically distinct layers with significant variability in geomechanical properties. Moreover,
presence of local faulting or completion of nearby wells post drilling operations of the candidate
well can also have significant impact on results. Since the proposed method works with multiple
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models based on a segmented modeling approach, it is critical that each model is robust as well as
well-defined and their reliability should be ascertained before application.

For wells at significant offset from those wells used for model design, applicability can
suffer depending on lithologic variability across spatial distance as well as other formation
properties. However, our results show that properly designed models and segmented modeling
approach can still provide reasonably good fracture density maps and spacing recommendations.

Beyond the questions regarding effectiveness of the models, the methodology used, and
applicability close to and away from those wells used for model training and design; a more
fundamental question is the efficacy of the design framework proposed in this study. Fig. 16
highlights the broad framework in question as well as one possible alternative framework to
highlight this issue.

Since the question of how to proceed with the completion design framework is a complex
one with well economics playing an integral part in any decision making process, a more thorough
investigation and decision making based on particulars of the wells being completed using this
approach is essential. As an example, the decision on which framework to choose could be decided
by price factors (gas vs. oil/ condensate rich play) as well as reservoir related considerations (Clay
richness, natural fractures, etc. to name just two).
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Figure 16- (a) Well schematic showing localized sweet spot due to intersecting natural
fracture swarm (green box) and (b) hydraulic fracture density framework suggested in this
study with (c) potential alternate framework along the wellbore lateral.

Concluding Remarks

We have introduced a fracture spacing design approach which makes use of routinely collected
mud log data apart from some reference wireline specialty logs to model for complex
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geomechanical properties of the rock surrounding the wellbore. These models along with observed
gas shows are used to propose variable perforation cluster spacing along the wellbore laterals. We
have demonstrated this approach to be useful at small (100’s of feet) as well as large (10’s of miles)
geographical offsets from the wells used to train said models. The proposed methodology identifies
local sweet spots that require less stimulation and areas where more stimulation is needed. By
redistributing the hydraulic fracture density along the wellbore, we aim to balance stimulation
costs and long-term production performance.

While many methods have been proposed over the years which utilize data from such specialty
wireline logs to predict well behavior or recommend completion design, the key discriminator with
our proposed fracture spacing design methodology is the ability to apply the technique at
geographically far off wells without having to update the geomechanical models. The key is to use
a well-defined modeling framework and production log or other completion quality attributes
(such as potentially from fiber-optic data) to constrain the designed models so that they can mimic
well behavior with upon completion with reasonable accuracy.

Based on the results we have observed from multiple wells, including those shared in this study,
we hypothesize that this approach should work in most situations provided proper care is taken
before applying this approach. However, the proposed approach needs to be validated as it may
not hold under many situations depending on economic considerations. For future work, we
propose to carry out extensive modeling studies and generate guidelines for applicability under
varying scenarios as suggested in this work.

In the future, we plan on using a fuzzy or probabilistic classifier to decide on which model
to be used depending on the closeness of the well track to a particular lithologic boundary. This is
due to significant uncertainty ranging from 10’s to 100’s of feet when it comes to layer boundaries
and exact well location which can make the decision making on models to be used for design very
non-representative. We hope to test this approach on multiple wells in other shale plays (Permian
Basin). We also expect to conduct similar design work for multiple wells which are geographically
spread out and validate these observations.
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Appendix D: Enhanced Hydraulic Fracture Mapping Using Self-Focusing Adaptive
Beamformer

Project Summary

In order to improve the ability of microseismic analysis to aid in efficient and environmentally
safe resource extraction, we propose to study the application of a self-focusing adaptive beam-
former to the problem of microseismic event detection and localization. This beamforming
system leverages signal-processing techniques that are well established and have been widely
successful in a variety of fields including sonar and radar, where arrays of sensors are used to
detect and localize faint sources of energy in a large background of noise. Use of this proposed
technology is expected to provide significant attenuation of background seismic noise and
compensate for inaccurate knowledge of local wave propagation, enabling a more complete and
accurate understanding of the activity induced by stimulation treatments. The self-focusing
adaptive beamformer has been implemented in the Matlab environment and the source code
has been provided for public dissemination.
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Summary and Accomplishments

A final report has been prepared describing the progress of the above project and the
significant observations and results emanating from its successful completion.

From only five points whose location in 3-D space was determined, we were able to make a
crude map of a fracture.

We developed a self-focusing adaptive beamformer that was capable of localizing seismic
eventsin 3-D.

We formulated a set of steps necessary to go from raw seismic data to a 3-D fracture map,
as follows:

(1) Identify a large seismic event in the geophone signal data.
(2) Use its moveout delay times to focus the beamformer.

(3) Determine seismic velocity from the moveout delays using knowledge of the well
geometry and the geometries of the surface arrays.

(4) Steer the beam in known increments about the locus of the large event. Search in 3-D for
additional seismic events.

(5) Map the fracture by plotting the loci of multiple seismic events relative to that of the
large event.
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Introduction

The dominant interest of this project was the development of 3-D fracture imaging methods
based on adaptive beamforming methods using seismic data from surface geophone arrays.
#Surface array signals are much noisier than downhole array signals, but surface arrays are much
cheaper to install than downhole arrays. The noise reduction capabilities of adaptive
beamformers are important and effective when working with signals from surface arrays. This is
the reason that our tests and analysis was limited to surface data from an independent source
outside the scope of this project [11122-20].

The Arrays

The data used in this study were recorded digitally and made available to us. We called this
data set #2. Data set #2 was collected during hydraulic fracture stimulation of a single horizontal
well using a surface array of 1000 single-component (vertical) geophones separated into 13
approximately-linear arrays radiating outward from the frac-well’s pad in a star configuration.
Fifteen zones of fracture stimulation were performed over the course of four days, and slightly
less than 30 hours of continuous array data was recorded. One check shot of known location was
performed in the vertical portion of the well prior to stimulation treatment. The horizontal
portion of the stimulated well was approximately 1400 meters in length, and was located at a
depth of approximately 1700 meters below ground level. The surface array geophones were
spaced at approximately 18- meter (60-foot) intervals, and the longest single linear array that we
called sensor line 1 spanned approximately 2700 meters parallel to and nearly directly above the
horizontal portion of the treatment well, extending well beyond the end of the stimulated region.

We used seismic signal data from two of the thirteen arrays. That data was sufficient for 3-
D fracture imaging. Of the fifteen fracturing stages, we used data from the first stage. Scale
drawings of the two arrays whose signals were analyzed in this study are shown in Figure 1 and
Figure 2. Sensor line 1 had 149 geophones. Sensor line 2 had 141 geophones. The geophone
signals were originally recorded with a 500 Hz sampling rate. With interpolation and re- sampling,
the data as incorporated in this work was made available with a 1 kHz sampling rate. The reason
for the up sampling was to create a set of data that would be suitable for array beamforming
with the self-focusing adaptive beamformer.
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Figure 1: Well geometry with surface seismic sensor lines.
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Figure 2: Top view of well geometry with surface seismic sensor lines 1 and 2.

The Self-Focusing Adaptive Beamformer

An adaptive beamformer was used for the detection of seismic events. This requires more
computation than conventional time-delay-and-sum beamforming, but adaptive signal
processing techniques have been proven to be desirable and essential for processing signals from
surface geophone arrays. The resulting improvements in signal to noise ratio allow one to use
less geophones in the array and to detect more smaller-amplitude seismic events than would
otherwise be possible. The physical length of the surface arrays will remain the same for adaptive
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beamforming as for conventional beamforming, in order to preserve the spatial resolution of the
ultimate fracture image.

A block diagram of the self-focusing beamformer is shown in Figure 3. In this diagram, the
geophones receive signals from a seismic source. The beamsteering delays are adjusted to
compensate for the various delay times of the seismic arrivals to the geophone sensors. The
adaptive equalizing filters self-adjust to insure that the wave shapes of the seismic signals will all
be the same as they are applied to the adaptive beamformer section of the system. There are a
number of different configurations of adaptive beamformer that could be used. We chose the
Griffith-Jim beamformer for its simplicity and that it computes a time-delay-and-sum beam
output as well as an adaptive beamformer output. The Griffith-Jim beamformer is diagrammed

ADAPTIVE BEAMFORMER

Power
Detector
| - -

in Figure 4.
‘ BEAM STEERING ADAPTIVE ]
GEOPHONE } , DELAYS EQUALIZING !
ARRAY K ' FILTERS
Ny Iy |
+
| » =)
-—‘—-E] o ar} - | FROST
} LN | I -
R L
: ‘ S | | | GRIFFITHS-
Q | (o) ALY T i ™ * OUTPUT
N ‘_t(’)H |
| 3 \= ' ot
‘
"?"E AF, — WIDROW
‘ ; ' + : { McCOOL
| vy O ||
|
|
[
|

Foxed Delay

SELF-FOCUSER

Figure 3: The self-focusing beamformer

Our experience with the seismic-event signals of data set #2 has shown that these events as
received by the various geophones were sufficiently similar in their wave shapes that full-blown
adaptive equalizing filters were not necessary. These filters were able to be replaced by simple
gains that were adjusted to make all the seismic transient signals the same in amplitude as they
were then applied as inputs to the adaptive beamformer. Since the beam-steering delays have
already been set to compensate for the different arrival times of the seismic signals, which was
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necessary to perform equalization, the beam-steering delays of the Griffith-Jim adaptive
beamformer shown in Figure 4 should all be set to zero. How this beamformer works is explained
simply and in full detail in the book “Adaptive Signal Processing” by Bernard Widrow and Samual
D. Stearns, Prentice-Hall, 1985. The Griffith-Jim beamformer is described on pages 418 — 420 and
is illustrated by Figure 14.4. Adaptive beamforming in general is described and explained in
Chapters 13 and 14.
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Figure 4: The Griffiths-Jim adaptive beamformer

A very brief discussion of adaptive beamforming follows. A usual description of an adaptive
beamformer shows an array of sensors located in a plane, connected to an adaptive processor to
provide an output signal. This is a receiving array, not a transmitting array. Adjusting the beam
steering delays allows one to point the beam in a desired direction, the “look direction”. The
beamformer accepts the signal from the look direction, with a gain of unity. All other signals
arriving not in the look direction are rejected as best possible in the least squares sense. The
adaptive beam picks up signals from the look direction and adapts to minimize the total power
of noise received outside the look direction. It is assumed that the source of the desired signal is
located in the far field of the array. The distance from the sensor array to the signal source is
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large compared to the aperture of the array, i.e. the physical size of the array. The desired signal
is defined in terms of its direction of arrival, not its distance from the sensor array. All this is done
in 2-dimensions.

The self-focusing adaptive beamformer for monitoring microseismic signals that are due to
hydraulic fracturing differs from the usual adaptive beamformer in that it works in 3-dimensions
and works with seismic signals whose point of origin is in the near field of the sensor array. The
desired signal is identified with its point of origin in 3-dimensionsional space. Its distance from
the array is highly significant. The physical lengths of sensor array 1 and sensor array 2 are
comparable to the depth of the well. Sensor array 1 at the surface was 2700 meters long and the
depth of the fracture was approximately 1700 meters. The beamforming in this case is definitely
near field. The adaptive beamformer will be focused on the point of origin of a seismic event in
3-dimensional space. It will receive signals from this point without distortion and will minimize
the power of the total seismic noise coming from anywhere other than the focal point. Instead
of a look direction, we have a focal point. In tuning the beam, we have selectivity in the X, Y, and
Z directions. This was made possible by the surface arrays being long compared to the depth of
the fracture. The array geometry was chosen by the well operator, and it was far from an optimal
placement, but it was good enough for us to do fracture mapping. More will be said below about
array design. With the seismic data, we have experienced near field beamforming and that is
what we want for 3-D localization of seismic events.

High-Energy Seismic Event

A single high-energy microseismic event, observed during the first zone of hydraulic fracture
stimulation at the toe of the well, was used as the focus event for all of the initial experiments to
be reported here. This high energy event occurred approximately an hour and a half into the two-
hour stimulation of zone 1 and generated readily visible arrivals on 9 of the 13 line-arrays, with
the strongest arrivals appearing on the southernmost line arrays, including sensor line 1 and
sensor line 2. The relative arrival times of the wave front generated by this event indicate that it
was located relatively near the perforation interval for zone 1 of the fracture treatment, as may
have been expected.

The geophone trace data for this event as observed across sensor line 1 is presented in Figure 5
and across sensor line 2 is in Figure 6. The moveouts were calculated and later used for beam
steering. The traces shown in Figure 5 and Figure 6 were high-pass filtered at 5 Hz to eliminate
dc offsets and were low passed to eliminate high-frequency noise. No other processing was done.
The high-energy event was strong enough to be seen in the individual geophone signals. The
geophone outputs for the high-energy event were aligned in time, averaged, and each geophone
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signal was given an individual gain to have uniform amplitude of the event across the array. This
signal normalization was done by using the average as a template and adjusting each gain to
produce a best match to the template. This was done in Figure 3, using simple gains in place of
the adaptive equalizing filters. This simple form of equalization was adequate for this fracture. In
other cases, full-blown adaptive equalization may be required.

Figure 5: Moveout of high-energy seismic event from Stage 1, measured with sensor line 1. The
red line shows the first peaks of this event.
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blue line shows the first peaks of this event.

The results of performing this modified self-focusing procedure using the currently considered

focus-event (including normalizing gains) are depicted for sensor line 1 in Figure 7. An SNR-

weighted correlation coefficient of 0.98 was achieved between the individual-trace arrival

waveforms and an SNR-weighted mean of all individual traces, indicating that the shape of the

and that the event will

waveform remains quite consistent across the entire 2700 meter array,

serve well as a focusing event for use in targeting the event’s location.
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Results of Self-Focusing Using All of Line Array #1

Amplitude

Time (ms)

Figure 7: The results of self-focusing for all 149 sensors in line array #1 of data set #2, using a
high-energy microseismic event observed during the first zone of hydraulic fracture
stimulation. For the 2700-meter long line array, the event’s initial arrival waveform remains
quite consistent across all sensors, resulting in a fairly high weighted correlation coefficient
after self-focusing (0.98) that bodes well for the successful application of the adaptive
beamformer. Geophone data has been high-passed at 5 Hz to eliminate DC-bias, and has been
low-passed to the event’s dominant bandwidth to improve the accuracy of the self-focusing
procedure and better illustrate the consistency of the arrival waveform. The white curve is the
average.

Improvements in SNR with Adaptive Beamforming

Given the determined focusing parameters, the adaptive beamformer’s performance was then
compared to the performance of a conventional time-delay-and-sum beamformer by evaluating
the SNR improvement achieved by the adaptive beamformer when targeting the location of the
focus event over 3 hours and 40 minutes of continuous data that included the entire 2-hour
stimulation of the well’s first stage. For this experiment, no pre-processing was performed to
identify individual noisy or “problematic” sensors within the surface array. Because noise
conditions often vary significantly from sensor-to-sensor in surface-array survey data due to local
and cultural noise and varying coupling quality between geophones and the ground such pre-
processing is generally advantageous or necessary to improve the overall data quality by

137



eliminating particularly bad sensors; however, such processing often requires the use of ad hoc
or heuristic techniques and here we desired to see how the self-focusing adaptive beamformer
would naturally handle this issue without any additional processing.

In order to evaluate how the adaptive beamformer performed in various cases, several runs of
the experiment were performed. The adaptive beamformer was applied to data using either 25
or 50 taps per adaptive filter of Figure 4 (spanning 50 or 100 milliseconds of signal, respectively),
and the array data was either processed raw or pre-processed with a 4-th order Butterworth low-
pass filter with a cutoff frequency of 60 Hz in order to remove energy at frequencies above the
dominant bandwidth of the focus event. These trials demonstrated that pre-conditioning data
through the use of a simple low-pass filter, as is commonly done in microseismic data processing,
significantly enhanced the self-focusing adaptive beamformer’s ability to improve SNR relative to
a conventional time-delay-and-sum beamformer, vyielding improvements that were
approximately 4.5 dB greater than when low-pass conditioning was not performed. We believe
that this occurs because most of the high-frequency content observed by the surface-array
geophones is comprised of local noise that is incoherent across the array. The presence of
incoherent noise can limit the effectiveness of the adaptive beamforming algorithm, and thus
eliminating this content through simple low-pass filtering can greatly enhance the effectiveness
of the adaptive beamformer when used with surface arrays. It was also found that increasing the
number of filter taps from 25 to 50 provided a modest increase in the advantage of the adaptive
beamformer of approximately 0.5 dB. Thus, while the adaptive beamformer may perform slightly
better with additional degrees of freedom to optimize (more taps in its adaptive filters), the
performance of the adaptive beamformer is not strongly dependent upon high tap counts. The
SNR improvements achieved with these various setups over the 3-hours and 40-minutes of
processed data are depicted below in Figure 8.
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in a 3-hour and 40-minute time period encompassing the first zone of fracture stimulation,
when focusing on a high-energy microseismic event observed during minute 131. The time
period corresponding to the treatment of zone 1 is indicated by a shaded gray heading. SNR
improvements for 4 runs of the experiment with different beamformer configurations are
displayed: either 25 or 50 filter taps were used in the adaptive beamformer’s weight matrix
(covering 50 or 100 milliseconds of time, respectively), and low-pass filtering either was or
wasn’t used to pre-condition the array data. It can be observed that in all cases fairly consistent
improvements in SNR were achieved for the first 160 minutes and that this level increased
somewhat for the last 60 minutes, including intermittent periods where SNR improvements of
as much as 25 or 30 dB were achieved. It can also be observed that the adaptive beamformer
was able to improve SNR by a substantially greater amount when array data was low-pass
filtered prior to application of the adaptive beamformer and that the use of 50 taps rather than
25 provided a modest increase in the SNR improvement achieved by the adaptive beamformer
regardless of whether low-pass filtering was performed.

For all of the experimental results that we report, 50 taps spanning 100 milliseconds of data were
used in the adaptive beamformer’s filters and data was pre-conditioned using the previously
described low-pass filter. Figure 9 on the following page highlights the SNR improvements
achieved in this case. Averaged across the full duration of the zone 1 treatment, the adaptive
beamformer was found to provide a substantial 10.1 dB SNR improvement. Figure 10 shows the
output of the conventional and adaptive beamformers for a time period of data that includes the
arrival of the targeted focus event, providing a visual example of a 10.1 dB of SNR improvement
in data. Figure 9 then presents a close-up of the conventional and adaptive beamformer outputs
for the focus-event arrival itself, illustrating that although the adaptive beamformer provides
significant noise reduction (as seen in Figure 10), it does not greatly attenuate energy originating
from the targeted focus location and thus provides the improvements in SNR described here.
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SNR Improvements Achieved by the Adaptive Beamiormer as Compared to Time-Delay-and-Sum (dB)
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Figure 9: SNR improvements achieved by the adaptive beamformer as compared to a
conventional time-delay-and-sum beamformer for each processed one-minute time segment
in a 3-hour and 40-minute time period encompassing the first zone of fracture stimulation,
when focusing on a high-energy microseismic event observed during minute 131. The adaptive
beamformer provides an SNR increase of 10.1 dB on average during the zone 1 stimulation
treatment. It can be seen in this plot that the adaptive beamformer is capable of providing
significantly greater SNR improvements as well: improvements of as much as 33.4 dB are
achieved during the last few minutes of the processed data. An SNR improvement of 25.7 dB
achieved during minute 164 of the processed time period has been labeled.
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Figure 10: The outputs of a conventional time-delay-and-sum beamformer (dark blue) and the
adaptive beamformer (light green) during the time period leading up to and including the
arrival of the focus-event energy. This data corresponds to parts of minutes 130 and 131 in
Figure 7. The average reduction in noise energy demonstrated in this plot is 10.6 dB. Thus, the
noise reduction shown here is representative of the average noise reduction achieved by the
adaptive beamformer as compared to the conventional beamformer throughout the duration
of stimulation for zone 1 (10.1 dB).

The achieved average SNR improvement of 10.1 dB across the duration of the zone 1 stimulation
treatment is very substantial and represents a significant increase in detection and localization
ability. While it is somewhat of an oversimplification, this improvement in SNR can be thought of
as providing a statistical advantage approximately equal to using a conventional time-delay-and-
sum beamformer with 10 times as many sensors spaced over an aperture of the same size or
larger. Accordingly, we can expect the self-focusing adaptive beamformer to provide detection
ability and localization accuracy similar to what would be achieved using conventional processing
techniques on an array with 10 times as many sensors, or, alternatively, we can expect to achieve
similar results using the adaptive beamformer using only one tenth of current typical sensor
counts.

In addition to the general advantage reflected by this measured increase in signal-to-noise ratio
(SNR), we have observed the self-focusing adaptive beamformer to provide particular types of
noise reduction that yield even greater SNR increases, eliminate the need for additional data
conditioning and pre-processing to eliminate individual problematic sensor signals, and improve
the statistics of the remaining noise so as to reduce the number of false-positive event
detections. We will present examples of these types of noise reduction in the following section
of this report.
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Conventional and Adaptive Beamformer Outputs During the Focus Event Arrival
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Figure 11: The outputs of a conventional time-delay-and-sum beamformer (dark blue) and the
adaptive beamformer (light green) during the arrival of the focus-event energy. The time axis
in this figure refers to the same time period as Figure 10, expanded to examine a portion of
second 62 that includes the arrival of the focus event waveform. Note that this figure has a
different vertical scale than Figure 10. It can be seen in this figure that although the adaptive
beamformer provides significant noise reduction (see Figure 10), it does not greatly attenuate
the arrival of energy from the targeted focus location: the conventional and adaptive
beamformer outputs are very similar for the focus-event arrival, with the adaptive beamformer
attenuating the initial arrival only slightly.

Noise Reduction with Adaptive Beamforming

Looking back to Figure 9, it can be seen that the adaptive beamformer achieved SNR
improvements significantly greater than 10.1 dB at several times during the processed period of
data. This is particularly the case during the hour of data after the zone 1 treatment (minutes 160
to 220), where the median SNR improvement increased to 12.5 dB, the average SNR
improvement increased to 20.0 dB, and SNR improvements of as much as 33.4 dB were sustained
for 1-minute periods. This increase in the advantage provided by the adaptive beamformer after
the zone 1 treatment ended was not anticipated because noise generated by pump trucks and
other machinery associated with the hydraulic fracture stimulation typically cause local noise
levels to be higher during active treatment, and thus it may be expected that the adaptive
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beamformer will be able to provide a greater improvement during treatment by eliminating
much of this noise; however, other activities at the well pad may have been causing noise during
this time after treatment ended or there may have been an increase in nearby seismic activity.

Figure 12 below shows the average power present in the raw array data recorded by sensor line
1 during the time period of the experiment, and confirms that the average noise level seen across
the array did generally decrease after the end of the zone 1 stimulation treatment, although
some significant spikes in energy were observed. The ability of the adaptive beamformer to
provide even greater SNR improvements during this time period than it generally did during the
active stimulation of zone 1 indicates that the noise that was present at this time was likely more
directional or coherent across the array than much of the noise that was present during
treatment, or that an elevated level of incoherent noise was present during treatment that
limited the ability of the adaptive beamformer to provide noise reduction.

Average Noise Power (dB) in Sensor Line 1 Raw Trace Data During the Processed Time Period
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Figure 12: Average power observed by sensor line 1 during the time period of data examined
in the current experiment. This figure refers to the same time period as Figure 9. It can be seen
in this figure that the overall noise level observed by the array generally decreased after the
end of the zone-1 stimulation, but that some temporary increases in energy occurred. Figure 9
shows that the adaptive beamformer was able to provide significant SNR improvements during
many of these spikes as well as in general during the last hour of processed data (minutes 160
to 220). The fact that these SNR improvements were greater than the average improvements
observed during the zone 1 stimulation treatment suggests that the noise observed during this
time period was generally more directional or coherent across the array. Minute 164 of
processed data has been labeled; the data corresponding to this time is used as an example
and is presented in the subsequent figures of this report.
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Examination of the trace data associated with this last hour of processed data found that the
noise present during this period did indeed exhibit more directionality and coherence across the
array. As an illustrative example of such noise, trace data from minute 164 of the processed time
period is presented in Figure 13 and Figure 14 on the following page. Two directional noises are
apparent in these figures: a high-energy, long-duration seismic wavefront that has similar
amplitude across the entire array and intermittent wavefronts that appear with the most energy
at the northernmost sensor (sensor #1) and attenuate as they travel down the array.

While we are unsure of the source of the first of these noises, the second, intermittent directional
noise originates from activity at the treatment well-pad, as it appears simultaneously at the
innermost sensors of multiple line-arrays surrounding the well-pad and exhibits typical
attenuation as it travels and spreads outward.

Trace Data for Sensor Line 1, Including Minute 164 of the Processed Data

Figure 13: Trace data for sensor line 1 showing a high-energy arrival of directional noise that
occurred during minute 164 of the processed data. As reported in Figure 9, the adaptive
beamformer was able to provide 25.7 dB of SNR improvement during this time period by
eliminating a large portion of the directional noise energy depicted here. Intermittent
directional noise associated with activity at the well-pad is also visible in the uppermost traces
throughout the 2 minutes of data shown here.
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Trace Data for Sensor Llne 1 Includlng Mlnute 164 of the Processed Data
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Figure 14: Trace data for sensor line 1 showing a high-energy arrival of directional noise that
occurred during minute 164 of the processed data. The time axis in this figure refers to the
same time period as Figure 13, expanded to examine a seven-second portion of data that
includes the initial arrival of the directional noise. It can be seen in this plot that the high-energy
arrival is quite coherent across the entire array and largely exhibits a single move-out indicative
of a single location or direction of origin. The adaptive beamformer is able to greatly attenuate
any directional signal originating from a location other than the targeted look location, and
thus is highly effective at eliminating the noise seen here. Intermittent noise associated with
activity at the well-pad can also be seen in the uppermost traces here, and exhibits a different
move-out than the high-energy, long-duration noise arrival. The adaptive beamformer works
to eliminate both of these directional noises simultaneously.

The high-energy, long-duration wavefront shown in Figure 13 and Figure 14 on the previous page
corresponds to a temporary increase in array energy during minute 164 of the processed data
that can be seen in Figure 10and that corresponds to a high SNR-improvement, averaged over
one minute, of 25.7 dB that is reported in Figure 9. During the peak energy period of this
wavefront’s arrival, which lasts only a few seconds, the adaptive beamformer provides 33.8 dB
of noise reduction. This is shown in Figure 15 and Figure 16. Incredible noise reductions are
achieved by the self-focusing adaptive beamformer in this case because the corrupting noise is
highly coherent across the array and the adaptive beamformer is able to optimize its directional
sensitivity to avoid picking up the wavefront’s energy while maintaining essentially constant
sensitivity to signals originating at the targeted look location. The intermittent noise from activity
at the well-pad that is evident in Figure 13 and Figure 14 on the previous page is present
throughout the final hour of processed data and exhibits similar characteristics to noise that is
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present during the zone 1 treatment as well; however, as the overall noise levels reduce after the
zone 1 treatment ends, this directional noise becomes an increasingly prominent part of the local
noise field. It appears that in addition to coherent, directional noise, active treatment may cause
elevated levels of incoherent noise across the array. When the energy of this incoherent noise
decreases after active treatment has ended, the adaptive beamformer is able to provide even
greater increases in SNR, yielding a median improvement of 12.5 dB in the hour after the zone 1
treatment finished. This may prove beneficial for detecting and localizing low-energy
microseismic events that occur as the local geology settles after treatment due to newly imposed
local stresses.

Conventional and Adaptive Beamformer Outputs During Directional Noise Arrival

- | ="

Amplitude

0 20 40 60 80 100 120
Time (seconds)

Figure 15: The outputs of a conventional time-delay-and-sum beamformer (dark blue) and the
adaptive beamformer (light green) during the time period plotted in Figure 13 that includes
minute 164 of the processed data while targeting the location of the focus event. It can be seen
in this figure that the adaptive beamformer effectively eliminates the energy increase
associated with the high-energy, long-duration wavefront that is strongly evident in the time-
delay-and-sum output. The adaptive beamformer does this by optimizing its directional
sensitivity to avoid picking up the noise signal while maintaining constant sensitivity to signal
originating at the focus event location. If any microseismic events had occurred during this time
period, they would not have been detectable through use of a conventional time-delay-and-
sum beamformer, but may have been observable through use of the adaptive beamformer.
Averaged across the full 2-minute duration of data depicted here, the adaptive beamformer
provides a noise reduction of 23.7 dB. During the most energetic portion of the wavefront
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arrival (from about 43 to 48 seconds), the adaptive beamformer provides 33.8 dB of noise
reduction.

Conventional and Adaptive Beamformer Qutputs During Directional Noise Arrival
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Figure 16: The same data as plotted in Figure 15 on the previous page, but with an increased y-
axis scale to show the adaptive beamformer output in more detail. It can be observed in this
figure that the adaptive beamformer almost completely eliminates the high-energy seismic
wavefront arrival over the full 80-second duration shown here. Additionally, as is discussed
below and will be presented in Figure 17 and Figure 18, it can be seen that the adaptive
beamformer eliminates transient spikes of energy present in the conventional time-delay-and-
sum beamformer output at times of approximately 11, 21, and 113 seconds that may have
otherwise been misidentified as arrivals of microseismic event energy.

In addition to the adaptive beamformer’s ability to eliminate even very-high-energy arrivals of
seismic energy originating from locations other than the targeted look location, the adaptive
beamformer is also very effective at detecting and temporarily eliminating particularly noisy
sensors, without the need for any additional pre-processing or the implementation of ad hoc or
heuristic methods. In fact, nothing additional needs to be done to achieve this: the same
optimization that works to eliminate coherent, directional noise signals will inherently work to
temporarily eliminate individual, isolated “problematic” sensors whenever they act up. Thus, the
self-focusing adaptive beamformer provides an elegant and robust way of dealing with
individually problematic sensors and local, intermittent noises in surface arrays.
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The true benefit of this property is not always expressed well using a simple SNR measurement.
For example, many of the isolated or intermittent noises that are eliminated from the
beamformer output in this way will appear at the output of a conventional time-delay-and-sum
beamformer as a transient spike that may be mistaken for an event arrival. An example of this is
highlighted in Figure 17 and Figure 18. Eliminating this type of transient signal from the output
of the adaptive beamformer may not register a large SNR increase when averaged over some
duration of time (i.e. over a minute, as done in the experiments reported here), but making noise
statistics more normal and eliminating such transient spikes can greatly improve detection
confidence and decrease the amount of false-positive event detections that occur for a given SNR
and detection threshold. This in turn results in a more confident and clear imaging of the fracture
network induced during a hydraulic fracturing treatment as well as the amount of activity induced
during a given time period

Conventional and Adaptive Beamformer Outputs During Directional Noise Arrival
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Figure 17: The same data as displayed in Figure 15, but emphasizing a transient signal that
occurs after the main high-energy seismic wavefront arrival. This transient spike appears
strongly on the conventional time-delay-and-sum beamformer output (blue) but not on the
adaptive beamformer output (green), and is an example of a single noisy sensor greatly
impacting the output of a conventional beamformer. If examined closely, additional transients
may be seen in the conventional beamformer output at times of approximately 11 and 21
seconds. These transients may also be seen in Figure 16 on the previous page.
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Trace Data for Line Array #1 Including Minute 164 of the Processed Data

Figure 18: The same data as displayed in Figure 13, this figure shows the array trace data
associated with the beamformer outputs plotted in Figure 15 above (the same time periods are
shown in both plots on this page). Here we point out a noise transient that has occurred on a
single sensor out of the 149-sensor line-array. This isolated disturbance is responsible for the
transient spike in the time-delay-and-sum beamformer output emphasized in Figure 17 above.
It is evident in this array data that some kind of local disturbance has increased the noise level
in that single sensor and perhaps one or two sensors next to it, and that the corresponding
spike in the conventional beamformer’s output does not indicate the arrival of a microseismic
event. While the adaptive beamformer naturally eliminates individual noisy sensors and
suppresses this type of spurious transient, additional pre- or post- processing would be
required when using a conventional time-delay-and-sum beamformer to avoid declaring this
transient as a false-positive microseismic event.

Detection of Previously Undetectable Low-Energy Events

During our study of data set #2, we identified a low-SNR event that occurred at or near the
location of the high-energy focus event just prior to the main focus event that was not observable
using a conventional time delay-and-sum beamformer but that was readily apparent when using
the self-focusing adaptive beamformer. This detection of a “sub-threshold” or low-SNR foreshock
demonstrates achievement of a significant goal of the self-focusing adaptive beamformer:
enabling the detection of additional low-energy microseismic events that would otherwise be
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undetectable in order to provide a more detailed mapping of the fracture network induced during

a stimulation treatment.

Figure 19 through Figure 21 below and on the following page demonstrate the uncovering of this
low-energy “foreshock”, which precedes the high-energy focus event and must occurs at nearly
the same location because it is not eliminated by the adaptive beamformer as would be content
arriving from other locations (as previously demonstrated in Figure 15 and Figure 16). It can be
seen that by increasing SNR by 10.1 dB, the adaptive beamformer has been able to reduce
background noise to a level substantially below the level of this low-energy event, providing a
confident detection of microseismic activity that would have gone completely unseen using a

conventional time-delay-and-sum beamformer.

Both Beamformer Outputs Including the Focus Event Arrival
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Figure 19: Figure 19 depicts the outputs of both a conventional time-delay-and-sum
beamformer (dark blue) and the self-focusing adaptive beamformer (light green) over a time
period that includes the focus-event arrival. Looking at Figure 19, it can be seen that this signal
is well below the noise level in the time-delay-and-sum beamformer, making the small
transient in the adaptive beamformer output difficult to see in that plot.
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Adaptive Beamformer Output Including the Focus Event Arrival
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Figure 20: Figure 20 depicts the same data as displayed in Figure 19, but only the adaptive
beamformer output is plotted. It is evident in Figure 20 that a transient signal is present at a
time of about 37 seconds.

Both Beamformer Outputs Showing a Newly-Detectable Low-Energy Foreshock
1 1 I
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Figure 21: This figure shows the outputs of both a conventional time-delay-and-sum
beamformer (light blue) and the adaptive beamformer (dark green) during the arrival of the
low-energy foreshock highlighted in Figure 20 on the previous page. This figure demonstrates
that the short transient shown in Figure 20 extends well above the noise-floor of the adaptive
beamformer output but would not stand out in the output of a conventional beamformer as
there are numerous peaks of equal or greater energy in the time-delay-and-sum beamformer’s
output (light blue) surrounding this arrival.
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Figure 22 below provides additional confirmation that this uncovered transient waveform is in
fact the arrival of microseismic event energy: although this low-energy foreshock and the
subsequent focus-event arrival have substantially different energy levels, they exhibit similar

waveforms and similar bandwidth, resulting in wavelet pulses with very similar durations and
waveshape.

Both Beamformer Outputs During the Focus Event Arrival
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Figure 22: This figure shows the outputs of both a conventional time-delay-and-sum
beamformer (blue) and the adaptive beamformer (green) during the arrivals of the focus event
and the low-energy foreshock (previously depicted in Figure 18 and Figure 19). The two arrivals
(focus event and foreshock) have been plotted on the same time-scale (150 ms) but with
different amplitude scaling in order to highlight the similarity of the waveforms exhibited by
the two arrivals. The fact that the uncovered low-energy arrival has a waveform with
essentially the same duration and waveshape as the high-energy focus event serves as
additional confirmation that the newly detectable low-energy transient is in fact an arrival of
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The results of the study presented here using data set #2 demonstrate that use of the self-
focusing adaptive beamformer is highly advantageous for the processing of microseismic data
collected using a surface array. The measured average SNR improvement of 10.1 dB represents
a substantial increase in detection and localization ability, approximately equivalent to using
conventional beamformer techniques with 10 times as many sensors spread over an aperture of
the same size or larger. Even greater noise reductions have been demonstrated for coherent
noise signals originating at locations other than the targeted look location, and the ability of the
adaptive beamformer to reduce false-positive event detections by eliminating spurious
transients and individual, problematic sensors in an elegant, natural way has been shown.
Comparing the output of an adaptive and conventional beamformer can reveal whether or not
an observed transient arrival is a true microseismic event arrival, as event waveforms originating
from the targeted look location will appear in both the conventional and adaptive beamformer
outputs, while spurious transients and false-positives will appear only in the conventional
beamformer output. Furthermore, it has been shown that the advantage afforded by use of the
adaptive beamformer can indeed reveal the presence of additional microseismic activity that
would be buried in the noise-floor of a conventional beamformer’s output. All of these
demonstrated properties should result in the ability of the self-focusing adaptive beamformer to
provide a more confident, detailed, and complete image of the fracture network induced by a
hydraulic fracturing treatment.

Velocity Estimation

Once we have had experience with adaptive beamforming and had demonstrated its
effectiveness with SNR improvement, we were ready to use it for detection of large and small
seismic events and to localize them in 3- dimensions. Beam steering was essential for this, and in
order to do beam steering, knowledge of seismic velocity was required.

We were able to estimate velocity by making use of the moveout delays of the large seismic
event. The moveouts observed with sensor line 1 and sensor line 2 can be seen in Figure 5 and
Figure 6, respectively. These moveouts are due to the various travel distances from the source of
the large seismic event to the individual geophones of the surface arrays.
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The relevant geometry for sensor line 1 can be seen in Figure 23. The moveouts for the high-
energy event can be seen in Figure 24. In Figure 25, a circle is shown centered at the locus of the
high-energy event and tangent to the surface. This is a circle of equi-distance from the locus of
the high-energy event. The first arrival will occur at the geophone at the tangent point. Arrivals
at the other geophones will be delayed relatively and the amount of delay time turns out to be
proportional to the relative distance from the individual geophone to the equidistant circle.

Sensor 149

/

Figure 23: Surface seismic sensor arrays, sensor line 1.
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Figure 24: Moveouts of high-energy seismic event from Stage 1. The red line shows the first
peaks of this event.
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Figure 25: Geometry for calculation of relative distances from the locus of the high-energy
event to the individual geophones.
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Figure 26 is a plot of relative distance versus relative time delays of the moveouts of the 149
geophone channels of sensor line 1. The red straight line has been fitted by linear least squares
regression to 149 points. The slope of the red line gives a velocity estimate of the 8714 m/s. Using
this velocity measure, we were able to compute the changes in time delay to steer the beam by
measured distances away from the locus of the high energy event, enabling one to search for
events that may occurring near the locus of the high-energy event. In like manner, velocity was
calculated using moveout data from sensor line 2. In Figure 27 a circle of equidistance from the
locus of the high-energy event to the surface geophones of sensor line 2 is drawn. From the circle
one can obtain the relative distances to the various geophones. These relative distances turn out
to be proportional to the relative time delays of the moveouts. A plot of relative distance vs.
relative time delay is shown in Figure 28. The slope of the regression line gives a velocity estimate.

relative distance [m]
.
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Figure 26: Relative distance versus relative time delays for the high-energy event observed by
the 149 geophones of sensor line 1. The slope of the red regression line provides a velocity
estimate.
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Relative distances

Figure 27: Geometry for calculation of relative distances from the locus of the high-energy
event to the individual sensors of line 2.

157



Sensor Line 2, rel distance vs. time delay

T T T T T T T

600 - ; ; - £

400 | : o , .

distance [m]
-

. ” TR CYDITRe NI ST 7
0 10 20 30 40 50 60 70
time delay [ms]

Figure 28: Relative distance versus relative time delays for the high-energy event observed by
the 141 sensors of sensor line 2. The slope of the red regression line provides a velocity
estimate.

The previous velocity estimate obtained from the moveouts of sensor line 1 was 4362.5 m/s. The
velocity for sensor line 2 is estimated at 4282.0 m/s. The two velocity estimates differ by 1.85%.
The difference is not really significant. These velocity estimates pertain to volumes of earth from
near surface down to about 500 meters. They have been obtained from actual event moveouts
instead of velocity logs and velocity profiles.

Beamsteering

The geophone signals from sensor line 1 were fed to the self-focusing adaptive beamformer.
Focusing on the large-energy seismic event was accomplished by setting the steering delays to
be the inverse of the moveout delays. The geophone signals were summed coherently by the
beamformer and since they are aligned in time, maximum output of the large-energy event
appeared at the beamformer output. By changing the steering delays, the beam can be deflected
to focus on adjacent seismic sources. Small changes result in small deflections. Knowledge of
velocity is essential in order to deflect the beam by specific distances.

Figure 29 shows in red selected ray paths (straight line approximations) from the locus of the
high-energy event to the surface geophones. In blue are selected ray paths from a focal point
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near the locus of the high energy event. The velocity estimate is used to calculate differential
time delays between the red and the blue paths. The differential time delays supplement the
delays previously used to focus the beamformer on the high energy event. Different distances in
displacement away from the high-energy event correspond to various delay supplements. In this
way the beam is able to be steered in measured distances away from the locus of the high energy
event. Figure 30 is a close-up picture of the focal points.
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Figure 29: Red ray paths (straight line approximations) from the locus of the high-energy event
(Stage 1) to the surface geophones (Sensor Line 1). Blue ray paths from a focal point near the
locus of the high-energy event. Differential time delays can be calculated to steer the beam
(either conventional time-delay-and-sum beamformer or adaptive beamformer) in measured
distances away from the locus of the high-energy event.
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Figure 31 shows the effect of beamsteering with respect to the high-energy event. Maximum
response is obtained by aiming the beam directly at the locus of the high-energy event. Aiming
the beam in either direction away from this locus causes a reduction in the beamformer output.
Figure 31 shows this effect for both the adaptive beamformer (in red) and for the conventional
beamformer (in blue). Distances to the right are in the direction of the well's 'heel', while
distances to the left are in the direction of the well's 'toe'. The amplitude measurements shown
in the figure are maximum values of the first peak of the event. These peak values are very solid
and not noisy, and they are plotted on an arbitrary linear scale. These curves show that both
beamformers are able to resolve the position of a microseismic event to within +/-10 meters
along the direction of the surface geophone array.

Figure 32 shows the effect of beamsteering with respect to the low-energy event. This event
could not be detected without the adaptive beamformer. We had suspected that the low energy
event was a 'fore shock' of the high-energy event and that both events emanated from the same
volume of earth. We steered the beam of the adaptive beamformer at the locus of the high-
energy event and then began to explore the vicinity of this locus. We were surprised to find that
the maximum amplitude response was not obtained when the beam was aimed at the locus of
the high-energy event, but the maximum was obtained when steering the beam +30 meters away
in the direction of the well's heel. Although the amplitude of the low-energy event was much
lower than that of the high-energy event, the adaptive beamformer measurements of the low-
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energy event were quite solid and not noisy. The response curve shown in Figure 32 appears to
be quite reliable and its peak is clearly +30 meters displaced from the locus of the high-energy
event. Our conclusion is that the volume of earth where the low energy event took place is quite
distinct from the volume of earth where the high-energy took place. The low energy event may
or may not be regarded as a 'fore shock' of the high-energy event.

Figure 33 is a superposition of the adaptive beamsteering curves of the low-energy and high-
energy events. These curves are plotted on a linear, normalized scale for comparison. The 30
meter relative displacement can be readily seen in this figure.
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Figure 31: Beamsteering with respect to the high-energy event: output of adaptive versus
conventional beamformer.
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Figure 32: Beamsteering with respect to the low-energy event: output of adaptive beamformer.
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3-D Beamsteering

The beamsteering described in the previous section was done in 2-dimensions. The goal is
beamsteering in 3-dimensions. To do this, we used signals from both sensor lines 1 and sensor
line 2. The three dimensional localization cannot be done with a single line array of sensors. At
least two such arrays are required. A 3-D coordinate system was established as illustrated in
Figure 34. The Y’ coordinates coincided with the line of perforations of the horizontal portion of
the well, originating at the toe and aiming toward the heel. The X’ coordinate was perpendicular
to the Y’ coordinate and both are in a horizontal plane. The Z’ coordinate was perpendicular to
the Y’ and X’ coordinates, and pointed vertically toward the surface. Given these definitions, an
additional set of orthogonal coordinates was defined that are called the “event coordinates.”
They are X, Y, and Z parallel to X’, Y’, Z’ respectively. The origin of the event coordinates is the 3-
D locus of the large-energy event. The 3-D localization results reported here will be in the event
coordinates.

Locus of
large event

Event
Coordinates

Original ™
Coordinates

Stage 1 perfs

Figure 34: Original coordinate system and event coordinate system.
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We did 3-D localization of seismic events using signals from sensor line 1 and sensor line 2. Ideally,
one would combine these signals and treat this as a single array, being not a simple straight line
array. Because we were not sure about the simultaneousness of the recording time bases, we
chose to steer beams from the two sensor lines separately and add their processed outputs
rather than coherently add their signal outputs directly. The resulting signal processing was both
simple and effective. Figure 35 illustrates beamforming from two sensor lines simultaneously,
comprising 3-dimensional beamforming with signals from two independent surface arrays. The
basic idea is to process the signals from the two sensor lines independently and combine their
outputs into a single output that is to be maximized when focusing on the location of a seismic
event in 3-dimensional space. We begin by choosing a trial point in 3-dimensional space and
adding the signal outputs of both sensor lines focused at that point. Then we increment the
position of this point along the Y-axis in a series of steps and at each displacement of focus noting
the sum of the array output signals. Plots of these signal sums versus displacement are shown
below.

The objective is to find the Y-position that gives the largest signal sum. An interpolated curve is
differentiated to find the peak. Once this is done for the Y-coordinate, a corresponding search is
made to find the peak along the X-axis. Once that is done, a peak is found along the Z-axis. Once
that is done, the search is resumed along the Y-axis, then again along the X-axis, then again along
the Z-axis. This relaxation process is continued until improvements in the summed signal
amplitude become negligible, and the relaxation process has converged. This generally requires
3 or 4 complete cycles.

The search for the maximum summed output was in each case done at first with coarse
increments, to “get in the ball park” of the maximum. Then the search was switched to fine
increments to hone in on the maximum. This was done for both the large and small events. The
small event was 14 dB smaller than the large event. Table 1 gives the increments that were used
for the coarse and fine searches for both the large and small events. In finding maxima, 4th
degree polynomial interpolation was used for the coarse increments, while 8th degree
polynomial interpolation was used for the fine increments.

The process began with establishing the 3-D location of the large-energy event. The delays of the
beamformers of sensor line 1 and sensor line 2 are set in accord with the moveouts of these
arrays for the large energy event. This steers the 3-D event at the source of the large-energy
event, as a starting point. Subsequent fine tuning of the delays of both sensor lines produced
somewhat higher beamformer outputs and yielded a more precise localization of the high-energy
event. The following was the procedure:
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Figure 35: 3-dimensional beamforming.

Table 1: Beamsteering Increments

AXis Coarse Fine
Resolution [Resolution
[meter] [meter]

X 20 5
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Y 5 2
VA 10 4
Figure 36 is a plot of summed output versus focusing displacement along the Y-axis for the large

event, with coarse increments. All displacements are measured relative to the location in 3
dimensions of the large event.

The plot shows the maximum (marked by an x) to be at about -3 meters along. The position of 0
was set to correspond to the moveouts of the large event as seen on sensor lines 1 and 2. The
adaptive beamformer found a maximum slightly different from this along the Y-axis, hence the
maximum at -3 meters. The maxima along the X and Z-axes for the large event were also slightly
different from 0. The plots showing the coarse search along Y, X, and Z-axes are shown in Figure
36, Figure 37, and Figure 38, respectively.

Array 12 Large Event, Adaptive Bearnformer, Coarse 4th-order Approximation
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Figure 36: Coarse search for large event, Y-axis, with 4-th order interpolation.
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Figure 37: Coarse search for large event, X-axis, with 4-th order interpolation.
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Array 1,2 Large Event, Adaptive Beamformer, Coarse 4th-order Approximation
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Figure 38: Coarse search for large event, Z-axis, with 4-th order interpolation.

After the coarse search, the fine search was done yielding more precise results. Figure 39, Figure
40, and Figure 41 are plots showing the fine search for the large event, which is located close to

0 along all three coordinates, as would be expected.

Aray 1,2: Large Event, Adaptive Beamformer, Fine Bth-order Approximation
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Figure 39: Fine search for large event, Y-axis, with 8-th order interpolation.
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Array 1,2: Large Event, Adaptive Bearnformer, Fine Bth-order Approximation
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Figure 40: Fine search for large event, X-axis, with 8-th order interpolation.
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Figure 41: Fine search for large event, Z-axis, with 8-th order interpolation.

The same methods were used for the search for the small event. Figure 42, Figure 43, and Figure
44 show the coarse search along the Y, X, and Z-axes for the small event.
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Array 1,2 Small Event, Adaptive Beamformer, Coarse 4th-order Approximation
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Figure 42: Coarse search for small event, Y-axis, with 4-th order interpolation.
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Figure 43: Coarse search for small event, X-axis, with 4-th order interpolation.
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Figure 44: Coarse search for small event, Z-axis, with 4-th order interpolation.
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After the coarse search was completed, the fine search began. Figure 45, Figure 46, and Figure
47 show the fine search along the Y, X, and Z axes.
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Figure 45: Fine search for small event, Y-axis, with 8-th order interpolation.
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Figure 46: Fine search for small event, X-axis, with 8-th order interpolation.
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Figure 47: Fine search for small event, Z-axis, with 8-th order interpolation.
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Inspection of the above figures reveals that these curves are not parabolic and that the noise
level is low. The 8™ order interpolation gives curves that well represent the data points, and the

I”

estimates of the

peak value of the curves gives maxima that are in good accord with “eyebal

location of the maxima. The results of the study are presented in Table 2.

AXis Large Event Small Event Difference
X -4.7 -17.2 -12.5

Y 0.8 2.1 1.3

Z -1.2 2.9 4.1

Referring to Figure 7, the direction of the fracture should be roughly in the direction of the X-axis.
Note from Table 2 that the largest difference is -12.5 meters along the X-axis between the two
events. The difference is small along the Y-axis since the two events, occurring closely in time,
are in the same fracture plane. The small event is shallower by 4.1 meters.

Detection and Localization of Additional Small-Energy Events

The fracture having the high-energy event and the low-energy event as described above had
other seismic events during the total pumping period of approximately 1.8 hours. These
additional events were relatively small in amplitude compared to the high-energy event and were
able to be detected only using the adaptive beamformer. These additional events were localized
in 3-dimensional space bringing the total number of localized events to 5. This is too small a
number of events to delineate a fracture, nevertheless the results are quite interesting.

The seismic data was recorded in files that were 30 seconds long. The files were numbered
consecutively. Most files contained no detectable seismic events. The five files that did have
events had only one event per file. Accordingly, we labeled each event with the number of the
file in which it occurred. The above described large event is now designated as 470, and the above
described small event is now designated 468. Figure 48 shows these two events and their
respective file times. Figure 21 shows the times of occurrence and relative amplitude of all 5
detected events.
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Figure 48: The high-energy (large) event 470 and the low-energy (small) event 468.

The three additional events are 441, 489, and 519. No events were detected for the first 1.1
hours of pumping. All five events occurred between 1.1 and 1.8 hours of pumping. Figure 22,

Figure 23, and Figure 24 show the output signals from the adaptive beamformer from sensor

line 1 and 2 when events 441, 489, and 519 were detected. These signals were obtained

with the beamformer focused on large event 470. Although the adaptive beamformer was
not focused on events 441, 489, and 519, they are still able to be detected on both sensor
lines 1 and 2.
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Sensor Line 1

Figure 49: Detection of event 441 with adaptive beamformer focused on large event 470.

Sensor Line 1 / :

Figure 50: Detection of event 489 with adaptive beamformer focused on large event 470.
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Figure 51: Detection of event 519 with adaptive beamformer focused on large event 470.

Using the above method for localizing the points of origin of events 441, 489, and 519, and
adding the resulting information to the previously obtained localizations of large event 470
and small event 468, the following table of events was constructed in chronological order. The
chronology and amplitudes of the events are given in Figure 52(a). The 3-D localization data
for the 5 events is given in the table of Figure 52(b).
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Time [h]
Location Event by File No.

[m] 441 468 470 489 519
X -72.0 -64.0 -0.8 186.3 1.5
L -8.1 14.3 -1.6 36.2 -33.7
Z 31.7 8.9 12.4 3.9 32.6

Figure 52: (a) Timing of events 441, 468, 470, 489, and 519. (b) Table of event localization in 3-

D.

A plot of the location of the five events projected onto the 2-dimensional horizontal X/Y plane
is shown in Figure 53. The Y-axis is the direction of the well from the toe to the heel. The events

occurred roughly along a line parallel to the X-axis, roughly perpendicular to the direction of

the well. The depths of the various events are given by the numbers in green.

This is a map view of the points on the fracture. The Y-axis points north. The X-axis points east.

The Z-axis points straight up and gives depth information.
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Figure 53: The locations of events 441, 468, 470, 489, 519 projected onto a horizontal X/Y plane.
The direction of the well from toe to heel is parallel to the Y-axis. The horizontal line is parallel
to the X-axis. The span of the fracture from wing tip to wing tip is about 255 meters, and the
range of depths of the events is about 29 meters.

Analysis of the Fracture

With only 5 points, one cannot properly map the fracture and be able to identify which points
belong to one wing and which other points belong to the other wing. Making an educated
guess, we would say that event 489 belongs to one wing, and the remaining four points belong
to the other wing. The total span of the fracture from wing tip to wing tip is about 255 meters,
and the depths, from minimum to maximum vary over a range of about 29 meters.

Combining information from Figure 52 and Figure 53, we can speculate about what happened,
about the sequence of events. After more than an hour of pumping, event 441 occurred. Next,
event 468 occurred. Event 468 is a neighbor to event 441. Event 468 was deeper than 441 by
22.89 meters. Next, event 470 occurred. After that by about 24 minutes, its neighbor event
519 occurred. Event 470 is deeper than event 519 by 20.2 meters. It seems that detectable
seismic activity began further out from the perforations than the seismic activity closer to the
perforations. In both neighborhoods, the seismic activity began at shallower depths and then
with more pumping went deeper, down about 20 meters or so. Event 489 on the opposite
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wing of the fracture occurred all by itself fairly late in the pumping, after about 1.5 hours.
There may have been many more seismic events that occurred throughout the pumping, but
they were too small for us to detect with the adaptive beamformer with a first look.

From events 468 and its neighbor 441, and from event 470 and its neighbor 519, we conclude
that the western wing of the fracture was not vertical, but at about 48 degrees from the
vertical with the bottom of the fracture to the north east of the top of the fracture. The general
direction of the fracture runs from south east to northwest at roughly 45 degrees from the
east-west axis.

Array Design

The thirteen arrays with 1000 geophones were not optimally placed for fracture mapping.
Only sensor line 1 and sensor line 2 with 290 geophones total were used to do the fracture
mapping. The placement of these two arrays was good enough, but a better placement would
have been possible. Figure 54 shows a much better placement.

Line of
15 perfs
Sensor Line 2: Sensor Line 1
2550 meters long, 2700 meters long,
141 geophones 149 geophones
<
3400 meters

Figure 54: A good array configuration for 3-D fracture mapping.

With given property boundaries, the configuration of Figure 54 may not be possible.
Fortunately, the array design is not critical and many other configurations would work. The
better the design, however, the sharper will be the spatial resolution of the fracture map.
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Conclusion

The objective of this project has been to develop algorithms for improved methods of fracture
mapping in 3- D using microseismic signals. To this end, we have done the following:

a)

b)

c)

Developed a method for localizing points of origin of microseismic events. Starting with
a large event on which to focus a given seismic array, the array's beam is then scanned
incrementally to detect smaller events and to localize them relative to the locus of the
large event. With enough neighboring seismic-event loci, it is possible to delineate the
geometry of the fracture. The seismic velocity needed for beamsteering is obtained
from the original moveouts of the large event.

Developed a self-focusing adaptive beamformer that can focus on a selected large
event and can be scanned incrementally from it to detect and localize other seismic
events, some of which could be so small that they would not be detected by any other
means. Experience with a given fracture showed an improvement in SNR of about 10
dB when using the adaptive beamformer. This greatly enhances the accuracy of
localization, reduces the required number of geophones, and allows a many fold
increase in the number of seismic events that could be available for fracture mapping.
From 5 detected and localized points, simple mapping was done with a single fracture.

Developed Matlab code for implementing the self-focusing adaptive beamformer and the

various operations for localizing microseismic events. This is experimental code and is not

yet of commercial grade.
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Appendix E: Advanced Microseismic Source Characterization Schemes

Status of Objectives

The original objectives of this study were to correlate event magnitude with pumping parameters, to
differentiate between opening mode and shear mode microseismic signals, to develop acquisition
methodologies to identify, characterize, and mitigate noise associated with the hydraulic fracturing
process, and to correlate production data with fracturing parameters to aid in optimal fracture designs.
The scope of this research project was ultimately guided by the quality of data, and as a result, the
objectives were updated. One of the updated objectives came out of necessity.

Given the large amount of data, it was necessary to design software that enabled interactive visualization
and analysis of the information. This was accomplished by creating a microseismic analysis toolkit in the
form of multiple, linked Graphical User Interfaces. With this microseismic analysis toolkit, most of the
objectives were met.

For example, event magnitude has been correlated, not with pumping parameters directly, but with
calculated event bandwidth. Additionally, through the use of spectral analysis, a sense of shear or
compressional energies has been realized.

Through the use of a location-based noise characterization and reduction schema, a significant source of
noise has been identified, characterized, and mitigated. While production data was not directly used to
improve on fracture design, through the use of head wave analysis, an improvement can be made on
monitoring geometry. As a result, with the same traditional monitoring geometry, simply adjusting
spacing and the number of downhole geophones may enable a more robust understanding of the main
waveforms being produced.

Introduction

In an effort to improve the capabilities of microseismic monitoring with a conventional monitoring
geometry, an investigation into microseismic source mechanism and microseismic event location was
performed. In order to achieve these objectives, analysis was performed on two major fronts. First,
analysis in the spectral domain through interactive analysis was performed in order to better understand
microseismic source mechanism through the use of software designed in Matlab. Second, the headwave
was incorporated in the modeling and location estimation of microseismic events.

Head Wave Analysis
Summary

We show that the location of microseismic events can be significantly improved by incorporating
information on head wave arrival time. The traditional method of using direct arrival times and P-wave
polarizations leads to increased error due to the large uncertainty in polarization. We integrated head
wave arrival time to P- and S-wave arrival time to achieve better resolution in microseismic event location.
To this end, we developed a Bayesian inference framework for joint event location and velocity model
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calibration. The developed method was applied for both microseismic event as well as perforation shot
location in a project in Marcellus shale. Comparison with location results provided by contractor shows
that the developed method can effectively improve the accuracy of microseismic event location. Based
on the improvement, we propose a new acquisition geometry and strategy to reduce microseismic
monitoring cost and improve event location accuracy.

Introduction

Microseismic processing involves basic location, moment magnitude estimation, and advanced source
parameter and frequency analysis (Cipolla et al., 2012; Eisner et al., 2007; Maxwell, 2009, 2014; Warpinski,
2009). The event location, as the basis of almost all other advanced processing, has been routinely
conducted by industry. For horizontal wells in shale gas production, it is a common case to have only one
nearby well available for microseismic monitoring. Due to the limited azimuthal coverage of acquisition
geometry in single horizontal monitor well, microseismic event location with only P- and S-wave arrival
time is impossible. An additional constraint on the event location usually comes from direct P-wave
polarization (Dreger et al., 1998; Li et al., 2014). However, the unknown orientation of downhole
geophones and poor coupling (Gaiser et al., 1988) between geophone and borehole are the challenges to
use three component data. These problems, as well as the complexity and anisotropy of shale formation,
make the uncertainty in the P-wave polarization significantly large.

Due to shale’s low velocity nature, head wave is very common in crosswell seismic (Dong and Toksoz,
1995; Parra et al., 2002; Parra et al., 2006) and microseismic survey (Maxwell, 2010; Zimmer, 2010;
Zimmer, 2011) in shale operation. When the distance between geophones and source is relatively large,
the head wave arrival can precede direct arrival. Microseismic industry has realized the presence of head
wave before direct arrival. Because of its weakness, head wave has been commonly regarded as the
contamination of direct arrival. Some preliminary research on making use of head wave has been
conducted but mainly on synthetic example of simplified situations (Zimmer, 2010; Zimmer, 2011).

As an inverse problem, the microseismic event location in downhole monitoring can be carried out in
various ways. Commonly used methods include least-square travel time inversion (Douglas, 1967; Li et al.,
2014), double-difference (Waldhauser and Ellsworth, 2000), coherence scanning (Drew et al., 2005;
Duncan and Eisner, 2010), full-waveform inversion. Through effective to a certain extent, these methods
don’t follow a rigorous statistical framework. The Bayesian inversion (Tarantola, 2005; Tarantola and
Valette, 1982) has been used for earthquake (Myers et al., 2007; Myers et al., 2009) as well as
microseismic event location (Poliannikov et al., 2014). It has been shown to be an effective tool for joint
inversion and uncertainty analysis. However, further work is needed to make full use of this method.

We applied the Bayesian inversion for microseismic event location as well as velocity model calibration.
Our event location result on microseismic survey conducted on a single horizontal monitor well in
Marcellus shale shows that head wave conveys very useful information. Thus, it can be used to eliminate
the requirement for P-wave polarization to improve microseismic event location accuracy.

Theory and Method
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Head wave

Head wave is common in microseismic survey in shale (Maxwell, 2010; Zimmer, 2010; Zimmer, 2011). The
existence of head wave in Marcellus shale can be shown by the simple yet common configuration in Figure
1. When the angle of incidence equals the critical angle, arcsin(V;/V5,), there will be head wave that
travels along the interface at the speed of the high velocity layer.
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Figure 1: A common configuration for head wave in shale gas operation. Due to the low velocity nature of shale, headwave is
common when there is a nearby high velocity layer.

Head wave amplitude decays to be inversely proportional to the square of travel distance while body
wave amplitude decays to be inversely proportional to the distance. As such, head wave amplitude is
usually low, thus difficult to be identified when it appears after the high amplitude direct arrival. However,
as its name implies, head wave is typically faster and arrives ahead of other waves. Figure 2 shows that
the head wave can take over direct arrival to be the first arrival after the cross-over distance.
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Figure 2: Arrival time of various phases as a function of source receiver distance. When source receiver distance is larger than
the cross-over distance, head wave can overtake direct arrival to be the first arrival.

Due to its low amplitude, head wave has been regarded as the contamination of direct arrival, especially
when it arrives before direct P arrival. However, our study shows that head wave is actually a valuable
source of information that should be not dismissed since its travel path covers a larger area than the direct
arrival path.

Bayesian inversion for microseismic event location
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To estimate the microseismic event location within a rigorous statistical framework, we applied the
Bayesian inversion for microseismic event location. From inverse problem theory (Tarantola, 2005;
Tarantola and Valette, 1982), we can demonstrate that under Gaussian assumption, the a posteriori
information of the model can be given by:

1
o(m) o exp {2 [ (gm) — dops)" €5 (M) — dops) M
+ (m - lnprior)TCl;1 (m - mprior)]}

Here dgps is @ vector containing the observed data. In the problem of microseismic event location, it can
be an array of arrival times of all identifiable phases, and the polarization information if desired. The data
covariance matrix Cp = Cq + Cg is the sum of the observation part C4 and model part Cy. The model
parameter vector m, and its prior information mp,o, contain the spatial coordinate and origin time of
microseismic events. The parameters describing velocity model can also be a part of the model parameter
if we want to do a joint inversion of event locations and velocity model. C, is the parameter covariance
matrix of the prior information. The forward operator g(m) is a function of the model parameters m and
will give a prediction on the observable data d based on the model parameters. We use a ray tracing
method as the forward operator to predict the arrival time based on event location and origin time.

The solution to the posterior probability density function (PDF) of model parameter can be challenging
(Oliver et al., 2008; Tarantola, 2005). Here, we adopted a Maximum-A-Posteriori (MAP) estimation (Oliver
et al.,, 2008; Zhang et al., 2014) to characterize the posterior PDF of microseismic event location and origin
time. The MAP estimation method tries to find the peak of the posterior PDF and regards the model at
this point as the most likely case given the prior information and observation. This can be accomplished
by minimizing the exponent of the posteriori probability density with a Gauss-Newton method (Zhang et
al., 2014).

Microseismic Survey Overview

The hydraulic fracturing was performed in the Marcellus formation in Susquehanna County, Pennsylvania,
within Susquehanna River Basin. Two horizontal wells were drilled as shown by Figure 3. The length of the
horizontal portion of the monitor and stimulation well are 1.35 and 1.7 km respectively. Average distance
between the horizontal portions of the two wells is around 0.22 km.

Eighteen hydraulic fracturing stages were conducted with four perforation shots prior to each stimulation
stage (Figure 4). Microseismic monitoring was carried out with an array of eleven three-component
geophones. The geophone spacing in the array is approximately 15 m. The array was moved according to
the location of hydraulic fracturing stages to minimize the noise due to source receiver distance. The
contractor-estimated locations of microseismic events are also shown on Figure 3.

182



€
=
02| §
[
@
0 ~ m
0.2
0.4
0.6
0.8
Fl
48
1.2
46
44 g
42 §
-
38
Northing (km) 4286
46465 4284
4282
428
4278  Easting (km)

Figure 3: Microseismic survey geometry. The microseismic event location (dots) were processed by contractor. The geophone
array is colored according to their locations. Microseismic events are colored according to their associated stimulation
stages.
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Figure 4: The stimulation was performed in 18 stages and the microseismic signal was recorded by an array of 11 geophones
in the nearby monitoring well. The geophone array was moved according to the stimulation stage location to reduce the
error due to large observation distance.

In addition to these microseismic events, most of the perforation shots were recorded by the geophone
array and can be used for velocity model calibration and location uncertainty analysis.

183



Observation of Head Wave

Head wave is commonly observed in waveforms of both perforation shots and microseismic events,
especially those in the early fracking stages given their relatively large distance from the monitoring
geophone array. Figure 5 is a typical set of waveforms and moveout recorded by the geophone array. We
can easily identify the head wave arrival based on its low amplitude and high velocity moveout.
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Figure 5: The waveform of a perforation shot recorded by an array of geophones. Head wave can be easily identified based
on their low amplitude and high velocity moveout.
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Figure 6: Comparison between synthetic and real waveform. The synthetic waveform matches the real data relatively well.

This verified the existence of head wave. The difference on S-wave in x and y components may be because of the unknown
source mechanism of the real event for simulation.

To further verify and analyze the head wave, the finite difference simulation of microseismic wave
propagation in the configuration of this project was conducted by Lawrence Livermore National
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Laboratory’s SW4 code (Petersson and Sjogreen, 2013). The existence of head wave can be verified by the
comparison between real and synthetic waveform as shown by Figure 6. Both the amplitude and arrival
time of head wave in real data match the synthetic waveform well.

Results and Discussion
Velocity model calibration

The original velocity model used by the contractor as shown in Figure 3 was isotropic layered model built
based on sonic logs. However, analysis on this velocity model shows that head wave will not take over
direct arrival to be the first arrival in this configuration. So the velocity model will need to be calibrated to
waveform of perforation shots. This can be carried out by our developed Bayesian inversion code for
microseismic event location. We can simply use the velocity model as the model parameter m and
perforation shot location as the observable data d. From the velocity model calibration, we found the
stimulation zone can be precisely characterized by the original velocity model (V, = 4.31 km/s and V; =
2.67 km/s). However, the calibration also reveals the existence of a high velocity (V}, = 6.01 km/s) zone
approximately 70 m below the geophone array but there was no velocity information in the original model
due to lack of sonic log.
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Figure 7: Comparison on estimated perforation shots location and the true perforation location. The perforation shot
location estimated with P-, S-, and head waves is very accurate.

To quantify our event location estimation accuracy, we located the perforation shots whose locations are
known. Our location result of the four perforation shots on stage two, along with their true location, is
shown by Figure 7. What is also shown is the location result with the traditional method, which used direct
arrivals and P-wave polarization. Before the location of perforation shots in this analysis, the velocity
model was calibrated with all available perforation shots on stages other than stage two. Since the velocity
model was not calibrated with perforation shots to be located, these perforation shots on stage two can
be treated as normal microseismic events and used for location uncertainty analysis.
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From the comparison we found the method using head wave gives an average error of 15 m while the
traditional method with polarization gives an error of 49 m. This demonstrates the effectiveness and
accuracy of our proposed location method with head wave arrival time.

Relocation of microseismic events on stage two

The map view of the microseismic event location provided by the contractor is shown in Figure 8.
Apparently, the microseismic event location on stages two is significantly more scattered than those on
later stages. One possible explanation of the scattering is because of the larger stimulated reservoir
volume for stage two. Another explanation is simply because of the large location uncertainty due to the
long distance of stage two from the geophone array.
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Figure 8: Map view of microseismic event location processed by contractor. The event location on stage two is more
scattered than those in later stages.
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Figure 9: The microseismic event location estimated with P, S and head wave arrival is less scattered when compared to the
microseismic event location processed by the contractor.
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To find the reason for the scattering of stage two events, we relocated these events with head wave arrival
as a substitution for polarization as shown in Figure 9. The relocated events are much less scattered than
the result provided by contractor. This shows that the scattering of stage two events in original catalog
was due to the large uncertainty in the estimation. Also, it indicates the effectiveness of accounting for
head wave in microseismic event location to improve location accuracy.

Since it is difficult to pick head wave that arrives after direct P-wave arrival, we will be forced to use
polarization to constrain the event location near the geophones. This traditional method is problematic,
as we have shown. We would propose a two-array geophones acquisition geometry for single horizontal
well monitoring. One array should be as near to the stimulation zone as possible. And the other array
should be at relatively large distance from the stimulation zone for head wave monitoring. This acquisition
geometry will be able to use head wave arrivals as well as obtain high S/N ratio.

Conclusion

The existence of head wave in microseismic survey in Marcellus shale is observed and verified. A Bayesian
inversion framework was developed for microseismic event location and velocity model calibration. The
location result of perforation shots using the developed method verified that the accounting for head
wave arrival time as a substitution of P-wave polarization indeed improves the microseismic location
accuracy. The relocation result on microseismic events in stage two shows a more reasonable pattern
than the original catalog. Based on the developed method, we proposed a new acquisition geometry for
single horizontal well hydraulic fracturing monitoring, which enables us to improve microseismic event
location accuracy.

Spectral Analysis
Motivation

The monitoring geometry of the hydraulic fracturing project is typical in that the treatment well is drilled
horizontally at depth and accompanied by an adjacent horizontal monitoring well. This specific
monitoring geometry is frequently used because it is a cost-effective method of monitoring hydraulic
fracturing projects. However, there are significant drawbacks to this particular approach. For example,
moment tensor inversion is not possible due to a small solid angle (Du et al. 2011; Vavrycuk 2007). In
order to perform traditional time-domain analysis techniques, additional monitoring wells are needed at
an additional, often, cost-prohibitive amount.

In order to circumvent this inability to perform moment tensor inversion and understand microseismic
source mechanism, a new method must be implemented. Traditional time-domain analysis fails due to
hard constraints. As such, the spectral-domain is used in order to increase understanding of subsurface
fracture phenomena.

Hydraulic Fracturing Microseismic Monitoring Overview

187



As previously stated, the hydraulic fracturing project was performed in Susquehanna County,
Pennsylvania in the Marcellus shale formation and utilized two horizontal boreholes. The microseismic
monitoring sensors employed to capture the acoustic energy of the project were miniaturized multi-
component borehole sonde strings consisting of eleven geophones, each spaced approximately 50 ft.
from one other. While it is certainly preferable to clamp, or lock into place, the geophones in a crosswell
monitoring configuration, the geophones in this project were not clamped. As such, the weight of the
monitoring instrument was the only coupling force adhering the tool to the borehole casing.

The main focus of monitoring this hydraulic fracturing project was to investigate the potential of
increasing stimulation efficiency by only changing operational constraints such as pump rate. As such, a
variable pump rate design was implemented in nine of the eighteen stages that were completed in the
overall project. Pumping parameters were monitored in an effort to correlate increased gas production
with those stages implementing the varied rate design. Preliminary findings, however, were inconclusive
as to whether a variable rate design of pumping stages leads to an increase in gas production. Despite
this, the hydraulic fracturing project was successful in producing hydrocarbon from the treatment well.
In an effort to reduce viewing distance while fracturing each of the eighteen stages, the geophone array
was moved six times throughout the hydraulic fracturing project, shown in Figure 10.
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Figure 10: Map view of hydraulic fracturing process in the Marcellus Shale. Relative distances are given in the Easting and
Northing directions. Blue line represents the treatment well and the red line indicates the observation well. Multi-colored
diamonds represent the locations of perforation shots for each of the eighteen stages. Stage one is at the toe of the well and
stage eighteen is at the heel of the well. Black inverted triangles represent the six locations of the geophone array.

A listing of the stages associated with each geophone array location can be seen in Table 1. The decision
to relocate the geophone array had both advantages and disadvantages. For instance, with a reduced
viewing distance, signal-to-noise was improved as a result of diminished scattering and attenuation
effects; however, there was also a dramatic reduction in azimuthal coverage. As such, there was a tradeoff
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between reduced noise and a reduced ability to determine specific source mechanisms through
traditional means.

Hydraulic Fracturing Stage | Geophone Array Location

1-9 1
10-11 2
12-13 3
14-15 4
16-17 5
18 6

Data Analysis

Noise Reduction through Location-Based Characterization

Traditional time-domain analysis steps failed due to the geometry of the monitoring well as well as poor
signal-to-noise within the raw data. However, as an initial processing step, the raw data were filtered
using a Butterworth Low Pass filter with corner frequency of 150Hz. This gave some useful indications.
For example, it was noted that large amplitude ringing artifacts were significantly diminished. In order to
understand this phenomenon better, a new method of noise reduction was developed and implemented.

Since the triaxial geophones were not clamped to the borehole casing once placed downhole, a significant
amount of noise was present in the data as a result. This led to a non-stationary noise characteristic. That
is, the specific noise characteristic attributed to clamping issues between the geophone and borehole
casing changed from one monitoring location to the next. In order to understand and account for this
noise signature, after applying a low pass filter, the Root Mean Square, RMS, values were found for each
trace for all events. After these values were found, a two-dimensional averaging technique was used for
all events in each of the six monitoring locations. This process resulted in six scalar values, or location-
specific noise signatures, and those values were accounted for appropriately.

A useful conclusion that was drawn as a result of this attempt to minimize noise is that, throughout a large
subset of the events recorded, ringing artifacts were seen. Upon further investigation, and through a
literature review, it was concluded that as a result of the geophones not being clamped to the borehole
casing, some of these ringing artifacts are actually tube waves (Gaiser et al. 1988). Tube waves typically
have a slower moveout than other waves present in the data and due to the pathway the wave takes
through the borehole, it is considered to add no useful information for event location, magnitude, or
source mechanism estimates. Figure 11 shows an example of an event containing a tube wave, and that
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same event post-processed showing an absence of tube wave energy. Removing this large contributor of
noise was valuable; however, more work was required in order to analyze the dataset. For this we turn
to the spectral domain and begin our analysis with software developed in Matlab.

Raw Event Data Processed Event Data
T T T T
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Initial Processing Steps

In order to interactively analyze the data through visualization software, a number of steps were first
necessary. After the location-based noise characterization and reduction steps were performed, the
records were significantly more readable; however, in order to perform spectral analysis steps, the
compressional and shear wave events needed to be identified. In order to accomplish this, an automatic
picker was designed that would identify both compressional and shear wave arrival times. This approach
incorporated the contractor estimates of first arrivals for both waveforms as a baseline. On the newly
processed records, these picked times were used and a pre-determined number of sample before and
after were considered. The maximum amplitude found within this tolerance was considered the arrival
time. It should be noted that this approach used the Hilbert transform to establish a maximum amplitude.

Additionally, as a means of checking the effectiveness of the automatic picker algorithm, the records were
also manually picked. This was necessary due to poor signal-to-noise throughout the dataset, which made
it difficult for many compressional wave arrivals to be confidently identified. As a result of the combined
automatic picker and manual interpretation, the highest confidence in arrival times was achieved. Still,
on a significant number of events, it was exceedingly difficult to confidently identify compressional wave
arrival time. As such, the windowing of the events relied mainly on the shear wave arrival times, which
will be discussed shortly.

After the arrival times were compiled, the individual waveforms were then windowed for follow-on
spectral analysis. In order to accomplish this, a Tukey window (Equation 2) was used with an empirically
determined r value of 0.25. This window, which is a tapered cosine, was chosen since it minimized edge
effects and also retained most of the information present in the data. The length of the window was
100ms, which began 10ms before the first arrival of the waveform. Since the compressional wave first
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arrivals could not be confidently identified on a significant number of records, the shear wave arrival time
was used as the basis for windowing. That is, the compressional wave window was selected based on the
start time of the shear wave window. This allowed the shear wave to be confidently windowed, and the
compressional wave to be captured as well. The window length was chosen in order to minimize loss of
waveform energy.
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Figure 12: Event spectra of combined windowed data - horizontal axis shows event count, color encodes frequency
amplitude where blue is lowest and yellow is greatest amplitude. Unsorted events (top) show that there is a range of
variability in frequency response present in the data. Bandwidth-sorted spectra (bottom left) show that there is also
variability of narrowband events. Center frequency-sorted events (bottom right) show that at the highest center frequencies
(events 1,000 to 1200), the events are more narrowband in nature.

Now that the waveforms are windowed, the processing shifts focus from time-domain to the Fourier-
domain in order to gain an understanding of the spectral relationships present within the data. In order
to accomplish this some initial processing steps were required. Simply taking the Fourier transform of
each trace (eleven traces) for all events (1,221 events) in the dataset produced a very large number of
transforms, more than 13,000 Fourier transforms. This proved to be counterproductive since it was
difficult to interpret the events in any meaningful way. In order to resolve this issue, an average spectral
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response was determined for each event by taking the mean of all traces per record. This was
accomplished by taking the mean of the eleven spectral responses. With an average spectral response
for each waveform in each event (Figure 12), spectral analysis could begin. The focus of the spectral
analysis was on two main spectral measurements: center frequency and bandwidth.

Center Frequency

In order to determine center frequency of the events, Bracewell’s centroid method of signal analysis was
used (Bracewell 1965). This approach models the event spectra as a distributed load and the first moment
is considered. This method enabled the identification of which frequencies contained the greatest
amount of energy within a given event. Bracewell’s centroid method yields the abscissa(x), or center
frequency, and is found by considering the integral of the product of signal energy and frequency
(Equation 3).

I, xf(0)dx

fo = {x) = I, fFoax

(3)
The center frequency of event spectra is considered an important characteristic because it gives an
indication of what the principal frequency of each event is. Specifically, it can give a relative measure of
high or low frequency based on the other events in the dataset. Spectral content has been used in many
other ways to give information regarding slip distance, Q determination, and other source parameters
(Beresnev 2001; Brune 1970, 1971; Eaton 2011, 2014; Maxwell 2011). We use the center frequency as a
means to classify microseismic events based on correlation with event location, pump parameters, and
accompanying microseismic attributes that will come with follow-on analysis. This is necessary since the
time-domain analysis techniques fail.

Bandwidth

Bandwidth is another important spectral characteristic since it can give an indication of how concentrated
the energy is at the frequencies measured by the Fourier transform. Narrowband events are
representative of events that have the majority of spectral energy concentrated around a specific
frequency. Conversely, broadband events have significant energy distributed around a larger number of
frequencies. In order to calculate the narrow or “broadbandedness” of spectral responses, a built-in
Matlab function was used. This approach finds the global maximum of each event spectra and classifies
this point as the prominence. The width of the signal at one-half the prominence of the signal is then
used as the basis for computing the width of the event (Figure 13). This approach gives a relative measure
of bandwidth for all event spectra.
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Statistical Measures

To better understand the spectral trends reflected in the center frequency and bandwidth measures, a
number of processing steps were completed. First, it was important to understand the differences
between the windowed compressional and shear waves as well as a combined window. This combined
window included both the compressional and shear waves, but nothing before or after. A combined
window enabled us to understand the general sense of frequencies at which energy was present within
the events. Specifically, the mean of all windowed compressional waves, all windowed shear waves, as
well as all combined windowed events were found. From these measurements, it can be seen that both
the mean center frequency and the mean bandwidth are higher for windowed shear waves. Additionally,
the mean center frequency of the combined window is also higher than the compressional wave
parameters (Table 2).

Mean Center Frequency (Hz) Mean Bandwidth (Hz)

Compressional Wave

Shear Wave

Combined Window

Software Developed

In order to continue analysis by way of non-traditional methods, a software package was developed using
Matlab. This microseismic analysis toolkit uses multiple linked Graphical User Interfaces (GUIs) to allow
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the user to interactively analyze the information contained in the dataset. There are three main views:
Seismograms, Event Locations, and Spectral Analysis.

Seismogram GUI

The first view of the microseismic analysis toolkit is the Seismogram GUI. The Seismogram GUI is an
analysis dashboard that enables the user to quickly and seamlessly progress through the events in order
to visually interpret the microseismic records. This instance of the GUI displays an individual event in the
form of a seismogram via a wiggle plot. Additionally, another figure displays relevant process information
like surface pressure, slurry flow rate, as well as proppant concentration concurrently as a function of time
for the stage containing the specific event displayed. Finally, the time at which the current event occurred
is shown on the process parameter figure so that the user can quickly access the relevant process
information at the time of the event. This allows the user to better understand the state of the hydraulic
fracturing process and potentially identify microseismic artifacts on the seismogram.
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Figure 14: The first GUI displays an event seismogram (top) and pump parameters (bottom). Additionally, event
characteristics are displayed on the right. Radio buttons control filtering options to display data dynamically. Sliders enable
the user step through dataset and adjust corner frequency of filters. The group of pushbuttons enables the user to assign or
clear seismic attributes via tags. Assigned tags are also displayed on the right side of the GUI.

There are also a number of event-specific parameters displayed on this particular view. For example, the
right side of the GUI displays the stage in which the current event occurred, the gas production values for
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that stage, a binary determination of whether the event occurred between the treatment well and the
observation well, which can give an indication of whether the strength of the event is diminished by
anticipated means or not (Figure 15). Additionally, the event’s magnitude, distance from the treatment
well the event occurred, as well as the predominant spectral characteristics bandwidth and center
frequency are all displayed for each event viewed.
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Figure 15: Map view of events in dataset. Gold plus signs depict those events that are located on the “far” side of the
treatment well. Purple circles depict those events which lie between the treatment well and the observation well, on the
“near” side. This allows the user to determine if signal-to-noise should be investigated since it is typically worse on the far
side of the treatment well.

Furthermore, there are a number of options, which allow the user to interactively visualize and analyze
the data. Radio buttons allow the user to toggle between raw data, processed data, and filtered data.
Specifically, the user can show the dataset containing all records that have been processed with the
location-based noise characterization and reduction schema. Moreover, the user can choose to display
low pass and high pass filtered events. The user can also adjust the corner frequency of these filters from
10Hz to 200Hz in order to interpret artifacts that occur at different component frequencies.

A central aspect of this microseismic analysis toolkit is the ability to interactively analyze the data. In
order to effectively perform this task, it is important to keep record of the microseismic attributes that
are observed in specific events in the dataset so that these attributes can later be correlated with
observed or measured parameters. In the visualization community, the term “tags” is used to describe
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that which is assigned to a specific visualization to link a specific attribute for later interpretation or
processing. The Seismogram GUI uses Seismic Attribute Tags in order to better enable interactive analysis.

Specifically, seven different pushbuttons are shown on the Seismogram GUI in order to allow the user to
quickly assign various attributes to the event being viewed. Those tags are: Headwave, Ringing, Shear
Wave, Compressional Wave, Noisy, Multiple, and Revisit. If the user identifies one or more of these
attributes in the microseismic record being viewed, he can select the appropriate tag and later view all
events that share these attributes. For example, this functionality enables the user to later plot the
locations of all events that have multiple arrivals and also have ringing present in the record. In a sense,
this enables for more robust slices of the data to be viewed. All seismic attributes that the user selects
are displayed on the Seismogram GUI for quick reference as well.

Since the dataset, and other microseismic datasets, are typically large with a high number of records that
are to be analyzed, the Seismogram GUI enables the user to save the tags he as selected and return to the
GUI at a later time to continue the analysis. The Save Tags and Sync Tags buttons allow the user to
accomplish this.

Locations GUI

The second view of the microseismic analysis toolkit is the Locations GUI, which displays contractor
provided event locations in a three-dimensional figure (Figure 16). This instance of the GUI brings with it
the full functionality of Matlab visualizations in that the figure can be rotated, zoomed, and panned. This
is an important feature since there are a large number of events in the dataset and a two-dimensional
projection occludes numerous events. Additionally, a major advantage to the Locations GUI is the ability
to visualize event locations based on sorted parameters. This view of the microseismic analysis toolkit
enables the user to visualize slices of data that reflect specific microseismic parameters.

196



M e s Poms o

The user may choose to view all microseismic events in the dataset, which is valuable to determine first
order clustering and planar groupings. Additionally, the user may choose to only view a specific stage or
stages. In this view, the events are color coded to reflect the various stages selected. Moreover, the user
may choose to display the locations of events based on a number of parameters. For example, if the user
desired to visualize only the events corresponding to the lowest magnitudes, a slider can be dialed in to
only display the smallest magnitude events. Furthermore, the user may also visualize microseismic events
based on the source-treatment distance, which is the Euclidian distance from the source to the stage-
specific perforation area of the treatment well. This gives an indication of where the events occur relative
to the fracture length. Specifically, it enables the user to understand if there is a relationship between
azimuth and distance from treatment well.

Finally, the user may step through the entire hydraulic fracturing process by manipulating the sliders
associated with time. This enables the user to better understand where each event occurs relative to the
previous events. Additionally, this functionality enables the user to view a smaller subset of events
particular to a specific range of time to determine if there are similarities in spatial distribution relative to
time in stage or overall process.

Spectral Analysis GUI
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Figure 17: Third GUI displays spectral content. The user may display all events or choose to display events based on stage,
magnitude, or source-treatment distance.

The last instance of the microseismic analysis toolkit is the Spectral Analysis GUI (Figure 17). This view of
the toolkit enables the user to view spectral information contained in the microseismic events. The
Spectral Analysis GUI contains a main figure that dynamically plots event spectra for a number of user-
defined ranges of events. For example, the user may choose to display all events chronologically in order
to gain a sense of the spectral variability present in the entire dataset. Additionally, the user may view a
single stage or a range of stages. This approach enables the user to understand the spectral variability in
a subset of the dataset and also gives a quick sense of the number of events in each stage.

In order to further correlate event parameters to spectral content, the user may also visualize event
spectra as a function of both magnitude and distance. The sliders associated with these selections enable
the user to dial in a specific range of values to display the associated spectra. This functionality enables
the user to visually analyze spectral trends related to specific measured or observed parameters. While
this version of the Spectral Analysis GUI is limited to the four previously listed options, it is extensible and
can therefore support other microseismic parameters for visualizing spectra.

Linking Data for Interactive Analysis

Another important aspect of the microseismic analysis toolkit is the ability to transfer information
between the three main views of the toolkit. In the visualization community, the act of transferring
information between user interfaces for co-visualization is called “linking.” Through linking the three GUIs
in the microseismic analysis toolkit, the user is better able to interpret the information present in the data.
For example, if the user recognizes an interesting artifact in the Seismogram GUI, he may choose to also
view the location of that specific event. Furthermore, he may wish to also view the spectral response for
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that specific event. From the Seismogram GUI, he may push data to both the Location and Spectral
Analysis GUIs in order to display the appropriate spatial and spectral information.

Additionally, a single event, or a user-defined range of events currently displayed in the Locations GUI,
can be viewed in the Spectral Analysis GUI. This enables the user to view a specific stage, a subset of
events with a specific magnitude, or source-treatment distance in the spectral domain in order to
determine if there are any relevant relationships present in the dataset.

Results

While the scope of this project changed as a result of limitations stemming from difficulty performing
time-domain analysis techniques that would be required for completion of original objectives, the
research tasks performed are valuable.

Objective 1: Correlate Event Magnitude with Pump Parameters

Although correlation with pumping parameters like surface pressure, slurry flow rate, and proppant
concentration was not directly accomplished, correlation between source parameters and spectral
content was successfully performed. Scalar values of bandwidth and center frequency were visualized in
order to determine if there was any relationship between those spectral parameters and microseismic
event characteristics. As a result of this, it can be seen that there is an inverse relationship between
calculated event bandwidth and vent magnitude (Figure 18). Further investigation was performed in
order to determine if there was also a relationship between available pumping parameters and the
calculated spectral characteristics; however, no clear relationship was seen with confidence.
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Figure 18: Bandwidth and magnitude shown as a function of time with other process parameters. The top figure shows
bandwidth (blue squares) and microseismic event magnitude (red plus) as a function of time. The bottom figure shows
process parameters — surface pressure (blue), slurry flow rate (red), and proppant concentration (yellow). Bandwidth and
event magnitude display an inverse relationship.

However, one interesting observation was made regarding the magnitude of correlation. Specifically,
there was better matching and a more apparent inverse relationship between event magnitude and
calculated event bandwidth when the slurry flow rate decreased to zero. An example of this phenomenon
can be seen in the final minutes of the seventh stage of the hydraulic fracturing project. One possible
explanation for this behavior is that the stress state of the fractured area was returning to a state of lower
energy.

Objective 2: Differentiate Opening Mode and Shear Mode Microseismic Signals

As previously stated, the mean center frequency and mean bandwidth of windowed shear waves were
both higher than the windowed compressional wave values (Table 2). In order to understand the principal
component, opening or shear, the ratio of the shear to compressional bandwidth was considered. This is
a similar approach to the time-domain analysis technique; however this approach used the calculated
event bandwidth in place of the traditional amplitude. Given that the windowed compressional wave
consistently had a lower mean bandwidth and center frequency, a larger S/P bandwidth ratio would
signify an event containing mostly a shear component.
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In order to better understand the impact of this approach, a map view of event locations is considered
(Figure 19). Here, the contractor-provided event locations are signified by diamonds. Additionally, a dual
encoding with both color and size is used to demonstrate the S/P bandwidth ratio. A large, yellow
diamond depicts the location of an event with primarily shear energy and a small, blue diamond shows
the location of an event with mostly compressional energy. From this technique, it is possible to
determine more about the locations of high or low shear regions.
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Figure 19: Map view of event locations (diamonds) for all eighteen stages of hydraulic fracturing process. As before, the
treatment well is blue and the observation well is shown in red. Color and size of diamonds represent the S/P ratio of
bandwidth. As such, larger yellow diamonds indicate events that have mainly shear content. Conversely, small blue
diamond represents event dominated by tensile content.

Objective 3: Develop Acquisition and Processing Methodologies to Identify, Characterize, and
Attenuate Noise Related to Stimulation Process

Although there were significant issues with signal-to-noise, one of the main identifiable sources of noise
that came as a result of stimulation presented itself in the form of tube waves. After initial processing
steps, large amplitude ringing artifacts were diminished, but were still present in the microseismic records.
After further investigation into the source of these ringing artifacts, these noise artifacts were
characterized as tube waves.

Tube waves can be excited in the receiver by incoming waves and present with a linear moveout with
velocities nearly equal to or slightly less than shear waves (Mulder 2002). The tube wave is an interfacial
wave, which travels along the cylindrical, fluid-solid boundary of the borehole (Hardrage 1981).
Furthermore, the vertical profile of the hydraulic fracturing site is more susceptible to forming tube waves.
Specifically, a low velocity layer, which is surrounded by high velocity layers, has the potential to generate
strong tube waves (Chen 1993).
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In order to mitigate this, the location-based noise characterization and reduction schema was developed,
as previously described. As a result, the microseismic records contained significantly less noise. The post-
processed data allowed for a much more precise analysis of spectral content.

Conclusion

Despite significant drawbacks associated with single monitoring well geometry, which is commonly used
in hydraulic fracturing processes, information is still gleaned from existing data through the use of spectral
analysis. While traditional moment tensor inversion fails as a result of small solid angle associated with
horizontal monitoring geometry, stepping away from time-domain analysis and moving toward
frequency-domain techniques is valuable.

After identifying and attenuating complex noise signatures due to the presence of tube waves, event
parameters have been correlated with calculated spectral characteristics such as bandwidth and center
frequency. Furthermore, by considering the ratio of windowed shear wave and windowed compressional
wave energy in the frequency-domain, a greater understanding of shear event locations is also achieved.
Continued work in the area of machine learning, with these first order relationships in mind, will lead to
a more robust analysis and understanding of subsurface phenomena from traditional monitoring
geometry.

References

[1] Beresnev, Igor A. "What we can and cannot learn about earthquake sources from the spectra of
seismic waves." Bulletin of the Seismological Society of America 91.2 (2001): 397-400.

[2] Bracewell, R. "The Fourier transform and its applications." McGraw-Hill electrical and electronic
engineering series (1965).

[3] Brune, James N. "Tectonic stress and the spectra of seismic shear waves from earthquakes."
Journal of geophysical research 75.26 (1970): 4997-5009.

(4] Brune, James N. “Correction.” Journal of geophysical research 76 (1971): 5002

[5] Chen, S. T. (1993, January). A single-well profiling tool and tube wave suppression. In 1993 SEG
Annual Meeting. Society of Exploration Geophysicists.

(6] Cipolla, Craig, S. Maxwell, M. Mack, and Robert Downie. "A practical guide to interpreting
microseismic measurements." In SPE/EAGE European Unconventional Resources Conference &
Exhibition-From Potential to Production. 2012.

[7] Dong, Wenijie, and M. Nafi Toks6z. "Borehole seismic-source radiation in layered isotropic and
anisotropic media: Real data analysis." Geophysics 60, no. 3 (1995): 748-757.

(8] Douglas, Alan. "Joint epicenter determination." Nature 215 (1967): 47-48.

[9] Dreger, Douglas, Robert Uhrhammer, Michael Pasyanos, Joseph Franck, and Barbara
Romanowicz. "Regional and far-regional earthquake locations and source parameters using
sparse broadband networks: A test on the Ridgecrest sequence.” Bulletin of the Seismological
Society of America 88, no. 6 (1998): 1353-1362.

202



(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]

[20]

(21]

(22]

(23]

(24]

[25]

(26]

[27]

Drew, Julian Edmund, H. David Leslie, Philip Neville Armstrong, and Gwenola Michard.
"Automated microseismic event detection and location by continuous spatial mapping." In SPE
Annual Technical Conference and Exhibition. Society of Petroleum Engineers, 2005.

Du, Jing, Ulrich Zimmer, and Norm Warpinski. "Fault Plane Solutions from Moment Tensor
Inversion for Microseismic Events using Single-Well and Multi-Well Data." Focus (2011).

Duncan, P. and Eisner, L. "Reservoir characterization using surface microseismic monitoring."
Geophysics 75, no. 5 (2010): 75A139-75A146.

Eaton, David W. "Q determination, corner frequency and spectral characteristics of
microseismicity induced by hydraulic fracturing." 2011 SEG Annual Meeting. Society of
Exploration Geophysicists, 2011.

Eaton, David W. "Magnitude, scaling, and spectral signature of tensile microseisms." EGU General
Assembly Conference Abstracts. Vol. 16. 2014.

Eisner, Leo and Le Calvez, Joel Herve. "New Analytical Techniques To Help Improve Our
Understanding of Hydraulically Induced Microseismicity and Fracture Propagation." (2007).
Gaiser, James E., Terrance J. Fulp, Steve G. Petermann, and Gary M. Karner. "Vertical seismic
profile sonde coupling." Geophysics 53, no. 2 (1988): 206-214.

Hardage, B. A. (1981). An examination of tube wave noise in vertical seismic profiling data.
Geophysics, 46(6), 892-903.

Li, Junlun, Chang Li, Scott A. Morton, Ted Dohmen, Keith Katahara, and M. Nafi Tokso6z.
"Microseismic joint location and anisotropic velocity inversion for hydraulic fracturing in a tight
Bakken reservoir." Geophysics 79, no. 5 (2014): C111-C122.

Maxwell, Shawn. "Microseismic location uncertainty." CSEG Recorder, April (2009).

Maxwell, Shawn. "Microseismic: Growth born from success." The Leading Edge 29, no. 3 (2010):
338-343.

Maxwell, Shawn C. "What does microseismic tell us about hydraulic fracture deformation." CSEG
Recorder 36.8 (2011): 31-45.

Maxwell, Shawn. Microseismic imaging of hydraulic fracturing: Improved engineering of
unconventional shale reservoirs. No. 17. SEG Books, 2014.

Mulder, W. A., Plessix, R. E., & Fehmers, G. C. (2002, January). Another tube wave filter, based on
semblance and correlation. In 2002 SEG Annual Meeting. Society of Exploration Geophysicists.
Myers, Stephen C., Gardar Johannesson, and William Hanley. "A Bayesian hierarchical method for
multiple-event seismic location." Geophysical Journal International 171, no. 3 (2007): 1049-1063.
Myers, Stephen C., Gardar Johannesson, and William Hanley. "Incorporation of probabilistic
seismic phase labels into a Bayesian multiple-event seismic locator." Geophysical Journal
International 177, no. 1 (2009): 193-204.

Oliver, Dean S., Albert C. Reynolds, and Ning Liu. Inverse theory for petroleum reservoir
characterization and history matching. Cambridge University Press, 2008.

Parra, J. 0., C. L. Hackert, P-C. Xu, and Hughbert A. Collier. "Attenuation analysis of acoustic
waveforms in a borehole intercepted by a sand-shale sequence reservoir." The Leading Edge 25,
no. 2 (2006): 186-193.

203



(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(37]

(38]

Parra, Jorge O., Chris L. Hackert, Anthony W. Gorody, and Valeri Korneev. "Detection of guided
waves between gas wells for reservoir characterization." Geophysics 67, no. 1 (2002): 38-49.
Petersson, N. Anders, and B. Sjogreen. "User’s guide to SW4, version 1.0." LLNL-SM-xxyy,
Lawrence Livermore National Laboratory (2013).

Poliannikov, Oleg V., Michael Prange, Alison E. Malcolm, and Hugues Djikpesse. "Joint location of
microseismic events in the presence of velocity uncertainty." Geophysics 79, no. 6 (2014): KS51-
KS60.

Tarantola, Albert, and Bernard Valette. "Inverse problems= quest for information." J. Geophys 50,
no. 3 (1982): 150-170.

Tarantola, Albert. Inverse problem theory and methods for model parameter estimation. siam,
2005.

VavryCuk, Vaclav. "On the retrieval of moment tensors from borehole data.
Prospecting 55.3 (2007): 381-391.

Waldhauser, Felix, and William L. Ellsworth. "A double-difference earthquake location algorithm:
Method and application to the northern Hayward fault, California." Bulletin of the Seismological
Society of America 90, no. 6 (2000): 1353-1368.

Warpinski, Norm. "Microseismic monitoring: Inside and out." Journal of Petroleum Technology
61, no. 11 (2009): 80-85.

Zhang, Zhishuai, Behnam Jafarpour, and Lianlin Li. "Inference of permeability heterogeneity from

Geophysical

joint inversion of transient flow and temperature data." Water Resources Research 50, no. 6
(2014): 4710-4725.

Zimmer, Ulrich. "Localization of microseismic events using headwaves and direct waves." In 2010
SEG Annual Meeting. Society of Exploration Geophysicists, 2010.

Zimmer, Ulrich. "Microseismic design studies." Geophysics 76, no. 6 (2011): WC17-W(C25.

204



Appendix F: Semblance Weighted Emission Mapping to understand seismicity behavior

Summary

Microseismic surveys typically involve surface deployments, wellbore arrays or a combination
of the two. Surface microseismic surveys are often very resource intensive due to their large
apertures and receiver count. On the other hand, downhole arrays are often deployed within
existing wells in the field which leads to constrained design apertures and failure of imaging
algorithms traditionally used with surface deployments for characterizing the observed
microseismicity. At the same time, hypocentral inversion algorithms used with wellbore arrays
have many well understood limitations and their use leads to many valid events being
discarded. We introduce a simple emission mapping approach which can be applied on
microseismic data from either borehole or surface arrays and provides a temporal energy
emission profile as observed during treatment. We share an actual field example using data
from this project (Wootton pad well 10H) and demonstrate the applicability of this attribute
for better understanding of reservoir behavior during hydraulic fracturing and validate the
analysis through independent observations from production logging data.

Introduction

Emission tomography is a relatively new yet well understood technique aimed at mapping the
microseismic emission fields and localization of seismic source parameters using grid based
search algorithms. These algorithms have found increasing acceptability in recent years due
to improvements in the field of high performance computing and their ability to surmount
some of the shortcomings of traditional inversion algorithms such as phase detection issues,
picking inaccuracies and inversion errors. Kho et al. (2004) used a source scanning approach
to map earthquake tremors in both space and time. More recently, Lakings et al. (2006),
Chebotareva (2010), and others have made the technique more robust and applicable to oil
and gas environments. Moreover, the derived attributes have also been used to model other
relevant reservoir properties. For example, Geiser et al. (2012) introduced a new modeling
approach that utilizes semblance volumes derived using traditional seismic emission
tomography to identify potential fracture fairways and permeability maps within
unconventional settings. However, the need for utilizing relatively large aperture surface
arrays to apply these techniques leads to a substantial loss in detectability due to spherical
spreading issues, transmission related losses (subsurface strata), surface noise and its impact,
attenuation effects, etc. While monitoring programs using small aperture horizontal and
vertical arrays should ideally record more of the observable seismicity, inversion results are
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heavily dependent on first arrivals, accurate phase picks as well as the accuracy of local earth
model. This leads to a large number of potential microseisms being lost during processing and
these are typically not accounted for in interpretations of the data.

In our research work, we have looked at the potential for using emission tomography approach
to better understand and interpret hydraulic fracture treatment programs. There exists
considerable scope for application of emission tomography approach while using small
aperture arrays in getting a more holistic understanding of reservoir behavior during injection.
Moreover, when combined with traditional data (such as microseismic event locations or
other source parameters), it can be extremely useful in improving our understanding of
treatment efficacy and eventual well productivity. We introduce the basic algorithm and
workflow to compute semblance weighted emission (SWE) with continuously recorded data.
We share a case study where the observed microseismicity during completion of a gas well
from Marcellus is processed using our approach and the results are compared with other
independent datasets (local geology, microseismic source parameters, production logs, OBMI
logs, etc.). We highlight the incremental benefits of this analysis on interpretation of
treatment data and its practical applications in the field.

Method

As mentioned earlier, we utilize a standard emission tomography approach to process data
acquired using a downhole array (continuously acquired during stimulation of 18 frac stages
for a dry gas well). Since our interest is only in the temporal characterization of emission, the
actual event location is not characterized using this approach. However, a standard inversion
based algorithm utilizing travel time information is used to map out all possible events
independently. The method involves a systematic mapping of emission for different trial
locations based on defined gridded search space using the observed waveforms and various
sensor locations (Kho et al., 2004). The first step is to filter and normalize the synthetic gather
as recorded. For N downhole receivers, emission parameter is computed as

N M
Z{ )y ‘un(f‘l'tx,y,z,n)‘} (2)

1
e(x,y,2,7)=—
N n=1{m=-M

where (x, y, z) provides the co-ordinates of the grid point under evaluation, T is the time at
which emission potentially took place, M defines the evaluation window which takes into
consideration the uncertainties in the earth model and u, provides the processed seismograms
at station ‘n’. The second measure that is computed is a semblance measure based on the
predicted moveout from each evaluation grid point. Based on the estimated travel time for
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each grid location using the defined velocity model, the semblance measure at any point is
computed as

M
s(X, Y,2,7) = Y, ——2=M p=1:Ngn (2)

n=1 M 2 M 2
[$ %
m=—M m=—M

The final SWE attribute is computed as the product of the two parameters calculated for each

grid point and each event time within the global search space.
SWE(X,Y,z,7)=s(X,Y,z,7)xe(X,Y,Z,7) (3)

Since the search space is continuous, a threshold is used to extract attribute values which
show a reasonably strong indication of an event. The threshold is identified by using
perforation shot data with the grid search space reduced based on known location during
velocity model calibration step. The result of this mapping process is continuous 4D SWE maps
which can then be correlated and analyzed with the available treatment data. Figure 1 shows
a brief outline of the discussed workflow for reference.
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Figure 1: Workflow.

Figure 2 show test results carried out with this algorithm using a synthetic test dataset. The
simulated event was placed at the center of the defined search space (Figure 2a) and an elastic
wave propagation algorithm was used to generate synthetic seismograms with random noise
added to simulate a more realistic scenario (Figure 2b). Figure 2c shows the emission profile
as observed for this test case validating the applicability of this workflow to characterize
seismic events in a predefined search space. Other tests were also conducted simulating more
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complex acquisition geometries including wellbore arrays. Temporal mapping ability was
validated for a synthetic event sequence similar to a realistic hydraulic fracturing environment.
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Figure 2: (a) shows a test scenario with 49 surface receivers in a square equi-spaced array along
with a subsurface explosive source at the center of the search space (0, 0, 0), (b) shows the
generated synthetic gather using a constant wave velocity field and (c) shows the results with
the highest emission observed at the center of the search space as expected.

208



Analysis of data

We highlight application on a gas well form this project. This Marcellus well (Wootton pad,
well 10H) has 18 fracture stages (4 perforation clusters per stage). The monitoring well used
for this treatment was an offset well at a lateral separation of approximately 1000 feet. Figure
3 shows the wellbores including the treatment (well A) and the monitoring well (well B). The
sensors were re-positioned (shifting array) in order to minimize the potential source-receiver
separations wherever possible. Due to coupling issues faced with the tool string, there were
significant data quality issues that manifested into highly limited catalog with no apparent
correlation between observed seismicity and stage behavior in terms of production profiles.
Moreover, due to wellbore issues, the tool string could not be pushed beyond ~ 9000 feet
(MD) leading to additional constraints during monitoring of the first 7 stages.
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Figure 3: Field case study showing the survey setup used in well B as well as 18 treatment stages
in well A. Note the shifted geophone locations to minimize Source — Receiver offsets. All
distances are with reference to the grid origin (wellhead).

The microseismic monitoring data generated during this stimulation involved ~ 33000 records
(5 seconds each) which was processed to generate equivalent SWE attribute map. Figure 4a
shows the slurry and proppant feed and the accompanying microseismicity during stimulation
of stage 9. Figure 4b shows the corresponding temporal SWE map (averaged over 1 minute
time intervals) generated using the shared workflow. We can observe a gradual build-up in
emission as the proppant loading increases with the peak being observed during maximum
proppant loading and a sudden drop in emission as soon as injection stops. We can clearly
observe that the SWE attribute provides useful information with respect to reservoir behavior
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during treatment when compared with the actual inverted microseismic data due to
processing issues such as noise artifacts, low phase amplitudes, multiples, missing phase, etc.

Inverted microseismic events during treatment
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Figure 4: (a) shows the normalized treatment data and the accompanying microseismic events
(elevation above O indicates relative event magnitude) and (b) shows the SWE attribute
mapped in time during the stimulation for stage 9.

The mapped SWE integrated over the treatment duration for individual stages were correlated
with the production log for well A which provides the flow contribution of stages to the
wellbore. Our tests indicate a positive correlation between the observed gas production (flow
contribution) from individual stages and the corresponding cumulative emission. Moreover,
such a correlation is absent when we map the actual (inverted) microseismic events (event
count) for the same stages. Figure 5 shows this observed correlation and provides validation
of SWE as a better QC tool to improve our understanding of completions. It should be noted
that production log could not be run for stages 1 through 4 due to wellbore issues. Also,
seismicity captured prior to stage 8 are impacted by higher source receiver separations (Figure
3). Despite the reasonably strong correlation observed for this well, we do note that such an
observation may not apply under all situations. Nonetheless, it still provides a much better
indicator of in-situ stimulation characteristics when compared with inverted (hypo-located)
microseismic events or potential event triggers.
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Figure 5: Production log, cumulative SWE, number of inverted microseismic events and finally,
observed fractures from OBMI log for well A.

We also look at stage wise emission profiles and compare these with other available data such
as microseismic source parameters, image logs etc. Figure 6 shows some sample stages with

the observed flow contributions correlated with mapped emission profiles. We can clearly
diagnose a major issue with the sample stages shown under case B where there are emission
peaks before proppant pumping is initiated which could be indicative of either fluid bypass or
stress shadowing issues. For most stages, correlating with observed seismicity through
inversion workflows does not allow for such interpretations.
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Figure 6: Case A represents emission profiles for sample stages with high gas flow contributions
(percentage values) and case B shows sample stages with relatively low flow contributions. The
arrows indicate proppant pumping initiation.

Looking at results from all the stages completed for this test well, we categorize those stages
that show pre proppant phase injection emission against those that don’t and observe an
average percentage contribution to gas production at 8.94% compared to those that show pre
proppant phase emissions. Even with discarding outlier stages (stage 6/9 based on abnormally
high production contribution), we get a percent contribution of 5.48%. Average production
contribution from stages without pre-proppant injection emission features is observed at
4.75% and 4.03% if the outlier stage (stage # 13) is discarded from analysis. Therefore the
observed reduced production contribution from identified stages stands at ~ 47% (or 27%
discarding outliers) and indicates potential underlying issues (such as leak-off) with the
identified stages with pre-proppant injection emission.

We also compare overlap observed between stages based on the spatial microseismic event
location distribution. To be on the conservative side, 10" and 90t quantile cut-offs are used
to remove some of the most far field events for each of the stages in question. The cut-offs
are applied on radial separation of events from the cluster center. Table 1 shows the stage
pairs under study and the corresponding observations from event distribution/ overlaps as
well as pre-proppant injection emission peaks from our analysis. We observe that barring two
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pairs of stages, the observed overlap from spatial spread of microseismic hypocenters
correlated very strongly with pre-proppant injection emission peaks.

Stage Pair Overlap pre proppant injection emission peak
1/2 Yes
2/3 No
3/4 Yes No
4/5 No No
5/6 No No
6/7 No No
7/8 Yes Yes
8/9 No No
9/10 No No
10/11 Yes Yes
11/12 Yes Yes
12/13 Yes Yes
13/14 No No
14/15 Yes Yes
15/16 No No
16/17 Yes Yes
17/18 No Yes

Stage Wise Diagnostics

As part of this study, we try and correlate the observed emissions with the seismicity behavior
to understand and interpret the completion in lieu of the known data from production logs.
We also look at the completion data and try to understand the reasoning behind some of the
observations. Figure 7, Figure 8, Figure 9 and Figure 10 show examples of 4 stages analyzed
for our study. The first example is a poorly producing stage. The second example is of a highly
productive stage while the last two are examples of stages showing low to very low
productivity as per production log readings.
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Figure 7: Mapped temporal SWE attribute along with the location of the well lateral w.r.t

horizons, completion profile and observed seismicity for stage # 4 (WPX Energy Wootton 10H
well).
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Figure 8: Mapped temporal SWE attribute along with the location of the well lateral w.r.t

horizons, completion profile and observed seismicity for stage # 9 (WPX Energy Wootton 10H
well).
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Figure 11: Nomenclature used in the diagnostic plots for reference.

Before getting into the discussion to interpret completions for this well, we look at Figure 11
which shows the nomenclature used in the diagnostics plots. Stage # 4 is in the middle of the
highlighted horst structure bounded by faulting. Decline in overall emission but significant
events observed during proppant injection indicate possible fluid and proppant loss issues
(shear mode induced seismicity). This is further validated by the relatively higher X/ Y/ Z offsets
from inversion results and the very low production contribution (2%) for this stage. Stage # 9
is in the middle of the target zone and the emission increases gradually with slurry but jumps
significantly with the first proppant slug. A late period emission peak corresponds with the
second proppant slug. The event distribution indicates initial far field events and late period
seismicity occurring close to the wellbore but then fanning out. This stage shows a very high
production contribution (20%) and is typical of most highly productive stages. For stage # 14,
it lies very close to the boundary between target zone and overburden strata. We also observe
an initial emission peak with slurry injection and subsequent peaks with the proppant slugs.
The inversion results show initial and intermediate far field events and relatively low degree
of seismicity close to the wellbore. The larger offsets and relatively low production
contribution (3%) indicates possible fluid bypass issues. For stage # 18, we again have a stage
close to the boundary between target zone and overburden. An initial emission peak is
observed with slurry injection and subsequent peaks with proppant slugs. The event
distribution indicates far field events during the treatment with very few near wellbore
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emissions post injection initiation. Low production contribution (3%) indicates possible fluid
bypass issues.

Conclusions

Our work demonstrates the potential use of emission profiling in improved understanding of
efficacy of stages developed during hydraulic fracture stimulation programs. We have
demonstrated the utility of the defined SWE attribute even for borehole microseismic datasets
which are traditionally not considered adequate for imaging applications. Emission profiles
derived from SWE attribute maps for stages can be used to diagnose treatments and can
provide valuable information regarding fluid/ rock interaction. Moreover, near real time
temporal SWE mapping in hydraulic fracturing programs can act as a handy QC tool to improve
current/ future treatments. This is made possible with the use of relatively small aperture
arrays (such as borehole deployments) and the need for temporal mapping at low resolutions
leading to lower computational requirements (other microseismic source parameters can be
identified later as desired using either imaging or inversion algorithms). It can allow us to
identify potential fluid loss or other issues which can have a detrimental impact on stage
productivity. Finally, SWE analysis can provide a robust template for predicting efficacy/
productivity of other wells in the vicinity of the test well without having to wait for well
production data which could typically take a few years to allow for reliable time-rate analysis.
However, this requires rudimentary microseismic monitoring to generate reasonable SWER
attribute maps for wells under investigation and this concept will be validated in our future
work.

Additional Work

While the proposed method works very well with time variant mapping of the said attribute,
localization is space is highly challenging due to array aperture or “solid angle” limitations. In
order to resolve this issue and to be able to model the attribute both temporally as well as
spatially using borehole arrays, a modified directionally weighted SWE attribute is proposed.
The semblance attribute is calculated in a manner similar to what has already been described
under “Methods”. Azimuthal directions (Back-azimuth) as well as inclination (dip) are
computed based on the observed polarization of P wave arrival. This limits applicability of this
modified approach to those events with discernable P arrivals.
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Figure 13: (a) Original semblance, (b) back-azimuth, (c) dip and (d) weighted semblance
attributes highlighting the ability of using polarization to spatially map emissions.

Since the purpose is to minimize the modified objective function, the three parameters are
separately normalized before combining them. The optimization search space comprises
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Atp_g, AB, and AQ which are the mismatch between observed and predicted phase arrivals
times, azimuths and take off angles. Semblance is weighted using the minimum baseline value
measure based on white noise while the angles are normalized to 180°. Figure 12 shows a
sample event file with the original picks. Figure 13 shows the computed attributes including
the weighted attribute. Figure 14 shows the identified event location based on the weighted
attribute maxima. Figure 15 highlights a set of 7 events with discernable P wave arrivals tested
from stage # 11 of well 10H.
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Figure 14: Identified event location by maximizing directionally conditioned SWE attribute.
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Figure 15: Identified event locations from processing data subset from Wootton 10H
completion data (Stage # 11).
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Appendix G: Novel Phase Arrival Detection Workflow
Summary and Accomplishments

We have developed a hybrid event detection workflow which has significantly enhanced
detectability of events from borehole data for potential data processing and analysis. This
workflow has been extensively tested on microseismic data collected from the WPX Energy
Wootton well 10H experiment and preliminary results indicate significant improvement over
traditional picking approaches.

Motivation

Most Microseismic event detection algorithms suffer from the issue of noise artifacts in data.
Sometimes, noise can be overbearing and can significantly reduce the number of detected events
which has an impact on post processing microseismic data analysis. While full waveform based
inversion can remove the need to make event/ phase picks, their use is still significantly impacted
by noise. We propose a new methodology which makes use of an evolutionary search method to
iteratively search for arrivals as recorded by geophone strings in borehole. This allows the process
to only model for predictable hyperbolic moveouts which can be modeled as a higher order
polynomial.

Introduction

Microseismic monitoring has become an integral part of most unconventional resource
development programs. They have found wide utility in reservoir monitoring as well as resource
characterization studies. Phase arrival information is critical in identifying other microseismic
source parameters of relevance such as event size and hypocentral location. One of the most
common algorithms for detection is the short term averaging / long term averaging (sta/lta)
algorithm. Methods based on abrupt changes in attributes of the seismic waveform such as
higher order statistics (skewness & kurtosis by Saragiotis et al., 2002) have also seen use. Modern
autopickers can use advanced techniques such as cross-correlation analysis, parallelized filters or
robust statistical techniques. Noise artifacts can cause autopicker efficacy to gradually degrade
though the effect of different types of noise on different autopickers can vary significantly. For
downhole sensor deployments, the quality of the first arrival picking is related to sub- surface
structure (such as velocity contrasts and layering), source type, receiver geometry, and finally,
downhole noise conditions. These factors can lead to complicated wave-trains (such as head
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waves and reflections) and require human intervention to prevent miss-picks. Finding a robust
methodology to work under extreme noise conditions is a major challenge.

In this research we use a robust hybrid neural network autopicker (Maity et al., 2014) to make
initial pick estimates. Then we use an evolutionary algorithm to make the best possible arrival
detection based on the initial pick estimates. The basic assumption behind the suggested
approach is that moveout behavior is predictable as it is hyperbolic and can be approximated
using a high order polynomial function. The algorithm has been extensively tested on real
microseismic monitoring data from multiple gas well completions in the Marcellus shale reservoir
and the results have been compared with contemporary autopickers in use by the industry to
validate, both qualitatively as well as quantitatively, the applicability of our proposed approach.
The use of genetic algorithms allows for optimized search and rapid detectability even for
extremely large gathers (hundreds of data channels).

Method

Neural network based autopicking algorithm

A robust neural network based autopicking workflow using evolutionary training approach is
used to make initial pick estimates. In brief, the workflow involves pre-processing steps such as
noise removal through application of frequency filters, data rotation to maximize phase arrival
energy on corresponding components, etc. A small representative subset is then carefully
selected from the data for training purposes. For network input design, multiple seismic data
attributes are evaluated (such as wavelet transform, statistical measures, or available autopicker
algorithms, etc.) and redundant attributes are pruned by evaluating a windowed cross-
correlation measure across known arrivals for different attribute pairs and pruning attribute from
those pairs showing very high correlation and those which are computationally more expensive.
A neural network is used to map the input attributes to an output characteristic function which
has highs of 1 at the phase onsets and 0 otherwise. The data subset selected is subdivided into
training, validation and testing sets using statistical measures such as mean and skewness of
distribution. The nodal inputs to the network are defined by the selected attributes. The hidden
layer is designed is selected based on the number of input and output layer nodes. An
evolutionary algorithm is used for network optimization. The output characteristic function as
obtained by applying the trained network on any dataset is used for pick selection as required
and we will call this function as AP1 for future reference. While a more detailed discussion on the
exact workflow is beyond the scope of this paper, Maity et al. (2014) provides a detailed
understanding of the autopicking workflow used for this study and can be used as a reference.
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Contemporary picking algorithms

Two contemporary autopicking algorithms were tested in a comparative framework along with
the proposed hybrid AP2 workflow in order to test and benchmark its performance. The first
method used was the FilterPicker algorithm which involves multiple filters operating in parallel.
The final picker characteristic function involves calculating the envelope from a derived function
which combines the results from each filter. The first step is to calculate first differences followed
by two 1-pole high pass filters and one 1-pole low pass filter.

x'(i) = x(i) — x(i — 1) (1)

Y @) = Pyt G- 1D+ x'(@) — %' - 1] (2)
Y 2(@) = P lypP? (= 1) + yiPr (@) — yiPt @ — D] (3)
ik @) =y (=D + i 2@ =y (@ — 1] (4)

The filter coefficients cm™ and cm'? used in equations (2), (3) and (4) are defined as

wp _ _ Wm

=—— 5
em W, + At )

At
LP _ 6
cm W, + At (6)

The weighting factor wm and associated corner period T, used to compute filter coefficients are
defined as

mT o

(7)

T,, = 2™ x At (8)

The envelope and the characteristic functions are computed for each band ‘m’ as

em (i) = yr%l(i) (9)
N em(i) - (em)(i - 1)
A, (i) = e i-T1) (10)

Where <em> is the time average and <oen> is the standard deviation average calculated till “j-1”
index from the envelop. The band for “m” is chosen such that there is atleast one final t, value
which is greater than the dominant period from the original data. The final autopicker

o;:n
I

characteristic function at any index is the maxima from the derived characteristic functions
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from equation (10). Lomax, Satriano and Vassallo (2012) provide a very detailed understanding
of the FilterPicker workflow.

The other picking algorithm used is the standard “sta/lta” averaging method as implemented
within microseismic monitoring (MIMO) package developed by NORSAR. The signal detections or
first break picks are made based on signal-to-noise ratio crossing predefined threshold and falling
back below threshold within a reasonable time interval. For the ratio, the short-term average
(sta) is computed as

-1
1
sta(®) = 7x Y |x(i = ) (11)
j=1

III”

Here “I” is the product of sampling rate of the data and the defined short term window length.

The recursive definition of the long-term average (Ita) is

lta(i) = 27 xsta(i—e) + (1 —27%) x lta(i — 1) (12)

au_n

Here “€” is the time delay and “C” is a steering parameter for “Ita” update rate. Oye and Roth
(2003) provide a detailed understanding of the picking and phase detection algorithm used within
MIMO package. In brief, the phase onsets are computed based on signal at onset and noise
interval and the coefficients of an autoregressive model for noise characteristics are computed
and used for error-prediction filtering and computation of Akaike information criteria (AIC)
function for onset time determination. The “aic” method assumes that the intervals before and
after onset time are two separate stationary processes. The “aic” characteristic function for a
seismic trace is computed as follows (Maeda 1985):

aic(i) =i X log{var(x[1:i])} + (N —i — 1) x log{var(x[i + 1: N])} (13)

Here the seismogram x has a length N and the onset is the point where the characteristic function
has a minimum value. Additional quality control and pick refinement steps within MIMO were
not used for this study.

Pick refinement

Based on the output map obtained from any of the mentioned picking workflow, we expect
higher values of characteristic function to be indicative of possible pick locations and vice versa.
The picking approach involves time averaging of the autopicker characteristic function before
using limiting thresholds predefined by the user. As the average moves beyond the defined
threshold, a possible pick is declared and then a check is made to ensure that the time averaged
value of the characteristic function falls below the defined threshold before a second pick can be
considered. Once a pick is declared, the algorithm selects the peak (local maxima) on the picker
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characteristic function as potential pick location within the defined pick window (as obtained
based on when the value of the time averaged characteristic function rises above and falls below
predefined thresholds). A quality control mechanism can be used which checks for ratio of two
statistical measures (mean and maximum) across the pick within the identified pick window and
picks are quality controlled based on these ratios.

Evolutionary search for optimal pick across gathers

Before final detection using evolutionary search, misclassified picks can be removed if necessary
using a weighted pick density criteria which is evaluated for each pick. This criteria and its use is
based on the fact that for borehole geophone strings, the moveout is smooth across the gather
for seismic events. This indicates that if a pick is located accurately enough, it should be straddled
with other picks in close proximity. The density measure is computed for ith trace by using a
weighted summation approach along each pick within a predefined evaluation window as

i+N  t()+win

j=i—N k=1(j)—win

Here, N defines the traces close to the evaluation trace for calculation which can include all traces
across gather. The variable k allows for summation over a predefined window size where
presence of other picks increases pick density. This measure is normalized based on the observed
maximum and minimum over all picks made using AP1 characteristic function. Finally, the picks
associated with the lower nt" percentile of the density distribution are pruned as erroneous
provided the evaluated signal to noise ratio taken cumulatively for all traces is reasonably low.
Figure 1 shows a sample gather with the initial picks and the final pruned picks using this
measure. For this study, we use a cutoff at 10™" quantile, i.e., any pick location with a probability
falling below the 10t quantile of associated probability function is removed.
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Figure 1: Subplot (a) shows the recorded gather without any processing, (b) shows the AP1
output (picker characteristic function) and preliminary picks while (c) shows the pick
probability map and refined picks. The red inserts show the pick location for subplots (b) & (c).

With the picks from the refinement step available for analysis, evolutionary search can be applied
to detect events across gather. As indicated earlier, this technique is only applicable for borehole
data or with surface data where moveout behavior can be approximated by a high order
polynomial function. We use a genetic algorithm which mimics the theory of evolution by natural
selection wherein the less fit individuals from each generation are selectively eliminated before
a new generation is created. This selection is an iterative process where an objective function is
used to evaluate the fitness of each individual in the population and new generations are
obtained by probabilistically selecting fitter individuals from current generation. The fitness
function is a weighted summation of individual functions relating to minimizing the mean
squared error based on the misfit for each pick as well as number of qualified “good picks”
identified as those relatively close to the polynomial fit. This closeness is evaluated based on the
quality of each pick (the local maximum of the AP1 characteristic function) and the Euclidean
distance between the AP1 pick and polynomial fit value. Function “t” is the final optimization
function to be minimized.

no.of traces

0(x) =1/ Z [AP1_pick; — fit_value;]? (15)
d(x) = 1/[#good picks] (16)
T(x) = 1/[¢p(x) x 6 (x)] (17)
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Figure 2: Initial picking and event detection workflow for datasets with predictable moveout.

Beyond these optimization functions, certain hard constraints on fitting can also be used
including the concave down condition based on the survey geometry and a constraint of
maximum moveout (fit curvature) based on the expected source-receiver separation which also
helps remove potential far field events (such as noise artifacts) not associated with the actual
hydraulic fracturing treatment. Some members of the parent population are also subjected to
genetic operators such as cross-over and mutation to generate new offspring. In short, the fitness
function used tries to identify the best possible polynomial fit through the initial picks available
provided the error in mismatch is reduced but at the same time, better picks (as per quality of
the initial picks) are more heavily weighted through higher scoring of the individuals. A
probability measure is used to decide on the percentage of individuals from parent population
that will be copied (while the rest undergo cross-over). This probabilistic selection is
implemented through a rank selection process where the probability of selection of individual is

227



inversely proportional to its position in the sorted population list based on fitness. Once selection
is made of the candidates for crossover, the operation involves a random subpart from the parent
pair being swapped to generate two offspring pair. A uniform crossover technique is used for this
study. Finally, a relatively small portion of the offspring population is chosen at random and a
randomly chosen bit is flipped in the selected population set to generate a mutated offspring. In
order to reduce crowding effects (where similar individuals crowd a population set), fitness
sharing strategy is implemented which rescales the evaluated fitness based on the number of
similar individuals in a population. The entire workflow involving initial picking followed by
evolutionary search for best pick has been described in Figure 2 for reference.

We also measure uncertainty in arrivals by assuming each pick to be accurate and estimating the
location of the best pick along other traces with the assumption that the waveforms for all traces
at arrival should be similar. This sliding window cross-correlation analysis method allows isolating
events with high uncertainty observed as wider spread for cross-correlation maximums. Figure
TTT shows two sample traces with high/ low noise artifacts leading to higher/ lower arrival
uncertainty as measured with all other traces within the event gather.
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Figure 3: Subplot (a) shows a sample gather with a relatively noisy (29th) and a relatively noise
free (9th) trace. Subplots (b) & (c) show cross-correlation results with rest of the traces in the
gather at arrival for said traces.
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Figure 4: Sample event file showing multiple arrivals with subplot (a) showing the original data,
(b) showing band pass filtered data and (c) showing the AP1 picker characteristic function. The
red inserts indicate the initial observed picks.

Case study

Let us consider a sample event detection of relatively high signal-to-noise ratio (approximately
10) data and understand the results from the detection workflow as observed. Based on the
initial picking algorithm (AP1), picks are made across the gather as observed in Figure 4. We note
that each trace is assigned a unique pick based on the maxima observed with the AP1
characteristic function (Figure 4c). This can be modified to allow for multiple picks along each
trace based on AP1 derived characteristic function’s local behavior. We also note that this event
has multiple phase arrivals which are most likely a result of two temporally separate events (by
approximately 0.6 seconds).

Based on the initial picks identified by AP1, an initial fit is obtained so as to randomly fit all of the
identified picks (Figure 5a). The polynomial fitting routine using an evolutionary algorithm for
optimization is run so as to minimize the objective function.

The final pick location is selected based on local maxima in AP1 characteristic function close to
the final identified polynomial fit and the pick uncertainty is defined based on a secondary cross
correlation analysis close to the identified picks across the gather. Figure 5b depicts the
optimization process for the sample event with the iterative search process to identify the
optimal pick.

Once the primary pick has been identified, the workflow reruns the AP1 algorithm for segmented
data sections before and after the identified pick to detect secondary arrivals. In case an arrival
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is detected before the first pick onset, the primary is classified as S phase pick and the new
secondary detection is classified as P phase pick. Figure 6 shows the initial estimate using the
segmented dataset and the iterative search process leading to optimal secondary detection. Both
primary and secondary fits seem to be more or less linear with the primary showing a smaller
slope (~ -8) compared with the secondary pick (~ -5.7). This is expected since the primary pick is
actually the S phase onset which should show a higher slope due to slower shear velocity.
Moreover, the primary pick shows a higher constant (arrival at 1% trace) compared to the
secondary pick as expected.
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Figure 5: (a) Initial fit before evolutionary search and (b) final search results [black] after
iterative optimization of cost function for the primary detection.
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Figure 6: (a) Initial fit over segmented data before evolutionary search and (b) final search
results [black] after iterative optimization of cost function for the secondary detection.
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Figure 7: Primary and secondary (first break) arrivals for the reference event showing more
robust primary arrival compared to the secondary detection.

The final picks (primary S phase and secondary P phase detection) are shown in Figure 7. We
observe relatively accurate P and S phase arrival detection with maximum absolute error in
arrival observed as approximately 24 ms and the average error in arrival observed at
approximately 7 ms. This seems reasonable for an automated picking workflow which does not
include any post detection pick refinement and also does not try for any significant noise
reduction prior to picking. However, the sample event shared has relatively high signal to noise
ratio and the results should degrade with increased noise.
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Figure 8: Pick uncertainty estimates with the blue dots showing mean of the spread and vertical
bars showing the uncertainty spread. Plot (a) shows pick uncertainty estimates for the primary
and (b) shows uncertainty estimates for secondary pick. Picks with relatively high uncertainty
are tagged with a cross.
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Figure 9: Blow up sections showing trace # 21, 27 and 29 highlighting high uncertainty in S phase
(trace # 21 & 29) and P phase (trace # 21, 27 and 29) arrivals.

Looking at the uncertainty estimates for both P and S phase arrivals made for the sample event
trigger (Figure 8), we observe high uncertainty for picks on traces 21 and 29 for primary and for
picks on traces 21, 27 and 29 for secondary detection. This uncertainty is highlighted through the
trace display (Figure 9) which includes the original picks made using the AP1 picker. Trace 21 is
observed to be instrument noise, trace 27 has relatively small first break arrival energy and trace
29 has low frequency noise artifact causing high pick uncertainty. Based on the uncertainty
estimates and the percentage of uncertain picks classified per event detected, a picked event is
declared for comparative analysis.

Results

While the case study discussed highlights a single event file with relatively high signal to noise
ratio, the strength of this methodology lies in its ability to isolate hard to detect noisy
microseisms. This workflow was applied on monitoring data from multiple hydraulic fracturing
stages (> 18) from a few Marcellus gas wells. In this discussion, we limit ourselves to a very small
subset (20 event trigger files with a total of 660 traces) of this large dataset for a comprehensive
analysis involving visual inspection and manual phase picking as well as comparisons with

232



available open source contemporary event detection algorithms. Of these 20 files, we share 4
event files in this document to highlight the robustness of this detection workflow. Figure 10
shows four sample event files from this data subset under study and we can clearly see events
with moderate to very low signal-to-noise ratios for P phase onset, wave reflection/ interference
artifacts as well as potential survey geometry related artifacts. These events depict typical
microseismic detections in borehole environments where poor instrument clamping causes low
signal strength and potential borehole noise artifacts.
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Figure 10: Four sample events showing the arrivals of both P and S phase energy at the
geophones. For subplots (a) and (d), the P phase energy onset is very hard to detect. For
subplots (b) & (c), the acquisition geometry leads to partial moveouts for P phase energy onset.
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The same workflow as discussed under the case study is applied to this data subset and the
workflow detects both primary and secondary arrivals for the four sample events shown. Figure
11 shows the detections and highlights the robustness of the automatic event detection routine
under relatively low signal-to-noise ratio conditions. We note that in all of the four examples
shows, the primary detection is a late period S phase energy arrival while the secondary detection
is the first break or possibly P phase arrival. This is expected in borehole environments where S
wave is typically the most energetic and shows most strongly on the gathers.
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Figure 11: Final phase detections for the four selected events showing both primary and
secondary detection. The algorithm works in situations where propagation geometry creates
lower energy onsets for sections of the event gather (subplots b & c) or where attenuation
leads to lower P phase onset energies (subplots a & d).
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For event gathers with propagation artifacts, the devised detection strategy iteratively moves
towards the actual arrival based on a limited number of accurate phase detections clustered
along the gather. This is highlighted with the plot of the updates observed during evolutionary
search for two such sample events (Figure 12).
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Figure 12: Two sample iterative optimization runs with the final event detection (black inserts)
shown as subplots (c) & (d) as they correspond with arrivals shown in subplots (a) & (b). The
green section highlights zone with relatively accurate preliminary detections based on AP1 and
red inserts show sections of the gather with relatively poor fit or no AP1 derived picks. The
arrows highlight the direction of best fit with successive iterations hm.

The results obtained with this workflow (AP2) were compared with the original picks made using
the AP1 algorithm as well as two other contemporary event picking algorithms (FilterPicker and
MIMO). For comparative analysis, manual picks were made (both P and S phase arrivals) for the
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entire data subset under study. Then, the offset of picks from each algorithm was compared with
the baseline manual pick. This was done for all picks made provided a corresponding manual pick
was available for comparison. The total picks possible for each event gather is 66 (33 P phase
picks + 33 S phase picks) giving us potentially 660 P phase picks and 660 S phase picks for analysis.
Since all picks could not be identified manually with desired accuracy, the actual number of picks
compared was considerable lower (more so for P phase arrivals).
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Figure 13: Sample trace blow out sections highlighting the energy arrivals and the
corresponding picks made by algorithms under study for a (a) high signal-to-noise, (b)
moderate signal-to-noise and (c) very low signal-to-noise test cases.

Figure 13 shows examples of both very high and very low SNR event and the results from the
picking routines used in the study. We observe the proposed workflow to perform reasonably
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well even in situations where the contemporary routines fail to make a usable pick or make
erroneous arrival detections (Figure 13c). With the hybrid detection workflow (AP2), both
primary and secondary picks are assigned if the algorithm is able to successfully detect them.
However, this may not always be the case, in particular where we have relatively low signal to
noise ratios. Figure 14 shows the total P and S phase detections made by the four methods and
how they compare with total number of manual picks available.
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Figure 14: Results from comparative analysis of four picking algorithms. Subplot (a) shows
results for P phase detections and (b) shows results for S phase detections.

We can clearly observe that in both cases, we were unable to pick all possible phase arrivals. This
problem was particularly acute with P phase where the arrival energies were approximately 2
orders of magnitude lower than for S phase. Of the 660 potential picks for each phase, 20 had to
be discarded as they correspond with vertical component (instrument noise issue) for geophone
# 7. A total of 541 S phase and 329 P phase manual picks were successfully made. We observe
that the proposed hybrid workflow (AP2) shows good results at offsets higher than ~ 13 ms for P
phase and ~ 11 ms for S phase data. We also observe that the proposed algorithm is able to
resolve almost all S phase arrivals that could be manually picked within £ 25ms. However, we do
not observe the same with P phase arrivals for many instances where the algorithm failed to pick
due to lack of “preliminary” detections available for fitting. However, we do observe the results
to show an overall improvement in arrival detectability albeit with higher uncertainty. We also
note that there are many instances where manual picks couldn’t be made but the proposed
workflow is able to detect a potential phase arrival. This could be true for some instruments
(partial gather) as observed in Figure 12 or across the entire gather. Figure 15 shows a sample
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event where it is very hard to manually pick P phase onsets but the auto detection workflow is
able to identify a possible P phase arrival.

{ ==Primary Pick
First Break

Time (ms)

Figure 15: Subplot (a) shows a blowout with a possible event and subplot (b) shows the final
primary and secondary detections. The blue dotted inserts show possible P & S arrival as per
visual inspection but it is clear that manual picking is extremely hard due to very low signal-to-
noise ratio.

Conclusion

A robust event detection routine has been developed which utilizes expected moveout
characteristics for downhole sensor deployments to identify potential events from raw
microseismic datasets. The workflow also searches for secondary phases if possible to isolate
potential P and S phase energy arrivals in the data. Our tests on application with read
microseismic monitoring data from the Marcellus shows very high applicability and improved
detectability when compared with contemporary event detection algorithms in use. While we
have used a neural nets based hybrid autopicker to make the initial picks, the workflow allows
flexibility to use any other primary picking algorithms to make these initial pick estimates,
provided the picks are reasonably accurate. While the proposed workflow shows relatively high
immunity towards incoherent background noise, directional coherent noise artifacts can cause
significant misclassifications. In order to tide over this issue, we propose the use of this
microseismic event detection algorithm with a robust noise removal tool such as time-delay or
adaptive beamformer (Widrow and Sterns, 1985) which can remove coherent noise in a robust
manner before the actual detection routine is applied. Future work involves testing the efficacy
of such a modified workflow including adaptive noise filtering for downhole microseismic
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applications by studying the impact of the same on quality of identified microseismic source
parameters.
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Appendix H: Pressure Pulse Attenuation for Fracture Diagnostics

Summary and Accomplishments

The Pressure Pulse Attenuation (PPA) analysis of completion data from multiple wells as
indicated that a reasonably strong correlation seems to exist between observed
production through production log data and modeled fracture dimensions (lumped LxH
parameter) which seems intuitive.

An experimental code (WHAM-FD) utilizing finite difference solution has been designed
and developed (MATLAB) for analysis of pressure response data and has been
extensively tested on the two sets of data available in this project (WPX Energy Wootton
and Corbett wells). However, preliminary tests indicate that more elaborate models and
problem definitions may be required in order to fully consider other factors impacting
pressure attenuation response as observed from surface.

Motivation

“‘Water Hammer” pressure transients are generated when there is a sudden change in
flow conditions within the wellbore such as a pump shut in or failure. Classically; water
hammer, flow and pressure response data at the end of frac treatment has been used to
estimate entry friction. Also, Gary Holzhausen has looked into modeling of fluid transients
to characterize fracture dimensions, etc. However, methods devised for characterization
of single vertical completions requires extension to horizontal mile long laterals. This
requires the use of novel modeling/ analysis tools. With the pressure pulse attenuation
(PPA) analysis technique, we want to carry out real time fracture diagnostics with
commonly available pressure response data. Potentially redesign consecutive fracture
stages on the fly. Reduce our reliance on expensive production logs and conduct both
gualitative and quantitative modeling of production performance.

Introduction

While the advent of multi-stage hydraulic fracturing in long lateral completions has
revolutionized shale oil and gas production in the last decade or so, the process still lacks
a robust understanding as to what happens downhole within the wellbore and in the
formation during the treatment. Inter-stage isolation issues are well documented (Ugueto
et al., 2015) and understood to be highly undesirable. Figure 1 shows a ball retrieved
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from a stage which faced screen out. We can clearly observe extensive erosion of the
ball which invariably would have led to inter-stage isolation issues.

Figure 1: Eroded frac ball from one of the treatment stages from Wootton test pad (well 10H)
indicating potential for inter-stage isolation issues during the treatment.

In addition, depending on the actual back pressure and completion design, we could have
fewer than desired number of perforations open at any point, thereby impacting stage
productivity. Another element of uncertainty is the presence or absence of fluid interaction
with opening of natural fractures and how to identify this phenomenon in real time. A lot
of research has been done in this regard (Potluri et al., 2005; Kresse and Weng, 2013]
but real time characterization still remains elusive for the industry. Natural fractures can
provide enhanced productivity of various frac stages but they can also provide conduits
for significant fluid loss into nonproductive zones and also divert fluid in previously
stimulated zones. There could be other issues contributing to poor stage production as
well; such as poor cementing and flow channeling.

Real time treatment and completion diagnostics can be very useful in understanding how
good or bad the completions are and whether there is any need for immediate or medium
term remediation. Diagnostic methods include well testing, net pressure analysis (fracture
modeling), techniques that employ open-hole & cased-hole logs, surface & downhole tilt
fracture mapping, microseismic fracture mapping, production data analysis, DAS or DTS,
image logging, tracers, etc. Not only can some of these methods be extremely complex,
time consuming and expensive; but some of them have not found wide acceptability within
the industry due to multitude of reasons. Moreover, there are not that many which can
provide meaningful diagnostic information and results in real time. Others have found that
methods applicable for vertical fractured wells may not work well with long horizontal
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completions. As an example, microseismic monitoring is used to identify issues with
completion including fluid or energy loss into previous treatments, or faults. However, the
methods used in microseismic data analysis suffer from significant uncertainty and
require extensive data workflows for analysis which invariably reduce its application to a
post-fact completion analysis tool, not to mention the high costs associated with the
method. What is sorely lacking are simple approaches to understanding completions
without resorting to expensive and elaborate data collection and processing. Therefore,
it is critical that any completion diagnosis and optimization workflow be fast enough to be
done in real time, accurate enough to be of practical use and, finally, be economical,
particularly in the current reality of low oil prices.

Based on our understanding of hydraulic fracture completion and its propagation, we
believe that any attempt to understand the process should ideally involve understanding
the effectiveness of the fracturing fluid to easily get through the wellbore and into the
formation. Moreover, how the perforations, the stimulated section of the wellbore and the
reservoir to be stimulated behave during treatment impacts this “effective penetrability” of
the fluid into that stage during completion. This paper is focused on a pressure pulse
attenuation modeling approach during the entire treatment based on an existing
methodology. This method provides direct indicators for inter-stage isolation issues as
well as completion quality. The modeled parameters can be used to carry out fracture
diagnostics during, and at the end of, the treatment and help optimize stimulations on the
fly. Finally, this approach is simple to incorporate, inexpensive in terms of resource
requirements and can be readily accommodated within the current state of the art.

Background and Proposed Methodology

“‘Water Hammer” pressure transients are generated when there is a sudden change in
flow conditions within the wellbore such as a pump shut in or failure, or sudden rate
fluctuations. Classically; water hammer flow and pressure response data at the end of
hydraulic fracturing treatment has been used to estimate entry friction. Also, Holzhausen
and Egan (1986) have looked into modeling of fluid transients to characterize fracture
dimensions, etc. However, these methods were devised for characterization of single
vertical completions and they require extension to be applicable to horizontal mile long
laterals. More recently (Mondal, 2010 and Carey, 2014) attempts have been made to
utilize these pressure transients to understand the created hydraulic fractures and other
aspects of completion. We propose to further develop this methodology by introducing
new modeling parameters and tying our results with observations in the field. With the
pressure pulse attenuation (PPA) analysis technique, we want to carry out real time
fracture diagnostics with commonly available pressure response data, potentially
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redesign fracture stages on the fly, reduce our reliance on expensive diagnostic tools and
provide both qualitative and quantitative understanding of completions.

Water hammer “pressure transient” is generated when there is a sudden change in flow
conditions within the wellbore such as a valve closure or pump failure. Figure 2 shows
how the water hammer response gets generated in a typical wellbore setting.

(a)
!

(b)

= e o) = .

Figure 2: Schematic shows how the change in flow within a wellbore from (a) steady state (constant
flow during pumping) to (b) unsteady state (pump closure) conditions creates a water hammer which
traverses from surface to the fractured zone.

Though water hammer phenomenon is observed when kinetic energy of a fluid is
converted to elastic energy; only rapid changes of flow velocity will produce this effect.
The inertia of fluid column prevents it from adjusting to the new situation. The fluid is
deformed and pressure transients accompany this deformation process. Their impact can
be diminished by providing surge protection devices which are typically chambers filled
with fluids (such as air) which can help dissipate this excess energy. As an analogy;
longer, more extensive and more complex fracture networks provide more open channels
and volume for energy from such pressure pulses to dissipate quickly. Therefore, in
pressure transient response data from hydraulic fracture treatments, we expect the water
hammer to dissipate much more quickly for stages with bigger and more complex
connected fracture networks. However, bigger connected volume for dissipation does not
necessarily mean increased productivity from that stage. This is because there are other
factors that can also create the same effect, such as lack of inter stage isolation (between
adjacent treatment stages) as observed with Figure 1 or communication with shared
(previously stimulated) or non-productive (local faulting) zones of the reservoir.

Before we introduce our model parameters for diagnostics, we highlight the mathematical
formulation used in solving the water hammer phenomenon. One of the most robust,
quick and routinely used techniques involves solving the equation of continuity and
equation of momentum using the “method of characteristics” for transient flow behavior.
A conceptual description of the ‘water hammer’ phenomenon and the derivation of the
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mathematical model as a hyperbolic partial differential equation can be found in many
sources, Larock et al. (1999). Here we present a brief description of the model and its
derivation.

The equation of continuity and equation of momentum are defined as:

VL I8P de £ »
5t pox  ®dx 2D
8V 6P
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Here x is the axial distance along the wellbore, z is the elevation at any point of the
wellbore, V is the mean flow velocity of the fluid, P is the pressure, a is the wave velocity,
p is the fluid density, f is the friction factor, D is the pipe diameter and g is the acceleration
due to gravity. In order to solve these sets of partial differential equations numerically, we
introduce a single ordinary differential equation using the Lagrange multiplier as:
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Now since we can apply chain rule for V, we get:
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By comparing the coefficients, the first term in equation 3 can be modified by letting:
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Similarly, we can apply chain rule for P to get:
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Again by comparing the coefficients, the second term in equation 3 can be modified by
letting

oI >
Q.
>
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In order to satisfy both these conditions (equations 5 & 7), we need A = +pa

Applying this condition to our solution, we get a fully differentiable form for equation 3 as:
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Now choosing the two possible solutions for A, we can obtain the two solutions as follows:
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Equations 9 & 10 are referred to as the C+ and the C- characteristic equations. Figure 3
shows the solution space and the straight line relationships on which these sets of
equations are valid.

t .
At A .p
At = pipe
0 ct L R c L X
d dx a
.d—: =a AL AL N
inlet outlet

Figure 3: Method of Characteristics solution space for a pipeline showing the straight line
relationships between t and x on which C+ and C- are valid and evaluated.

These equations form the basis for finite difference solution for the water hammer problem
which we have applied to our modeling. Since the nodal length for simulation is computed
based on the selected time step, the Courant—Friedrichs—Lewy criterion for convergence
(Courant et al., 1967) is always maintained unless the wellbore length becomes too short
(equivalent of travel length corresponding to single time step) or the time step used is too
large. For the boundary conditions, the upstream end (wellhead) is guided by the
observed flow at the surface from the completion data. For the downstream end (fracture
plug/ fractures), an analogous RC circuit is used which is based on what was originally
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suggested by Holzhausen (Holzhausen et al., 1988). The equivalent hydraulic equations
governing the resistivity and capacitance terms in the model are defined as follows.

1

AP = (%) Q=RQ (11)
dp

Q= Cd_t (12)

Here y is the fluid viscosity, | is the fracture length, k is the permeability and A is the c/s
area of the conduit through which fluid is flowing. The resistance term models the
combined effect of well perforation friction and flow resistance in the fracture itself. The
capacitance models the change in pressure due to fluid flux. By making some basic
assumptions regarding the fracture properties, easily solvable linear relationships can be
obtained for the resistive (R) & capacitive (C) terms as suggested by Holzhausen and
Egan (1986):
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It is important to note that the capacitive term is for simple penny shaped crack of radius
r and the resistive term is for fracture with maximum fracture half-width b and half height
h (Bird et al., 1960).

Based on the R & C parameters modeled, the corresponding fracture dimensions can be
evaluated. However, as discussed earlier, there is a possibility of fluid leak off taking place
during each water hammer cycle due to communication with natural fracture swarms,
previously stimulated zones, local faults and other fluid loss scenarios. In order to account
for such loss, we incorporate a flow and corresponding pressure bleed in the downstream
boundary and model this fluid loss parameter (FLF) through a fractional multiplier.

Q; = FLF X Q;_4 (15)

Here Q denotes the modeled flow at the downstream boundary and subscripts i and i-1
denote the time step. Based on this parameter as well as the modeled fracture volume
(Vr) from fracture dimensions, a “penetrability index” (Pl) is computed as:

PI = FLF *logV (16)
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Finally, we want to model the potential fluid/ pressure communication with the previous
(completed) stage due to frac ball erosion or ball falling off its seat for other reasons. This
is done by comparing the modeled pressure transient and the actual pressure data
frequency and identifying the difference between the two as a fraction of stage length.

Model Length — Actual Length
LOF = 17)
Stage Length

In order to search for optimal model parameters such that the modeled pressure transient
response matches with the actual data, an evolutionary search algorithm is used. We use
a genetic algorithm (GA) which mimics the theory of evolution by natural selection wherein
the less fit individuals from each generation are selectively eliminated before a new
generation is created. This selection is an iterative process where an objective function
is used to evaluate the fitness of each individual in the population and new generations
are obtained by probabilistically selecting fitter individuals from current generation. The
fitness function (W) is a weighted summation of individual functions relating to minimizing
the error based on the misfit between data and model. These functions are defined as

follows:
1 t+w t+w
2 = |5 XW{X Pm—EPO} (18)
t—-w t—-w
0 = {#extrema,, — #extrema,}* (19)
end
p = Z ®(1)° (20)

Here t is the time of evaluation, w is the smoothening window length to tackle high
frequency fluctuations, Pm is the modeled pressure response, Po is the observed pressure
response and “# extrema” define the number of troughs and crests observed in the water
hammer response. A more robust fitness criterion may also be used as shared under
“Field Application” section. In addition to the defined optimization criteria, other hard
constraints can also be added to make the search algorithm more robust and responsive.
As an example, these could include maximum and minimum pressure observed over
modeling time window. Some members of the parent population are also subjected to
genetic operators such as cross-over and mutation to generate new offspring. In short,
the fitness function used tries to identify the best possible model fit through repetitive
perturbation of selected optimization variables (R, C, FLF) provided the error in mismatch
is reduced but at the same time, model parameters are more heavily weighted through
higher scoring of the individuals. A probability measure is used to decide on the
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percentage of individuals from parent population that will be copied (while the rest
undergo cross-over). This probabilistic selection is implemented through a rank selection
process where the probability of selection of individual is inversely proportional to its
position in the sorted population list based on fitness. Once selection is made of the
candidates for crossover, the operation involves a random subpart from the parent pair
being swapped to generate two offspring pairs. A uniform crossover technique is used for
this study. Finally, a relatively small portion of the offspring population is chosen at
random and a randomly chosen bit is flipped in the selected population set to generate a
mutated offspring. In order to reduce crowding effects (where similar individuals crowd a
population set), fitness sharing strategy is implemented which rescales the evaluated
fithness based on the number of similar individuals in a population. Figure 4 shows the
optimization workflow used for PPA modeling as described.

Read required parameters (steady
state pressure prior to shut-inj final
flow rate prior to shut-in; stage
dependent welthore length;
borehole parameters; pump

Select data range
(Postinjection showing
transient response

characteristic function; etc.)
Optimal fracture
dimension and modeled |
feok o ""“"'::"‘ NEsre Model based on specified
. = parameters and optimally
search for best fit b/w real
cost(x) w Amodelypyy = 4018 00s) and modeled data
or cost(x) = Almodely o = 0000, 00 00)
Evolutionary ]

CTTRITIED >

Search Search space: *LHR & ¥8PR

e sasaad

“Lergthy Heght fatio, ! Bypass Rate

Figure 4: Optimization workflow used for water hammer modeling.

Before examples with application to real datasets, we present results of application of
modeling approach to an artificial flow modulation scenario. In this scenario, randomly
selected wellbore model and fluid properties are defined and the flow is dropped over a
short period (0.33 seconds) from a steady flow rate (50 bpm) to zero. The baseline
wellbore length is modeled for 10000 feet and a 5” P-110 grade #21 pipe is selected for
the wellbore. For a time step of 0.01 seconds, we have 246 nodes with each nodal span
covering ~40 feet. The fluid is assumed to be water at standard temperature and pressure
conditions and the flow is assumed to be turbulent with a Reynolds Number of ~5000.
The pressure modeling results for some variations in modeling parameters are shown in
Figure 5.
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Figure 5: Synthetic runs indicating pressure response under different modeling conditions.

As can be observed from the results, loss of fluid into formation leads to rapid signal
attenuation in time as well as significant loss of energy released with the water hammer
from the wellbore into the formation. Moreover, we also observe differences in signal
frequency when we modify the length of the system through which the signal traverses
by removing the inter stage isolation with the previous stage which adds around 300 feet
of additional wellbore section.

From synthetic modeling results, it is clear that with careful selection of parameters, we
can identify potential inter-stage isolation issues by comparing synthetic and actual data
(wavelength) and inverting the relevant model parameters. Also, the pressure response
and its development over time indicate the potential to model fluid loss in addition to
fracture parameters which can allow for evaluation of how good or bad the completion
was using penetrability index (Eq. 16).

Field Application

The proposed pressure pulse attenuation analysis methodology was applied to data
acquired from two shale gas wells located in the Marcellus play. These experimental wells
were part of the “Advanced Hydraulic Fracturing” Project and were part of this study due
to the availability of post completion production log data and relatively high resolution
completion data (sampling rate of 1/3 second). The exact wellbore properties were
incorporated in the study based on available completion data for the respective wells. The
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wellbore length used for comparison was from the surface to the isolation plug. The fluid
properties used for modeling were estimates using the average borehole temperature.
Figure 6 shows an example of model results when applied to a randomly selected stage
from both wells under study. The model was applied to data close to the shut-in post
proppant injection phase and they show good match between the actual pressure data
and the modeled results.
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Figure 6: Subplots (a), (b) and (c) show modeling results for a stage from well # 1 and subplots (d), (e)
and (f) show modeling results for a stage from well # 2. Subplots (a) and (d) show the model and
actual pressure data close to shut-in for a particular set of modeled parameters. Subplots (b) and (e)
show the corresponding modeled flow. Subplots (c) and (f) show cross-plots of actual and modeled
data (red dots), the best fit (green curve) and the 1:1 plot (blue curve).

The modeled flow was computed by setting the surface flow as equal to the observed
flow from completion data. However, propagation effects do creep into the modeled flow
as can be observed from Figure 6 (b) and (e). Also, higher weighted multiplier is assigned
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to data close to beginning of the evaluation window and lower weighted multiplier to data
from late period during optimized search. This is because the effect of the PPA on the
system is not accounted for once the unsteady