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ABSTRACT

Gas in tight sand and shale exists in underground reservoirs with microdarcy (μD) or even nanodarcy permeability ranges; these reservoirs are characterized by small pore throats and crack-like interconnections between pores. The size of the pore throats in shale may differ from the size of the saturating fluid molecules by only slightly more than one order of magnitude. The physics of fluid flow in these rocks, with measured permeability in the nanodarcy range, is poorly understood. Knowing the fluid flow behavior in the nano-range channels is of major importance for stimulation design, gas production optimization and calculations of the relative permeability of gas in tight sand and shale gas systems. The project targets on improving the understanding of the flow behavior of natural gas and introduced fluids (water, surfactant solutions and polymers) in nano-darcy range of tight sand and shale formations by using advanced single-molecule imaging system combined with nano-fluidic chips and pore-scale numerical simulation techniques. This report describes our second year's effort for the three-year RPSEA funded research project.

The first batch of nanofluidic chips with 100 nm channels fabricated in the first project year have been successfully used to run multiphase flow experiments. In addition, a new batch of nanofluidic chips has been fabricated to further the progression of experiments. The new chips have a range of characteristic pore sizes from 30 nm to 500 nm, making it possible to systematically study the effect of pore size on flow and transport properties. A lab-on-chip approach for direct visualization of the fluid flow behavior in nanochannels was developed using an advanced single-molecule imaging system combined with a nano-fluidic chip. Two phase flow behavior in nanochannels was investigated and displacement of two-phase flow in 100 nm depth channels was characterized. On numerical modeling, programs for the simulation of heat and solute transfer in porous media made up by sphere packings have been developed. The tortuosities of two dimensional random porous media models, which have been used in the experiments, have been calculated. These methods are currently being implemented to the established three-dimensional parallelized pore-scale simulation framework. Finally, to extend the capability of the pore-scale simulation to the slip flow regime, a preliminary work has been conducted to obtain the analytical solutions and the results are included in this annual report.
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EXECUTIVE SUMMARY

This project focuses on clarifying the flow behavior of natural gas and introduced fluids (water, surfactant solutions and polymers) in micro-fractures and nano-sized pores of tight sand and shale formations by using an advanced single-molecule imaging system combined with nano-fluidic chips and pore-scale numerical simulation techniques. This report describes our second year’s effort for the three-year RPSEA funded research project.

NanoFluidic chips construction. The first batch of nanofluidic chips with 100 nm channels fabricated in the first year have been successfully used to run multiphase flow experiments. A new batch of nanofluidic chips has been fabricated to further the progression of experiments. The new chips have a range of characteristic pore sizes from 30 nm to 500 nm, making it possible to systematically study the effect of pore size on flow and transport properties. Microfluidic chips were used to conduct water flooding and surfactant flooding experiments on chips with random pore size distributions and/or vugs, and the effect of pore structure on displacement efficiency was characterized.

Development of optic imaging method for single and two-phase pressure driven flows in nanochannels. A novel lab-on-chip approach for direct visualization of the fluid flow behavior in nanochannels was developed using an advanced single-molecule imaging system combined with a nano-fluidic chip. Experiments of single and two phase flow in nanochannels with 100 nm depth were conducted. The linearity correlation between flow rate and pressure drop in nanochannels was obtained and fit closely into the Poiseuille’s Law. Meanwhile, three different flow patterns, single, annular, and stratified, were observed from two phase flow in nanochannels experiments and their special features were described. A two-phase flow regime map for nanochannels was presented.

Gas/liquid fluid flow behavior in the nanochannels. Displacements of two-phase flow in 100 nm depth channels were characterized. Specifically, the two-phase gas slippage effect was investigated. Under experimental conditions, the gas slippage factor increased as the water saturation increased. The two-phase flow mechanism in nanochannels was proposed and proved by the flow pattern images. The results are crucial for permeability measurement and gas slippage factor determination for unconventional shale gas systems with nano-scale pores.

The Flow Behavior of Friction Reducer in Microchannels during Slickwater Fracturing. Friction reducer (FR) is the primary component of hydraulic fracturing fluid. It can decrease the flowing friction in the tubing of wellbore. Lab tests and field applications have addressed this issue thoroughly. However, the flow characteristics of this solution in microfractures are not clear. We studied the
flow behavior of the solution through capillary tubes with different diameters. The effects of solution concentrations, capillary tube diameter and wettability on injection pressure were investigated in details. Finally, the experimental results were compared with field data, and the impact of friction reducer on the shale gas formation damage was analyzed.

**Pore-scale Numerical Simulation.** We wrote tracer-based algorithms for heat and mass transfer in random geometries made up by spheres. We also calculated the tortuosity of two-dimensional random porous media models made up by channels using lattice-Boltzmann-based methods. These methods are currently being implemented to the established three-dimensional parallelized lattice Boltzmann framework. Finally, to extend the capability of the lattice Boltzmann to the slip flow regime, a preliminary work has been conducted to obtain the analytical solutions and the results are included in this annual report.
1. NanoFluidic chips construction

**Summary:** The objective of this work is to fabricate nanofluidic chips to enable study of multiphase flow on a length scale more relevant to the size of pores in tight sand and shale formations. We successfully fabricated microfluidic and nanofluidic networks using PDMS, silicon, and quartz. The first batch of nanofluidic chips with 100 nm channels fabricated in the first project year have been successfully used to conduct multiphase flow experiments. Another batch of nanofluidic chips was fabricated to further the progression of experiments. The new chips have a range of characteristic pore sizes from 30 nm to 500 nm, making it possible to systematically study the effect of pore size on flow and transport properties. On microfluidic chips, we conducted water flooding and surfactant flooding experiments on chips with random pore size distributions and/or vugs, and the effect of pore structure on displacement efficiency was characterized.

1.1 Nanofluidic Chips

New batches of nanofluidic devices with a series of parallel channels (100 nm × 5 μm) were fabricated and used to visualize two-phase flow. These devices consist of relief patterns etched in silicon and a transparent glass top [1]. More recent efforts have focused on the fabrication of nanofluidic channels with more complex and varying geometries (Figure 1-1). First, a series of devices were fabricated in order to determine the effect of channel depth on fluid displacement. In that, a set of parallel channels were fabricated with depths of 50 nm to 500 nm and a constant depth-to-width aspect ratio of 1:50. Second, random porous media analogs were created based Voronoi tessellation with two different depth-to-width aspect ratios (1:10 and 1:100) while maintaining the same channel width of 3 μm.

Fabrication procedures are described briefly here. Micro- and nanochannels of the nanofluidic chip were formed in double side polished silicon wafers (thickness ~500 μm) with two-step reactive ion etching. The positive tone photoresist S1818 was used as the etch mask with the adhesion promoter P-20 for both reactive ion etching steps. First, nanochannels with different dimensions were defined by shallow reactive ion etching, in which plasma was generated by the flow of C4H8 (60 sccm), SF6 (25 sccm), and Ar (2 sccm), with ICP and RF powers of 1200W and 30W, respectively. Etching depth was accurately controlled by etching time based on the etching rate of silicon (160 nm/min). Less than 5 nm variance was observed for the silicon etching of up to depths of 500 nm. Next, two microchannels were defined on both sides of nanochannels using Bosch deep reactive ion etching procedure. Each loop had separate etching (SF6 120 sccm for 5 sec) and deposition (C4F8 140 sccm for 6 sec) steps. The microchannels had cross-section dimensions of 10μm × 10 μm. Finally, the inlet and outlet holes were formed at the four ends of the two microchannels by a front side Bosch deep reactive etching through the wafer. Thicker photoresist SPR220 7.0 was used as the etch mask for Bosch deep reactive ion etching. The observed selectivity between the etch mask and silicon was ~0.013. Around 5 nm
thick oxide was deposited by atomic layer deposition method onto a chip (of 40mm × 24mm × 0.5mm) to provide a uniform surface energy across the entire channel perimeter. The micro- and nanochannel side of each chip was annodically bonded (330 °C, 1 kV, 1 hr) to a Pyrex coverslip (Pyrex 7740). Before bonding, both silicon and Pyrex substrate were cleaned in Piranha Solution (H$_2$SO$_4$:H$_2$O$_2$ = 4:1) for 15 min.

These chips are currently being fit with Nanoport Assemblies (N-124S, Upchurch Scientific) by thermally curable epoxy. Assembled chips will be used to conduct single-phase and multi-phase flow experiments in the third year of the project.

![Figure 1-1: Electron micrographs of silicon parts after forming micro- and nanochannels by two-steps of reactive ion etching.](image)

(a) - (b) 21 rectangular nanochannel array with 5 μm width, 100 nm depth, and 200 μm length. The distance between adjacent channels is 10 μm. (c) –(d) nanoscale random porous media analog based on Voronoi tessellation; ~300 grains in 400 × 600 μm$^2$, 19% porosity, 3 μm width, and 300 nm depth.

### 1.2 Microfluidic Experiments on Water-Oil Multiphase Flows

Nanofluidic chips allow us to conduct experiments on a length scale that is directly relevant to the size of the nanopores. Microfluidic experiments, on the other hand, can help us establish multiphase flow characteristics on the micrometer level without nanoscale effects. These “conventional” data, when compared to the “unconventional”
data obtained from the nanofluidic chips, can help us understand the difference made by the length scale.

We conducted a large set of water flooding and surfactant flooding experiments in poly-dimethylsiloxane (PDMS) microfluidic porous media analogs. These analogs have identical porosity (19%) and the permeability is from 130 to 220 md (Table 1-1). The analogs feature 11 types of geometries, as shown in Figure 1-2.

Table 1-1: Permeability of the microfluidic chips.

<table>
<thead>
<tr>
<th>Chip Name</th>
<th>U</th>
<th>D</th>
<th>V</th>
<th>H</th>
<th>HV</th>
<th>S</th>
<th>SV</th>
<th>Dia</th>
<th>DiaV</th>
<th>T</th>
<th>TV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k ) (md)</td>
<td>190</td>
<td>170</td>
<td>150</td>
<td>190</td>
<td>185</td>
<td>215</td>
<td>161</td>
<td>270</td>
<td>190</td>
<td>220</td>
<td>150</td>
</tr>
<tr>
<td>Sim. (md)</td>
<td>202</td>
<td>192</td>
<td>220</td>
<td>231</td>
<td>149</td>
<td>237</td>
<td>162</td>
<td>237</td>
<td>152</td>
<td>234</td>
<td>208</td>
</tr>
</tbody>
</table>

Note: The first row is experimental data and the second row is from simulation. The chip names (U-TV) follow the caption of Figure 1-2. U: Uniform channel size; D: Channel size distribution; V: Vugs; H: Hexagons; HV: Hexagons with vugs; S: Squares; SV: Squares with vugs; Dia: Diamonds; DiaV: Diamonds with vugs; T: Triangles; TV: Triangles with vugs.

With these geometries, we tested the effect of the following geometric features on the efficiency of water-oil displacement:
- Coordination number
- Pore (channel) size distribution
- Vugs

The microfluidic models are all hydrophobic (water-PDMS-oil contact angle = 120°) and thus the water flooding experiment is a simulation of the drainage process. The fluids used in these experiments are listed in Table 1-2.

Water flooding tests and surfactant flooding tests were conducted with a constant 5 psia pressure differential between the inlet and the outlet. The resultant capillary numbers, calculated based on the average speed of the front between the start and the breakthrough, were about 2~4 \((\times 10^{-6})\) for water flooding, and 5~8 \((\times 10^{-5})\) for surfactant flooding. At the beginning of the experiments, the chips were saturated with water (with 1.5% wt. NaCl). Then, oil was injected to displace water away from the porous media models. After the irreducible water saturations were established, water (with and without surfactant) was injected again to displace oil to simulate water flooding and surfactant flooding. Displacement efficiency was evaluated using the fraction of oil produced from the models.
Figure 1-2: Eight of the eleven pore geometries studied for water flooding and surfactant flooding are presented here. The first row (a) does not contain large pores (vugs). U: randomly connected channels of uniform width (6µm); H: channels (6µm) arranged in hexagonal patterns; Dia: channels (6µm) arranged in diamond patterns; T: channels (6µm) arranged in triangular patterns. The second row (b) contains large vugs. UT: randomly connected channels (8µm) with vugs; HV, DiaV, TV: channels (6µm) arranged in hexagonal, diamond, and triangular patterns with vugs. The three patterns not included in this figure are: square (S), square with vugs (SV), and randomly connected channels with a Gaussian channel size distribution (D: 4-8 µm). CN stands for the coordination number of the geometries.

Table 1-2: Fluids used in the drainage experiments and their properties.

<table>
<thead>
<tr>
<th>Fluids</th>
<th>Density g/cc</th>
<th>Viscosity cP</th>
<th>IFT dynes/cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DI water</td>
<td>1</td>
<td>0.89</td>
<td>Not Measured</td>
</tr>
<tr>
<td>Brine with Food dye</td>
<td>1.006</td>
<td>0.94</td>
<td>28.37</td>
</tr>
<tr>
<td>(NaCl:1.5 wt%, Food dye: 1.0 wt%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brine with Food dye and EA</td>
<td>1.007</td>
<td>1.13</td>
<td>3.57</td>
</tr>
<tr>
<td>(NaCl:1.5 wt%, Food dye:1.0 wt%, EA:0.5 wt%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mineral Oil</td>
<td>0.848</td>
<td>42.46</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Figure 1-3 shows that the presence of pore (channel) size distribution and the presence of vugs both reduces the displacement efficiency (D vs. U and V vs. U), in agreement with the common notion that pore-scale heterogeneity would reduce the displacement efficiency. Surfactant flooding, in all cases, had increased the recovery of oil by reducing the interfacial tension. This is exemplified in Figure 1-4. The effect of surfactant in vuggy geometries, however, is not as significant as in non-vuggy geometries. Finally, among the eleven geometries tested, it appears that the increase in the coordination number leads to a decrease in the recovery (Figure 1-5).
Figure 1-3: Water flooding coverage at the points of breakthrough.
Figure 1-4: Displacement efficiency in chip D (water flooding – first row; surfactant flooding – second row) and in chip V (water flooding – third row; surfactant flooding – fourth row).

Figure 1-5: Recovery factor at of chips U~TV at points of break-through.

Surfactant (gray bars) has clearly improved recovery over water flood (black bars) in all cases.
1.3 Conclusions and Future Work

The objective of this work is to develop microfluidic and nanofluidic porous media analogs to perform multiphase flow testing on the micrometer and nanometer level, respectively. To this end, we have successfully demonstrated that the feasibility of the approach, the benefit of direct observations, the ability to control porous media properties and to make quantitative measurements on fluid saturations.
2. Nano-fluidic chip experiments to understand fluid flow in nano-scale pore spaces and cracks

Part I. Development of optic imaging method for single and two-phase pressure driven flows in nanochannels

2.1 Introduction

Over the past decade, the field of microfluidics and nanofluidics has attracted significant research effort with the rapid development of micro/nano-devices fabrication technologies and fluid manipulation systems. Lab-on-a-Chip devices (LOC) and related research have wide range applications and availabilities in fields of biomedical [2, 3], chemical synthesis [4], chemical engineering [5], and petroleum refinery [6]. The understanding of fluid flow behavior is crucial for fundamental study, as well as new technique development and applications.

Three types of actuation principles are commonly applied in microfluidic devices: capillary pumping, mechanical pumping, and non-mechanical pumping, such as electro-osmotic flow (EOF). Among these methods, pressure driven by using a mechanical pump is more often used to study the fluid flow behavior in petroleum engineering.

Pressure driven flow in millimeter and micrometer channels has been well studied and different models have been developed [7-12]. Serizawa et al. [13] carried out visualized investigations on air-water two-phase flow in circular tubes with 20, 25, and 100 μm of inner diameter (i.d.) and steam-water flow in a 50 μm i.d. circular tube, with the velocities covering a range \( J_l = 0.003–17.52 \) m/s and \( J_g = 0.0012–295.3 \) m/s. Some distinctive flow patterns were identified in both air–water and steam–water systems. It has been demonstrated that two-phase flow patterns are sensitive to the surface conditions of the inner wall of the test tube. The comparison of the two-phase flow pattern map with the Mandhane’s correlation showed that general trends in microchannels follow the Mandhane’s prediction [14]. As the channel dimension decreases, it was found that the properties of fluid flow in sub-micron and nanochannels are not only related to the local shear rate but also dependent on the channel dimensions [10, 15-17]. Travis et al. [15] reported that the classical Navier–Stokes behavior was approached for the channel width of about 10 folds the molecular diameters.

When the dimensions of channels decrease to nano-scale, there are limited studies of single and two phase pressure driven flow due to some major technical challenges. First, the traditional mechanical pumping method is hard to apply to nanofluidic experiments due to the large hydrodynamic resistance and the ultra-small volume of nanochannels. It is very challenging to retain stable pressure and flow rate through the nanochannels by direct pumping. Therefore, an indirect
injection method has been developed and used [10, 18]. The other challenge for the nanofluidic study is the measurement of fluid velocity/flow rate. The optic imaging method is commonly used for single and multi-phase flow rate measurements, since the images can provide real time velocities/flow rates and other important information, such as flow profile, residual layer thickness, and so on. To overcome the lack of sensitivity under small scales, most optic imaging methods use fluorescent tracers, either fluorescent particles or fluorescent molecules [19-21]. Compared to particle imaging velocimetry (PIV), the molecules based method – molecular tagging velocimetry (MTV) [10] is much less intrusive and more suitable for the ultra-small scales of nanochannels due to the much smaller size of molecules compared to particles. Generally the displacement of the tagged region is measured and the velocity profile is determined. Cuenca et al. [10, 18] developed an approach to determine the velocity by measuring the displacement of a fluorescence photo-bleaching line, which is relatively good below the micron scale. For those methods, a complex optical system has to be constructed and aligned in order to perform accurate measurement.

In this study, a novel and comprehensive lab-on-a-chip approach was developed to investigate single/two-phase flow behavior in nanochannels. A concentration dependent fluorescence signal change correlation method has been developed for flow rate determination in LOC devices. The single and two phase flow behaviors in nanochannels were investigated by using these nanofluidic chips. The single phase flow rate versus the pressure drop across the nanochannels was first investigated, and the velocity and channel geometry effects on the two-phase flow patterns were then evaluated. The flow patterns and flow regime map in nanochannels were reported.

2.2 Experimental methods

2.2.1 Materials

High purity nitrogen gas was used as the gas phase. Ultra-pure water was served as the liquid phase and it was pre-filtered with a 0.22 μm pore size Nylon filter before using. Alexa488 (100 mg/L) was purchased from Microprobe and used as the fluorescent dye in the liquid phase.

2.2.2 Micro-/Nano-model preparation

The schematic of nanofluidic chip is shown in Figure 2-1. In order to control the pressure difference across the nanochannels, two microchannels for fluid injection were connected to the nanochannels. The lengths of the microchannels are equal in order to balance the pressure drops. T-shaped junctions were used to connect nanochannels with microchannels to avoid direct injection which may increase the
chance of nanochannel clogging. A total of 100 parallel nanochannels were built between the microchannels to reduce the large hydrodynamic resistance. In order to maintain clean surface conditions, the whole nanofluidic chip was rinsed by lab reagent water, methanol and dried by nitrogen gas prior to use.

2.2.3 Experimental setup

Pressure-driven flow was established in the nanochannels by controlling the pressure difference between the two microchannels using the method developed in previous publications [10, 18]. The experimental setup, including the pressure control system, is shown in Figure 2-1. For the single phase flow, pressures $P_1$ and $P_2$ were controlled and applied to microchannels 1 and 2 by pressure regulators. Since the hydrodynamic resistance in the nanochannels is much higher than that in the microchannels, most of the injected fluids went through the microchannels. Thus, the contribution of flow in the nanochannels compared to that in the microchannels is negligible and a stable pressure gradient and flow rate can be achieved in the microchannels. For a single nanochannel $i$, if its end pressures are named as $P_{i1}$ and $P_{i2}$, the distance from the inlet to this nanochannel is $L_i$ and the total length of each microchannel is $L$, the pressure drop $\Delta p_i$ will be equal to $\Delta p_i = \frac{(P_{i1} - P_{i2})(L - L_i)}{L}$. Since the space of nanochannels array is very small (< 1 mm) compared to the length of the microchannel (45 mm), and the nanochannel array connects to the center of the microchannel, the pressure difference across the nanochannels is nearly identical. Since $L_i \approx \frac{1}{2} L$, the pressure drop across the nanochannel array can be defined as: $\Delta p_i = \frac{P_{i1} - P_{i2}}{2}$.

For the two phase flow in nanochannels, there are no well-developed methods for the pressure control and velocity measurement. Therefore, the velocities of two phases were measured indirectly, by controlling the pressures in the two microchannels which, in turn, determine the pressure drop across the nanochannels. Gas and liquid phase were premixed and inlet pressure of the mixer was controlled by the pressure regulator. The average liquid flow rate was determined by the method used for single phase flow, which will be introduced in the results and discussion section. The flow rate of gas phase was determined by measuring the size of the formed gas bubbles in microchannel 2, which served as batch collector. Then the average velocities of gas and liquid phases in the nanochannels were calculated based on the flow rate divided by the volume of the nanochannel.
Figure 2-1: Fluid transport system and schematic of the nanofluidic chip.

Solid lines are for liquid transportation and the dotted line is for gas transportation in two-phase flow experiments. P₁ is inlet pressure on microchannel 1, P₂ is inlet pressure on microchannel 2; P₀ is outlet pressure for both microchannels; P₁ and P₂ are the end pressures of the selected nanochannel; L is the total length of each microchannel, Lᵢ is the distance from the microchannel inlet to connection of the selected nanochannel.

2.3 Results and discussion

2.3.1 Flow rate determination and single phase flow in nanochannels

Unlike two phase flow, no interface can be used to monitor flow rate for single-phase flow. Thus, it is not possible to determine flow rate by tracking the interface. As discussed in the Introduction, μPIV (particle imaging velocimetry) is also not viable due to the small size of the channels. MTV (molecular tagging velocimetry) and newly developed photo-bleaching velocimetry [18, 19] are commonly considered to be suitable for the velocity measurement in nanochannels. However, there are still some limitations such as poor imaging signals and complex optic arrangement. Thus, we developed a novel method to determine the flow rate in nanochannels by measuring the concentration dependent fluorescence signal change based on the Beer Lambert’s law. The principle of Beer Lambert’s law has been widely used in the spectroscopic photo-detector such as UV/Vis detector to measure the concentration of organic compounds. Based on Beer Lambert’s law, the fluorescence concentration detector has been developed and used in microfluidic devices [22]. The equation of Beer Lambert’s law is given as:
\[ e^{dc} = \ln \frac{P_0}{P_T} \]  

(2.1)

Where \( P_0 \) is the intensity/power of the incident light, \( P_T \) is the intensity/power of the transmitted light, \( l \) is the length of light path, \( c \) is the concentration of the fluorescence dye and \( \varepsilon \) is the molar absorption coefficient under wavelength \( \lambda \). The absorbed light intensity, \( P_A \), could be expressed as:

\[ P_A = P_0 - P_T = P_0 (1 - e^{-dc}) \]  

(2.2)

The emitted fluorescence light power (\( P_F \)) will be proportional to absorbed light intensity and quantum yield of fluorescence dye (\( \phi \)):

\[ P_F \propto \phi \cdot P_A \propto \phi \cdot P_0 (1 - e^{-dc}) \]  

(2.3)

By simplifying the equation:

\[ P_F = k'(1 - e^{-dc}) \]  

(2.4)

Where \( k' \) is a lumped parameter that depends on input power, quantum yield of the fluorescence dye and the collection efficiency of the optic system.

Since the intensity of the emitted light is measured by an optical detector (camera), the responses of the camera and the background signals also need to be taken into consideration. The response of the ICCD camera is generally determined by the photocathode material used in the Image Intensifier and it is wavelength dependent. Since the same fluorescence dye is used, the responsiveness is considered to be a fixed number. The background signal is defined as the signal without addition of fluorescence dye, which is generally caused by the dark current of the optic detector or the light leaking in the optical system [22]. Both of them are related to the input power of the excitation light. In order to reduce the effect of background noise, input power is set to a fixed number and the background intensity is measured as \( I_B \). Thus, the normalized signal intensity in the optical detector which contributed by the emitted light is calculated as:

\[ I_{(c)} = I_s - I_B \]  

(2.5)

Where \( I_{(c)} \) is the normalized signal intensity contributed from the emitted fluorescence light, \( I_s \) is the collected signal intensity, and \( I_B \) is the measured background intensity.

The normalized fluorescence signal as a function of dye concentration ranging from
$10^{-9}$ mole/L to $10^{-5}$ mole/L was measured and the results are shown in Figure 2-2. The molar concentrations of fluorescence dye are on the X-axis and the intensity of fluorescence signals (signal-background)/background are on the Y-axis. Figure 2-2(a) shows the entire tested fluorescence concentration range and Figure 2-2(b) shows the enlarged part of the Figure 2-2(a) where the concentrations of fluorescence dye is in the range from $10^{-8}$ mole/L to $10^{-6}$ mole/L. It was found that experimental results fit very well into theoretical calculations in the concentration range from $10^{-8}$ mole/L to $10^{-6}$ mole/L. Deviation is observed when the concentration is above $10^{-6}$ mole/L, which indicates the decrease of quantum yield caused by aggregation of dye molecules or a self-quenching effect [23, 24]. Thus, the concentration of fluorescence dye we used was below $10^{-6}$ mole/L to guarantee the accuracy of the method.

![Figure 2-2: Comparisons between experimental results and theoretical results of intensity changes with different fluorescence dye concentration.](image)

(a) Entire range of fluorescence signal intensity change vs. fluorescence dye concentrations; (b) Enlarged figure of fluorescence signal intensity change vs. fluorescence dye concentrations at a low concentration range ($10^{-8}$ mole/L to $10^{-6}$ mole/L).

Referring to Figure 2-1, stable pressure driven flow was established and microchannel 1 served as the inlet channel. Microchannel 2 served as the outlet and batch collector. One end of microchannel 2 was connected to a small capped vial. The concentration of fluorescence dye was maintained at $C_1$ in microchannel 1 while the initial concentration of dye in microchannel 2 was $C_2$ ($C_1 >> C_2$). As the solution in microchannel 1 flowed into microchannel 2 through the nanochannels, the concentration of dye in microchannel 2 would gradually increase to $C_2'$ after certain time, $t$. Therefore, the average volume flow rate in each single nanochannel could be obtained from:

$$q = \frac{V(C_2' - C_2)}{nt(C_1 - C_2)}$$  \hspace{1cm} (2.6)

Where $V$ is the volume of the microchannel, $n$ is the total number of nanochannels, $t$
is the time window between two measurements. Because the volume of the microchannel is much larger than the volume of nanochannels, all measurements were taken at least five minutes after the pressure was stable to ensure that the fluorescence signal in the microchannel 2 had a significant change. Since this method is based on the mass transportation of the fluorescence molecules, the effects of diffusion need to be considered. The diffusion coefficient of the fluorescence dye, Alexa 488, in aqueous solution, is 430 μm²/s at room temperature (25 °C) [40]. For a given residence time, the average diffusion distance of the fluorescence dye is:

\[ d = \sqrt{D \cdot t} \quad (2.7) \]

Where D is the diffusion coefficient of the molecule, t is the residence time. Under the experimental conditions, the residence time of the fluorescence dye in the nanochannels is very small (0.1-0.3 s). The average diffusion distance is calculated to be less than 10 μm, which is much smaller in comparison to the length of a nanochannel (200μm). Therefore, the contribution of the diffusion to mass transportation can be neglected.

By using this method, the rate of single phase pressure driven flow through 100 nm depth nanochannels under different pressures was measured and data is compared with theoretical results obtained from Poiseuille’s Law. The theoretical volumetric flow rate varies linearly with pressure, which is integrated from Hagen–Poiseuille’s equation [25]. The average volumetric flow rate (qₙ) in the nanochannel is given by:

\[ q_n = \frac{\Delta p \cdot h^3 w}{12l \cdot \eta} \quad (2.8) \]

Where \( \Delta p \), h, w, l, and \( \eta \) correspond to pressure drop, height of cross section, width of cross section, length of the nanochannel and viscosity of the fluid, respectively.
The red dots and curve in Figure 2-3 shows the theoretical line based on the integrated Hagen–Poiseuille’s equation, where a $1.0 \times 10^{-3}$ Ns/m$^2$ water viscosity was used since the experiments were conducted at a 20 °C. The black dots and curve show the experimental results. The experimental average volumetric flow rate was slightly lower than theoretical results. This phenomena is also reported in other publications [10, 17, 26], which they suggested that the property of solution, such as apparent viscosity, may change depending on the size of the channels. Another possible reason may be due to partial collapse of the channel cross sections. Since the aspect ratio of nanochannel is relatively big (w/h = 50), a small amount of buckling of the pyrex glass may have occurred while the pyrex and silicon wafers were being anodically bonded [18]. Thus, the effective area of the nanochannel cross section may be smaller than the calculated number, which will lead to the slower flow rate.

2.3.2 Two phase flow regime map in the nanochannels

In this section, experiments of nitrogen/water two phase flow in nanochannels were conducted and flow profile images are shown in Figure 2-4. Three types of flow profiles were observed in the nanochannels under experimental conditions. Some of them were also reported in millimeter and micrometer sized channels in previous publications [27, 28].

Based on the flow profile and velocities, a flow regime map was generated from a total of 49 experiments and is shown in Figure 2-5. The observed flow regimes corresponded to these ranges of gas and liquid velocities are: gas velocity ($J_g$) $0.005 \sim 0.02$ m/s and liquid velocity ($J_l$) $1.0 \times 10^{-5} \sim 9.4 \times 10^{-4}$ m/s, respectively.
Annular flow was observed when the gas velocity was relatively high (>0.0116 m/s) within the whole liquid velocity range. A continuous gas core occupied most of the channel while a liquid “film” with a thickness ranging from 0.9 to 1.6 µm formed at the side walls. Note that the thinnest dimension of the “film” was still in the direction perpendicular to the observer (100 nm), thus the “film” was in zones near the sides of the channel that are not swept by the gas. It was noticed that the thickness of liquid films decreased with increasing gas velocity. The hydrophilic inner wall determined the formation of liquid films. When the gas velocity was high enough, gas will penetrate through the liquid phase to form a gas core and the flow pattern will change from segmented flow to annular flow.
The stratified (wavy) flow pattern was found when both gas and liquid phases had relatively low velocities (gas velocity \( J_g \) < 0.0068 m/s and liquid velocity \( J_l \) < 0.00027 m/s). The interface between gas and liquid was not flat/smooth. At relatively low gas velocity \( J_g < 0.0094 \) m/s) and a relatively high liquid velocity \( J_l > 0.00031 \) m/s), an interesting pattern was observed - single phase flow pattern. Liquid occupied the entire cross-section while the gas phase was not found in the nanochannels. Overall slug flow and dispersed bubbly flow were not observed. Those two patterns are commonly observed when flow channels are in the millimeter and micrometer size ranges and in the case when liquid velocity is much higher than gas velocity. For slug flow, the gas slugs occupy most of the channel cross-section and are separated by the liquid plugs. When the liquid velocity increases, gas slugs and bubbles are deformed and scattered in the continuous liquid phase. The reasons that slug flow and bubbly flow were not observed in the nano-channels were due to geometry features, the small dimensions and the relatively high aspect ratio of the channel cross section \( w/h = 50 \). When confined to small dimensions, the rigidity of gas bubble is relatively high and gas bubbles will maintain the spherical shape to reduce surface tension. Thus, the cross-section of each nanochannel in our experiments is too wide for a gas bubble to occupy the entire cross-section. Also, at low injection pressure, since the inner wall of the nano-channels appeared to be hydrophilic, the liquid phase (water) can be spontaneously imbibed into the nanochannels whereas any gas motion must overcome the capillary forces. The nanochannels were liquid filled because the driving pressure was too low for the gas phase to enter the nanochannels.

Figure 2-4: Water/gas two phase flow patterns in nanochannels.

The Dark region in the channel is gas phase while the bright region in the channel is water. (a) stratified flow; (b) single phase flow; (c) annular flow.
It is noticed that both gas and liquid velocities were ultra-small in the experiments comparing to the flow regime results in conventional-sized channels which had sub-mm and mm inner diameters. Typically only one flow pattern is presented at such low velocities in conventional-sized channels and mostly is segmented flow (bubbly or slug). Serizawa et al. [13] reported that bubbly flow pattern observed while the $J_g$ ranging from 0.001 to 0.5 m/s and $J_L$ ranging from $10^{-4}$ to 0.1 m/s, which covers the experimental conditions in this work. However, the dimensions of channels in this work is much smaller ($5 \mu m \times 100 nm$) and the flow regimes were much more sensitive to the velocity difference between water and gas, in which three different flow patterns were observed. By comparing the flow regime maps between presented results and conventional-sized pipes, the presence of annular flow and stratified flow had partial agreement with the flow regime in larger channels [29-31], while bubble flow and slug flow were not observed in this work. Like we mentioned above, the high aspect ratio and small dimension of the channels significantly affect the formation of gas bubble and gas slug [13, 32].

Figure 2-5: Water/gas two phase flow regime map in nanochannels
2.4 Conclusions

A novel optical method for single and two phase flow in nanochannels was developed. Pressure drops in the nanochannels were controlled and stable pressure driven flows were achieved. Meanwhile, a concentration dependent fluorescence signal correlation method was developed to measure the volume flow rate in nanochannels. Single liquid phase and gas/liquid two phase pressure driven flows were performed in nanochannels. For the single liquid phase flow, linear correlations between flow rate and pressure drop were obtained which closely fit with theoretical values from Poiseuille’s Law. Gas/water two-phase flow were performed in nanochannels and flow patterns were characterized into three different types - single phase flow, stratified flow, and annular flow and their detailed features are described. A two-phase flow regime map was also constructed. It was found that the two-phase flow profiles in nanochannels are essentially different on several points from those of two-phase flows encountered in ordinary scale tubes and channels with mild cross-section aspect ratios. No segmented flow, bubbly flow or gas slug flow, was observed in nanochannels under the conditions where expected at more ordinary scales. The result will provide crucial information for the analysis of multi-phase flow in nanochannels.

Part II. Gas/liquid flow behavior in the nanochannels

2.5 Introduction

Compared with conventional gas reservoirs, shale gas reservoirs have very small pore sizes, in the range of 1 to 300 nanometers. Additionally, the matrix permeabilities of those unconventional gas reservoirs are in the microdarcy (μD) to nanodarcy (nD) range. Under such small diameters of the flow channels within the shale rock, it is necessary to consider the effects of the molecular interaction between the fluid and the flow channel walls. These effects can usually be ignored for flow in conventional reservoirs with much larger pore throats. Studying flow mechanisms such as slip flow and diffusive flow [33] become important in order to understand flow in shale gas reservoirs.

Extensive studies have been conducted on single-phase flow in tight sand and shale gas systems, and equations have been derived to measure the relative permeability of gas and to determine the single-phase gas slippage effect [33-35]. Swami and Clarkson [36] summarized and compared several methods for quantifying non-Darcy flow in unconventional gas reservoirs. Jones and Owens [37] conducted permeability measurements on over 100 samples from various tight shale plays and derived empirical relationships between the slippage factor and reference permeability. Javadvpiour [33, 34] introduced a new term, apparent permeability, to describe the complexity of gas flow in nanochannels, by incorporating both Knudsen diffusion and slippage effect. It was found that the ratio of apparent permeability to
Darcy permeability increases sharply as pore sizes decrease to smaller than 100 nm.

However, under real shale gas reservoir conditions, two phases (mostly water and gas) typically exist. It has been reported that in some ultra-low permeability shale gas reservoirs, water saturation could be much greater than that in conventional shale gas plays. The effects of remaining water saturation on the gas permeability/relative permeability and gas slippage still have not been investigated sufficiently. Several studies have reported that the gas slippage factor for two-phase flow is affected by relative permeability and water saturation [38-43]. Some of these researchers found that the two-phase gas slippage factor tends to decrease as water saturation increases. However, Li and Horne [39] reported contradictory results, finding that the two-phase gas slippage factor increased as water saturation increased. Thus, more research in this area is required.

For laboratory experiments, shale samples were used in most cases in order to represent the real pore structure and distribution in the reservoir. However, there are some limitations of using shale samples in laboratory experiments. For example, water saturation and saturation distribution are difficult to measure. Meanwhile, the lab-on-chip technique is becoming a suitable approach for investigating fluid flow in ultra-small pores. Nanofluidics and microfluidics have been used in different areas for both fundamental research and application. Some micromodels are being used to study multiphase flow under both saturated and unsaturated conditions. Furthermore, the lab-on-chip technique provides a means by which to directly visualize fluid flow behavior, such as the displacement of one fluid by another, because most micro/nanofluidic chips are made of transparent materials. Micromodels have also been used to simulate numerous porous media transport phenomena, including microorganism transport in unsaturated porous media [44], bacteria dispersion in bioremediation strategies [45], and enhanced oil recovery [46-48]. However, visualization studies of fluid flow in nanochannels are still lacking, especially for shale gas and tight gas.

In this work, water/gas two-phase displacements in 100 nm-deep channels were characterized, and the two-phase gas slippage effect was investigated by using the novel optic imaging system developed in the Part I.

2.6 Experimental method

2.6.1 Materials

High purity nitrogen gas was used as the gas phase. Ultra-pure water served as the liquid phase and was pre-filtered by a 0.22 μm pore size Nylon filter before using. Alexa 488 (100 mg/L) was purchased from Microprobe and used as the fluorescent dye in the liquid phase.

Because the primary objective of this study was to investigate the two-phase flow in
nanochannels, the nanochannel array served as the test section. It was considered a porous media consisting of 100 nanochannels. The isolated schematic of the test section is shown in Figure 2-6. The test section was 1500 µm in width and 10 µm in height; the length of the test section was equal to the length of each nanochannel, which was 200 µm. In the experiments, two microchannels were not considered as part of the test section and were used instead to introduce fluids and control the pressure drop.

![Diagram](image)

**Figure 2-6: Schematic of nanochannel array as the experimental test section**

### 2.6.2 Experimental procedure

Before every set of experiments, preliminary tests were conducted with the nanofluidic chip; no leakage was observed, and the flow was stable. The nanochip was cleaned by 0.1 mole/L HCl, methanol and deionized water prior to use. All experiments were conducted at room temperature.

Gas displacing water:

The nanochannels first were 100% saturated with water; then, nitrogen gas was pressure-injected into them to simulate the flow back. In order to calculate the intrinsic gas permeability at different water saturation levels, the apparent gas permeability was measured under different mean pressure $p_{mi}$ at the same remaining water saturations $S_{wki}$. Various remaining water saturations were obtained by applying different pressure drops ($\Delta p_i$) on the test section. The applied mean pressure was always smaller than the pressure drop used to obtain the given remaining water saturation ($p_{mi}\leq \Delta p_i$) and images were taken by the microscope to ensure that the water/gas ratio did not change after the experiments. The detailed procedure is discussed in the results section.

Water displacing gas:
For the water displacing gas experiments, the nanochannels were saturated with nitrogen gas. The gas phase was displaced by water at a constant pressure drop until a constant gas/water ratio was obtained. The total water flow rates were monitored.

2.7 Result and discussion

2.7.1 Theory

The gas slippage effect was first studied by Klinkenberg [49] and the Klinkenberg equation is expressed as follows:

\[ k_g = k_{ge} \left( 1 + \frac{4c\lambda}{r} \right) \]  \hspace{1cm} (2.9)

Where \( k_g \) is the apparent gas permeability at a mean pressure, \( p_m \); where \( p_m = \frac{p_i + p_o}{2} \); \( p_i \) and \( p_o \) are inlet and outlet pressure of the test section, respectively. \( k_{ge} \) is the intrinsic permeability of gas at infinite pressure, \( \lambda \) is the mean free path of gas molecule, \( r \) is the radius of the pore and \( c \) is a constant.

Klinkenberg deduces the Eq 2.9 to:

\[ k_g = k_{ge} \left( 1 + \frac{b}{p_m} \right) \]  \hspace{1cm} (2.10)

Where \( b \) is the gas slip factor, which is defined as:

\[ b = \frac{4c\lambda p_m}{r} = \frac{4c'}{r} \]  \hspace{1cm} (2.11)

Since the mean free path of the gas is inversely proportional to the mean pressure, \( p_m \), the factor \( c' \) would be a constant at a certain mean pressure. From Eq. 2.11, the gas slip factor is inversely proportional to the radius of the pore. Li et al [39] claimed that the slip factor increased with decreasing effective pore radius caused by saturated liquid.

According to Darcy's equation, in the gas/water two phase flow, the effective gas phase permeability is calculated as:

\[ k_g(S_w, p_m) = \frac{2q_g \mu_g L p_o}{A(p_i^2 - p_o^2)} = \frac{q_g \mu_g L}{A\Delta p} \frac{p_o}{p_m} \]  \hspace{1cm} (2.12)

Where \( k_g(S_w, p_m) \) is the effective gas phase permeability at a water saturation of \( S_w \).
and a mean pressure of \( p_m \). \( q_g \) and \( \mu_g \) are the flow rate and viscosity of the gas phase, respectively. \( p_i \) and \( p_o \) are the inlet and outlet pressures and \( p_m \) is the mean pressure. \( A \) and \( L \) are, respectively, the cross sectional area and length of the flow. \( \Delta p \) is the pressure drop between inlet and outlet. With consideration of gas slip effect, the intrinsic effective permeability of the gas phase, which is pressure-independent, is presented with the following equation:

\[
k_{ge}(S_w) = \frac{k_{ge}(S_w, p_m)}{(1 + \frac{b_{Sw}}{p_m})}
\]  

(2.13)

Where \( k_{ge}(S_w) \) is the intrinsic permeability of the gas phase and \( b_{Sw} \) is the gas slip factor for a water saturation of \( S_w \). For the low permeability unconventional shale gas reservoirs, since the gas slip effect may not be neglected, gas relative permeability can be computed by Eq. 2.13.

Based on the experimental conditions and geometry of the test section used in our work, the Knudsen number has been calculated. The Knudsen number is an important factor which predicts the flow regime:

\[
K_n = \frac{\lambda}{d}
\]  

(2.14)

Where \( d \) is the pore diameter and \( \lambda \) is the mean free path of the molecules, which is defined as:

\[
\lambda = \frac{\mu}{p_m} \sqrt{\frac{\pi RT}{2M}}
\]  

(2.15)

Where \( \mu \) is the viscosity of gas molecules, \( p_m \) is the mean pressure, \( R \) is universal gas constant (\( R=8.314 \text{ J/(mole-K)} \)), \( T \) is the absolute temperature and \( M \) is the gas molecular mass. Based on the Knudsen number, various flow regimes can be identified as shown in Table 2-1 [50].

<table>
<thead>
<tr>
<th>Knudsen number ((K_n)) range</th>
<th>Flow regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 0.001 )</td>
<td>Viscous flow</td>
</tr>
<tr>
<td>( 0.001 &lt; K_n &lt; 0.1 )</td>
<td>Slip flow</td>
</tr>
<tr>
<td>( 0.1 &lt; K_n &lt; 10 )</td>
<td>Transition flow</td>
</tr>
<tr>
<td>( K_n \geq 10 )</td>
<td>Knudsen’s (free molecular) flow</td>
</tr>
</tbody>
</table>

Table 2-1: Flow regime based on Knudsen number
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In our experiments, most flow regimes fall into the slip flow region. In this flow regime, viscous flow theory has to be modified to accommodate the slip boundary conditions. Many tight gas plays fall into this region and Klinkenberg's slippage theory holds well for most of them. Eq. 2.12 is used to determine the apparent gas permeability and the intrinsic gas permeability is calculated.

The flow mechanism is another interest of this study since the optic lab-on-chip method provides us the chance to directly visualize the two phase flow behavior in the nanochannels. It is agreed [51] that there are two major concepts pertaining to immiscible fluid flow in porous media: the channel flow and the funicular flow. For channel flow, each phase moves through its own separate network of interconnecting channels. In this concept, as the water saturation increases, there is an increase in the number of channels filled with water and a corresponding decrease in the number of channels filled with gas. Under these conditions saturation water tends to fill the smaller channels since it is the wetting phase and gas phase tends to occupy the larger pores. Thus the average radius of the gas channels is increasing with the increase of water saturation. From Eq. 2.11, the slip factor is inversely proportional to the average radius of the channel. Therefore, the slip factor may decrease with the increase of water saturation. This phenomenon has been well modeled by the invasion percolation.

In the funicular flow concept, the channel/pore is occupied by both gas and water flow, where water is near the inner wall and gas is on the inside and occupies the central portion of each channel. Under this condition, the thickness of water layer increases with the increase of the saturated water, which will result the decrease of the effective radius of gas channel. Thus, the gas slip factor is increasing.

In real shale/core samples, it is very difficult to obtain accurate water saturation and the distribution of water saturation. As a result, it is almost impossible to determine which type of the flow (channel flow or funicular flow) is governing in the immiscible two phase flow in shale/core samples. In our work, the flow pattern was observed from the real-time imaging data, which will be discussed in the next paragraph.

### 2.7.2 Gas displacing water and two phase gas slippage effect in nanochannels

Experiments of gas displacing water (flow back) were conducted in nanochannels. The injection pressure of nitrogen gas was ranging from 10 psi to 90 psi. Flow rate and flow profiles of gas displacing water were obtained from microscopic images. Overall, the remaining water saturation obtained from imaging data was below 42%. The remaining water saturations obtained in our experiments are significantly higher than the results from most shale samples and micro-scale models.

The two phase flow patterns of gas displacing water in nanochannels are
demonstrated in Figure 2-7. Three types of flow patterns were observed. In the first case (a) gas flow occupied one side of the channel after breakthrough while water phase was trapped on the other side of the channel. In the second case (b), a gas core was filled the middle of the nanochannels which are surrounded by water layer on the side walls. In the last case, gas phase occupied the majority of the channel where only some discrete water plugs (c) were attached in the channel.

![Image](image.png)

*Figure 2-7: Flow patterns of immiscible two phase flow in nanochannel.*

The Dark region in the channel is gas phase while the bright region in the channel is water: (a) side flow of gas; (b) annular flow; (c) water slug.

In order to investigate the two phase gas slippage effect, various remaining water saturations were obtained by using the method described below. Figure 2-8 to Figure 2-10 summaries the procedure to achieve water saturation and the image data is also showed. The bright field in Figure 2-8 to Figure 2-10 represents water phase because the addition of fluorescence dye and the dark field in the channel represents the gas phase. In the step 1, shown in Figure 2-8, the test section was first pressure-filled by water from microchannel (2) and the water saturation was around 94%, as measured by imaging process. In the step 2 (Figure 2-9), the gas phase was then injected into the test section via microchannel (1), under a stable pressure of p₁, which will be denoted as starting pressure. After the water saturation was reduced to a constant ratio, 29.7% in Figure 2-9 for instance; gas permeability measurements under this water saturation were conducted by applying several different pressures, pᵢ (pᵢ < p₁). Since pᵢ is smaller than p₁, remaining water saturation was maintained at the same amount during the measurement (Figure 2-10). After a series of gas permeability measurements were made at the same remaining water saturation, another set of experiments was repeated from Step 1. The results are summarized in Figure 2-11.
In order to obtain intrinsic relative gas permeability, (apparent) gas permeability
was determined first without the consideration of gas slip effect. Figure 2-11 (a) summarize the correlation between the apparent gas permeability and the reciprocal of mean pressure at a different water saturation ($S_w$) ranging from 0 to 42%. Figure 2-11 (b) shows the correlation between the starting pressure and the obtained remaining water saturation. It was found that the apparent gas permeability has a linear correlation with the reciprocal of mean pressure, at all experimental conditions. There are fewer data points when water saturation was high (42%) because the saturated water stayed immobile only in the range of low mean pressure as discussed above.

The intrinsic gas permeability at different water saturation was obtained by linear regression at infinite pressure ($\frac{1}{p} = 0$) on each curve of experimental data. From the data shown in Figure 2-11, the gas slip factors at different water saturation were calculated and presented in Figure 2-12. It was found that the gas slip factor increased with the increase of water saturation, which is consistent with Klinkenberg theory [49] and results reported from Li et al [39].

![Figure 2-11: Gas slip effect at different water saturations.](image)
As mentioned in the introduction part, there are a few researchers reported [38, 41, 42] that gas slip factor decreases with the increase of water saturation. There are many possible reasons for this contradiction, such as the geometry and pore structure of the samples, method to establish the liquid saturations, and distribution of the water saturation.

Here we suggest the major reason could be the distribution of the water saturation. Based on the observed flow patterns, in each of the three types of flow pattern, the nanochannel was occupied by both the gas and the water phase. This phenomenon indicates that the gas displacing water experiments in this study fall into the funicular flow regime. Since the water phase either occupied one side or the both sides of the channel in the form of a water layer, it is clear that the existence of the water layer has reduced the radius of gas flow in the nanochannels. According to Klinkenberg’s theory in Eq. 2.11, the slip factor is inversely proportional to the effective radius of the flow, and thus increases with the increase of water saturation.

The remaining water saturation across the test section was also obtained by analyzing the imaging data. The water saturation in each single nanochannel is calculated and distribution results are summarized in Figure 2-13. It was found that overall the saturated water in the nanochannel is randomly distributed across the whole test section, especially for high water saturations. The possible reason of the random distribution of saturated water might attribute to the slight nonuniformity of the nanochannels.
2.7.3 Water displacing gas in nanochannels

Water displacing gas experiments were also conducted in the nanochannels. The nanochannels were 100% saturated with nitrogen gas and no water was observed in the test section. Then a water phase with fluorescence dye was injected into the nanochannels. The water pressure drop ranged from 0.8 psi to 57.5 psi. The flow rate, flow pattern and gas saturation were obtained from the imaging data. Figure 2-14 shows the displacement pattern of water phase displacing gas in nanochannels before the break through (unstable stage). Frontal displacement (piston-like) was observed in most cases. This is because each nanochannel is one independent straight channel and the cross sectional area is uniform. When the pressure drop is relatively low, a specific displacement pattern – liquid slug with cavity on the side is observed. In this pattern, water does not occupy the entire nanochannel. A liquid core is formed with gas at the edge of the channel.

Overall, gas residual saturation in nanochannels is very low (<10 %) under all experimental conditions. The major reason is that the inner surface of channels is hydrophilic. Another reason might attribute to the geometry features of nanochannels: the aspect ratio of cross section is relatively high (width / height = 50). When reach to small dimensions, the rigidity of gas bubble is relatively high and gas bubbles will try to keep the spherical shape to reduce surface tension. The nano-channels in our experiment are too wide for gas bubble to occupy the entire cross-section.
Figure 2-14: Water displacing gas patterns, two different interfaces patterns.

(a) A frontal displacement interface under pressure drop of 12.5 psi; (b) a liquid plug with cavity under pressure drop of 0.8 psi.

2.8 Conclusions

Displacements of two-phase flow in 100 nm-deep fractures were characterized. Specifically, the two-phase gas slippage effect was investigated. Under experimental conditions, the gas slippage factor increased with the increase in the water saturation, possibly because the water saturation increase dramatically reduced the effective radius of the gas channel. Based on Klinkenberg’s theory, the gas slippage factor increases as the channel radius decreases, which was proved by the two-phase flow imaging data.

2.9 Future experimental plan

Two phase flow behavior in nanochannels will be continuously investigated by using newly fabricated nanofluidic chips and nano-scale network models. The gas slippage effect and residual fluid saturation will be characterized.
3. The Flow Behavior of Friction Reducer in Microchannels during Slickwater Fracturing

3.1 Summary

Slickwater fracturing has been proved to be an effective method to increase the shale gas productivity. Friction reducer is a primary component of slickwater used to decrease the flowing friction in wellbore during hydraulic fluid pumping. Lab tests and field applications have addressed this issue thoroughly. However, the fluid will be pumped into formation and the flow characteristics of this solution in microfractures existing in the formations are not clear. This study used capillary tubes to represent microfractures and the flow behavior of friction reducer solution in capillary tubes was systematically studied. Results show that friction reducer increased water flow resistance in microfractures by up to 20% rather than reduced flow friction as it acted in wellbore tubings. The resistance increased with the decrease of flow rate. The existence of friction reducer in microfractures resisted water flow by a factor of 1.2.

3.2 Introduction

Tight formations with extremely low matrix permeabilities can produce at economical rates primarily because of inborn fissures and the hydraulic fractures created in formation during hydraulic stimulation. A hydraulic fracturing treatment in shale gas can connect/generate the inborn and introduced microfractures, causing them to become much more complex fracture networks than a pair of main fractures. The fracture networks will expose more matrix as the number of micro-sized fractures increases [52-55]. Among the various fracturing methods, slickwater fracturing has been proved to be an effective method by which to increase the recovery of shale gas reservoirs [56, 57]. By adding a very small amount of chemical to the fluid (<1 vol% of the liquid volume), slickwater fracturing fluid can lower the surface pumping pressure below that achieved with the traditional cross-linked fracturing fluid. The slickwater fracturing fluid also demonstrates a relatively low viscosity, which significantly reduces the gel damage during hydraulic stimulation. In order to carry proppant in this low-viscosity fluid, higher pump rates usually are required. Therefore, the friction through the pipeline and the associated energy loss could be significant. Friction reducer (FR) is a primary component of this fluid. Most of the common FRs are polyacrylamide-based polymer, usually manufactured as water-in-oil emulsions and added to the fracturing fluids (hydration) “on the fly.” It minimizes energy loss by changing turbulent flow into laminar flow via interactions with turbulent eddies, thereby decreasing the flow friction in macro tubing [58, 59]. Flow loop tests in the laboratory [60-66] and field applications [67-71] have addressed this phenomenon well, showing 10% to 85% friction reductions in the lab and 30% to 90% in the field, respectively, compared with that of fresh water. During a slickwater fracturing treatment, a pair of main fractures firstly is generated perpendicular to the wellbore direction. As the fluids continue to pump, more micro-
sized fractures are generated near the main fractures. These microfractures have much more contact area with the matrix and therefore hold the majority of the productivity potential of shale gas [52, 53, 72]. However, the flow characteristics of FR solution in these microfractures are not clear. The present study attempts to represent how this FR solution flows in microfractures by considering how it flows in microchannels. A commercial FR was prepared with deionized water at a very low concentration. The size of the particles in the FR solution first was analyzed, ranging from the macro- to the nano- meter. Then, the FR solution fluxed the microchannels with various velocities. The effects of solution concentrations, microchannel size wettability, and shear rates on injection pressure were investigated in details. Finally, the experimental results were compared with field data, and their impact on the gas shale matrix was analyzed.

3.3 Experiment

3.3.1 Materials

Friction reducer: A commercial polyacrylamide-based polymer, FR, was used for the study. Deionized (DI) water was used to prepare the FR solutions with four concentrations: 0.025, 0.05, 0.075, and 0.1 vol%, according to standard industry practice. Circular capillary tubes, used as a representative of microchannels, were made of fused silica and purchased from Polymicro, Phoenix, AZ. The products label that the nominal inner diameters are 25 μm, 48.6 μm and 102 μm, respectively. However, in order to achieve more reliable data, the inner diameters of these capillary tubes were examined with a Helios Nano Lab 600 Scanning Electron Microscope (SEM) (FEI, Hillsboro, OR). Figure 3-1 depicts the cross-section view of a capillary tube with a labeled diameter of 102 μm, and it is found that the actual inner diameter is 103.43 μm. The difference between the nominal and actual diameter is seen frequently in the experimental studies related to capillary tubes [73, 74].

![Figure 3-1: Microchannel cross-sectional diameter examined with SEM.](image-url)
The inner surfaces of the capillary tubes are hydrophilic [75-77]. In order to study the wettability effect, the insides of some of the capillary tubes were coated with a thin (preferably monomolecular) layer of a hydrophobic, non-ionic polymer according to the following coating procedures [78]:

1) Rinse the capillary tubes with 1 mol/L HCl, 1 mol/L NaOH and methanol for 5 minutes;
2) Fill the capillary tubes with methanol and 3-(trimethoxysilyl)propyl methacrylate mixture (1:1), and incubate at room temperature for 15 hours;
3) Flush the capillary tubes with methanol and DI water;
4) Fill the capillary tubes with acrylamide reaction reagent, and keep the reagent in the capillary tubes for 2.5 hours;
5) Flush the capillary tubes with DI water and Nitrogen for 10 minutes.

The diameters of all capillary tubes were examined by SEM and listed in Table 3-1.

<table>
<thead>
<tr>
<th>Nominal (Hydrophilic), μm</th>
<th>Actual (Hydrophilic), μm</th>
<th>Actual (Hydrophobic), μm</th>
<th>Length, μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>26.29</td>
<td>26.22</td>
<td>7.5</td>
</tr>
<tr>
<td>48.6</td>
<td>52.25</td>
<td>51.56</td>
<td>14.58</td>
</tr>
<tr>
<td>102</td>
<td>104.06</td>
<td>103.43</td>
<td>30.6</td>
</tr>
</tbody>
</table>

### 3.3.2 Equipment

The apparatus used in the experiment consisted of a pump, a digital pressure gauge, two non-piston accumulators, microchannel inlet assemblies, and a data acquisition system, as shown in Figure 3-2. A high-pressure ISCO 500D syringe pump (Teledyne Technologies, Thousand Oaks, CA) provided the fluid driving power, with a flow rate ranging from 0.001-204 mL/min. The digital pressure gauge (Keller, Winterthur, Switzerland) measured the microchannel inlet pressure over a pressure range of 0-30 MPa with an accuracy of ± 0.1 %. To minimize the friction in the flow line, two non-piston accumulators (Swagelok, Solon, OH) were used. Decane (Fisher Science, Waltham, MA), a nonpolar liquid that will not dissolve in water, was employed to fill the pump so that it could work as a driving fluid to push the DI water and FR solution, respectively, from the accumulators into the microchannels. The microchannel inlet was checked to ensure that it was tight enough to hold the maximum inlet pressure before each experiment. The data acquisition system was connected to the digital pressure gauge to collect the pressure data over time. A dynamic light-scattering particle size analyzer U1732 (Nanotrac, Montgomeryville, PA) was used to characterize the FR solution emulsion particle size distribution. All experiments were carried out at room temperature.
3.3.3 Procedure

The pump cylinder was filled with decane first and allowed to sit for two hours. Then, the decane was pumped into the infill line at a low flow rate until no more gas bubbles came out. The infill line valve then was closed, and accumulators were filled with DI water and FR solution, respectively, with a syringe. To ensure that no more gas bubbles existed, the fluids were stirred with a clean glass stick. The entire flow line was checked before running the experiments to prevent any future gas bubbles or leaking. Each experiment used a new microchannel. Due to the fragility of the fused silica during cutting, equal lengths cannot be guaranteed. A difference of a few millimeters may exist. Therefore, the pressure gradient is used in the Results and Discussion sections.

Based on the flow rate and the inner diameter of the microchannels, the fluid velocity was calculated by:

\[ v = \frac{4q}{\pi \times D^2} \]  \hspace{1cm} (3.1)

Where \( v \) is the fluid velocity in ft/s; \( q \) is the fluid flow rate in ft\(^3\)/s; and \( D \) is the inner diameter of the microchannel in ft.

During one experimental run, the following five fluid velocities were implemented in each microchannel: 11.4-12.6, 5.7-6.3, 2.8-3.2, 1.4-1.6, and 0.3 ft/s. The pump was set to maintain the highest flow rate initially. Pressure vs. time was measured. When the pressure was constant within a 0.3% of current reading over a 5-minute period, it was considered as the flow reaching stable state. Then, the next highest flow rate was employed, continuing in this manner until all velocities were tested. The data presented in this paper were all at the steady state. For each experiment, the time, pressure and flow rate were recorded by the data acquisition system.

3.4 Results and discussion

The FR polymer was in water/oil emulsion form and the emulsion particle size of the FR
solution first was characterized. Then, eighteen experiments were conducted to study the impact of the FR concentration, microchannel size, wettability and shear rate on the flow behavior of the FR solution and its residual resistance factor to water was also tested at various velocities.

### 3.4.1 Friction reducer solution emulsion particle size analysis

FR is in the form of water-in-oil emulsion. When pumped into a wellbore, the emulsion is reversed and the FR polymer is released by hydrating. The emulsion particle size distribution in 0.05 vol% FR solution was analyzed by a Nanotrac U1732 Particle Size Analyzer. The average results over five tests are shown in Figure 3-3. The solution has two peaks. The left peak indicates that there are particles with a 0.00093 μm diameter of 3.7 vol%. The majority of the emulsion particles lie in the right peak. Their diameters are 0.0723-1.635 μm of 96.3vol%, and the peak diameter is 0.555 μm.

![Figure 3-3: Particle size distribution of 0.05 vol% FR solution.](image)

### 3.4.2 Concentration effect on pressure gradient and apparent viscosity

Four concentrations of FR solution were used: 0.025, 0.05, 0.075, and 0.1 vol%. Each sample was injected into a 52.25 μm microchannel. Figure 3-4(a) depicts the effect of FR concentration on pressure gradient and apparent viscosity. A higher concentration solution had a larger pressure gradient at high velocities but the gradient decreased as the fluid velocity decreased. The four lines were approaching to each other at lower velocities. At the velocity of 0.3 ft/s, they were almost identical.

Equation 3.2 can be used to calculate its apparent viscosity, \( \eta_{\text{app}} \):

\[
\eta_{\text{app}} = c_1 \times K \frac{\Delta P}{qdL}
\]  

(3.2)

Where \( \eta_{\text{app}} \) is the apparent viscosity in cP; \( c_1 \) is the conversion factor, \( c_1=7.32\times10^{-7} \); \( k \) represents the permeability in mD; \( A \) is the cross-sectional area in ft²; \( dP \) is the pressure drop in psi; and \( dL \) is the microchannel length in ft.
At the same velocity and the same microchannel, K, A, and q in Equation 3.2, will not change. The apparent viscosity then can be simplified to:

$$\eta_{app} = \frac{(dP/dL)_{FR}}{(dP/dL)_{DI Water}}$$

(3.3)

As illustrated in Figure 3-4 (b), the apparent viscosity of the FR solution is always higher than that of DI water (1×10^{-3} Pa·s). This viscosity is small at a high velocity (11.35 ft/s) and large at a low velocity (0.28 ft/s). This is because FR is polyacrylamide-based polymer, and its solution usually behaves as non-Newtonian fluid.

The above results indicate that the FR solution had a higher resistance in microchannels than water. The resistance could reduce FR penetration into microfractures during hydraulic stimulation and thus could reduce its damage on formation.

![Figure 3-4: Effect of FR solution concentration.](image)

3.4.3 Effect of microchannel size on pressure gradient and apparent viscosity

A 0.05 vol% FR solution was used to flux the 104.06 μm, 52.25 μm, and 26.29 μm microchannels at five velocities, respectively. It takes longer for the microchannels with small diameters than those with large diameters to reach a steady state, as shown in Table 3-2.
Figure 3-5 (a) illustrates that the pressure gradient in small microchannels is larger than that in larger ones. As a velocity decreases, the pressure gradients of the three microchannels become more identical. When comparing this behavior of the FR solution with DI water, as shown in Figure 3-5 (b), the apparent viscosity increases as the velocity decreases. The FR solution in large microchannels has a higher apparent viscosity than that in small ones. Serigh [79] reported that Xanthan produces a similar phenomenon, as shown in Appendix A (Figure 3-12). The resistance factor he used (Fr) is defined as the ratio of the mobility of the water to the mobility of the polymer. Under the same experimental conditions, the resistance factor equals to the apparent viscosity. With the 55 mD, 269 mD, and 5120 mD cores, at the same fluid velocity, the resistance factor is higher for high-permeability rocks than for low-permeability ones.

![Figure 3-5: Effect of microchannel size.](image)

Table 3-2: Time to reach equilibrium

<table>
<thead>
<tr>
<th>ID, μm</th>
<th>11.4-12.6 ft/s</th>
<th>5.7-6.3 ft/s</th>
<th>2.8-3.2 ft/s</th>
<th>1.4-1.6 ft/s</th>
<th>0.3 ft/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.29</td>
<td>150</td>
<td>120</td>
<td>160</td>
<td>150</td>
<td>170</td>
</tr>
<tr>
<td>52.25</td>
<td>23</td>
<td>15</td>
<td>18</td>
<td>17</td>
<td>23</td>
</tr>
<tr>
<td>104.06</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

The Reynolds number gives a measure of the ratio of inertial forces to viscous forces and is used to characterize different flow regimes, such as laminar or turbulent flow. It can be calculated using Equation 3.4:

\[
Re = c_2 \times \frac{\nu D}{\mu} \tag{3.4}
\]

Where \( c_2 \) is the conversion factor, \( c_2 = 1489.6 \); \( \rho \) is the fluid density in lb/ft\(^3\); \( D \) is tube diameter in inch; and \( \mu \) is the fluid dynamic viscosity in cP.
The Re is presented vs. velocity with different microchannel sizes in Figure 3-6. Large microchannels have a larger Re at similar velocities, which is consistent with Equation 3.4. In this study, the Re can reach 300, smaller than the transitional Re of 2300, which indicates that the experiments were under a laminar flow regime.

![Figure 3-6: Reynolds number vs. velocity.](image)

### 3.4.4 Wettability effect on pressure gradient and apparent viscosity

With a 0.05 vol% FR solution, experiments were conducted in hydrophilic (52.25 μm, 104.06 μm) and hydrophobic (51.56 μm, 103.43 μm) microchannels. As shown in Figure 3-7, the wettability modification does not affect injection pressure gradient very much. However, when using Equation 3.5, the difference between the hydrophilic and hydrophobic microchannels can be clearly identified, as shown in Figure 3-8. The pressure gradient of the FR solution in microchannels with hydrophilic surfaces is always higher than those with hydrophobic surfaces. At high velocities, the difference is small (<3%), but it increases to 20% as the velocity decreases. The pressure gradient difference in small microchannels is bigger than that in large microchannels, especially at low velocities. In another word, the FR solution is not very sensitive to the surface wettability at high velocities, but this sensitivity increases in smaller microchannels and at lower velocities.

\[
\Delta \frac{dP}{dL} = \frac{(dP/dL)_{\text{hydrophilic}} - (dP/dL)_{\text{hydrophobic}}}{(dP/dL)_{\text{hydrophobic}}} \times 100\%
\]

(3.4)
The sensitivity of the FR solution to the microchannel size could be interpreted as follows. A very thin polymer layer (boundary layer) adhered to the inner wall after FR solution was injected. When a fluid flowed in large channels, the boundary layer occupied less portion of the cross-sectional area, thus having less impact on the flowing pressure. In small channels, however, it occupied a relatively large portion of the cross-sectional area. The sensitivity to velocity can be explained by the changing boundary layer thickness. This thickness was affected by the fluid velocity in the channel and the surface wettability condition. Due to the interaction between the shear force provided by the driving fluid and the fluid’s internal resistance, the boundary layer would be thicker at
low fluid velocities and at high fluid velocities, as shown in Figure 3-9. A thick boundary layer would result in a smaller flow path diameter and would require higher pressure for a fluid to pass through, and vice versa for a thin boundary layer.

![Figure 3-9: Boundary layer change with velocity.](image)

**3.4.5 Shear rate effect on pressure gradient and apparent viscosity**

The shear rate is the velocity gradient measured across the diameter of a fluid flow channel. It is the rate change of velocity at which one layer of fluid passes over an adjacent layer. 0.05 vol% of FR solution was used to flux the 104.06 μm, 52.25 μm and 26.29 μm microchannels, respectively. As Figure 3-10 depicts, the apparent viscosity of the FR solution decreases with the increase of shear rate. At a same shear rate, the FR solution in larger microchannel displays a higher apparent viscosity.

![Figure 3-10: Shear rate effect on apparent viscosity.](image)

Based on the relationship between the common shear rate and apparent viscosity, for the same fluid, the three curves should be on the same line. However, Xanthan, which is also a shear thinning polymer, fluxes in 55 mD, 269 mD, and 5120 mD rock [79]. Under the assumption that the rock is homogeneous, the permeability data were converted to circular capillary diameters, as shown in Appendix B (Figure 3-13). Then, the velocity was converted to shear rate. Figure 3-13 shows the shear rate vs. the resistance factor, indicating that the large capillary has a larger resistance factor at the same shear rate, which is consistent with Figure 3-10. Blood is also a shear thinning fluid; when it flows in
different gaps between the shearing plates, a similar phenomenon occurs [80], as shown in Appendix C (Figure 3-14).

3.4.6 Residual resistance factor to water

The chemical residual condition after stimulation is closely related to the fracturing fluid flowback and gas production rate. The residual resistance factor, \( F_{rr} \), is often used to describe how rock permeability is changed after a chemical treatment. \( F_{rr} \) is defined as follow:

\[
F_{rr} = \frac{M_b}{M_a} = \frac{(k/u)_b}{(k/u)_a}
\]  

(3.6)

Where M is the fluid mobility in mD/ (cP); and b and a represent water flows before and after the FR solution, respectively.

If \( F_{rr} \) equals to 1, then the fluid flow after polymer injection will not be affected. In this case, the FR solution would easily flow back to the main pair of fractures and will not impair the fluid flow.

In this study, DI water was used to flux the microchannel before and after 0.05 vol% FR solution. With Darcy’s equation, Equation 3.6 can be converted into Equation 3.7.

\[
F_{rr} = \frac{\Delta P_a}{\Delta P_b}
\]  

(3.7)

Figure 3-11 gives the residual resistance factor as a function of velocity. The residual resistance factor is low (1.02) at high velocity and high (1.38) at low velocity. This is due to the viscous property of FR solution. As a polymer solution, it will always leave some amount of fluid behind after flooding. For microchannels of the same size, at a high velocity or high shear rate, the fluid has high mobility and low apparent viscosity (Figure 3-10); therefore, it could be flushed out easily. The exact opposite is true under conditions of low velocity and low shear rate.

Smaller microchannels have larger residual resistance factors at the same velocity and surface wettability. At the same velocity, the boundary layer thickness occupies a large portion of the cross-sectional area in small microchannels and a small portion of large ones. If the fluid is flowing at the same velocity, when using DI water to push FR solution out, higher pressure is required for small microchannels. Gas shale is characterized by nano-sized pores and throats. It is more difficult for the fluid in small microchannels to flow back. This explains why gas shale reservoirs demonstrate low fluid flow back after hydraulic fracturing. Polymers/gels are widely used in mature oil/gas fields for water shutoff [81-83]. Their fracture experiments show hundreds to thousands of residual resistance factors. However this FR solution has a very small \( F_{rr} \) (1.02-1.38). The FR solution will not easily block the micro-sized flow path. It will easily flow back and therefore cause little impairment to microfractures.
The residual resistance factor at the hydrophobic surface is always approximately 0.05 higher than that at the hydrophilic surface because the FR solution has a strong hydrophilic property, and the boundary layer thickness in hydrophilic microchannels makes contact with more of the cross-sectional area than the hydrophobic ones. Additionally, the relatively small flow path diameter requires higher pressure at the same velocity.

![Figure 3-11: Residual resistance factor of different microchannels.](image)

**3.4.7 Data comparison with flow loop experiment**

In 0.677 in, 0.9 in, and 1.162 in macro tubings, flow loop experiments were conducted with the 0.075 vol% FR solution (71). At a fluid velocity around 10 ft/sec, the injection pressure decreased around 40% compared with water. The net treating pressure (Pnet) is the differential pressure between borehole bottom pressure and reservoir pressure. It usually requires 600-1000 psi (4.1-6.9 MPa) net treating pressure to create fractures for shale gas reservoirs [84, 85]. In our experiments, the injection pressure of FR solution into a 52.25 μm microchannel reached to Pnet (1000 psi) at the velocity of 11.5 ft/s as shown in Fig 3-5, which is similar with the fracturing fluid flow velocity during stimulation but the injection pressure did not decrease but rather increased 20% comparing to DI water. This means that when FR solution flows in a wellbore, it can reduce friction. When it enters a microfracture, it will increase friction due to the restricted dimension. In another word, the fluid will not easily penetrate into the microfractures and thus can produce less damage on the gas flow of microfractures after production.

**3.4.8 Potential impact of FR solution on the shale matrix**
Shale gas is stored in shale formation and composed of “free” compressed gas in pores and fractures and adsorbed gas in organic kerogen of the rock [86], which usually has very low porosity [87, 88]. After hydraulic fracturing, the extension of the microfractures to the gas-rich kerogen, comparing with the reservoir pressure, there would be a pressure drop. Once this pressure drop gradient is high enough, gas would be desorbed from the kerogen and begin to flow to the microfractures [89]. At the same time, if the matrix pore is filled by hydraulic fluid, an additional pressure gradient would be required. If this pressure gradient is too high, the gas reservoir may not produce anymore, thereby requiring further improved gas recovery methods.

The pore size of typical gas shale usually ranges from 0.1 to 0.005 μm [90]. When compared with the emulsion particle size distribution of the FR solution, there is only a small overlap, less than 5%. Regarding pore size, according to Philip H. Nelson [90], only Pennsylvanian shales can reach up to 0.1 μm; Pliocene shales, source rocks, Devonian shales, and Jurassic-Cretaceous shales range only from 0.008-0.07 μm, which region hardly overlaps with the FR solution. Therefore, such friction reducer solution will not easily go into the pores, but it might block the pore entrance to build a filter cake to prevent the fluid from leaking off. Sun’s experiments also confirmed that the FR solution reduced the shale permeability by around 20%. However, with the addition of a breaker, their permeability recovered 100% [67].

3.5 Conclusions

Eighteen experiments were conducted to study the effects of concentration, microchannel size, wettability, shear rate on FR solution flow through microchannels and residual resistance factor to water. Then, the experimental results were compared with the flow loop experimental data conducted in macro tubings. This FR solution impact on the gas shale matrix has been discussed. The major findings are summarized as follows:

1) FR solution is a shear thinning fluid. At the same shear rate, the apparent viscosity is higher in larger microchannels.

2) The impact of the concentration of FR solution on the flow behavior was more obvious at low velocities. Higher concentrations of FR solution displayed a larger pressure gradient. FR solution displays a strong hydrophilic property, especially at high velocities.

3) FR solution is sensitive to the surface wettability at in smaller microchannels and lower velocities, and this sensitivity decreases at higher velocities and larger channels.

4) With similar velocity experiments in flow loops and similar net treating pressure in the field, the fluid flow in microchannel experiments were under laminar flow regime, instead of turbulent flow in flow loop. The same friction reducer did not decrease injection pressure, but increased 20%.

5) The residual resistance factor is very low for this friction reducer. However, at the same velocity and surface wettability, smaller microchannels have larger residual resistance factors.

6) The emulsion particle size in the FR solution was analyzed to be 0.0723-1.635 μm. Compared to typical gas shale pore size, this FR solution emulsion particles will not go into the matrix pores easily, but can block the pore entrance to build a filter cake, and
prevent the fluid from leaking off, and protect the formation from damage during slickwater fracturing.

Appendix

3.6.1 Appendix A
Graph is from Seright et al. [77].

3.6.2 Appendix B
Data and graph calculated from /based on Figure 3-12 [77].

Table 3-3: Permeability to capillary diameter conversion
3.6.3 Appendix C
Graph reproduced from Bitsch et al[88].

<table>
<thead>
<tr>
<th>mD</th>
<th>μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>0.17</td>
</tr>
<tr>
<td>269</td>
<td>0.212</td>
</tr>
<tr>
<td>5120</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Figure 3-14: Blood flows in different gaps between the shearing plates.
3.6 Nomenclature

\( a \) = DI water flux the microchannel after FR solution  
\( A \) = Cross-sectional area in ft\(^2\)  
\( b \) = DI water flux the microchannel before FR solution  
\( c_1 \) = conversion factor, \( c_1 = 7.32 \times 10^{-7} \)  
\( c_2 \) = conversion factor, \( c_2 = 1489.6 \)  
DI water = Deionized water  
\( dP/dL \) = Pressure gradient in psi/ft  
FR = Friction reducer  
\( F_r \) = Resistance factor  
\( F_{rr} \) = Residual resistance factor  
\( ID, D \) = Inner diameter of microchannel in μm  
\( k \) = Permeability in mD  
\( L \) = Microchannel length in ft  
\( M \) = Fluid mobility in mD/(cP)  
\( P_{net} \) = Net treating pressure in psi  
\( q \) = Fluid flow rate in ft\(^3\)/s  
\( Re \) = Reynolds number  
SEM = Scanning Electron Microscope  
\( v \) = Fluid velocity in ft/s  
\( \Delta P \) = Pressure drop in psi  
\( \Delta dP/dL \) = Pressure gradient difference in psi/ft  
\( \mu \) = Fluid dynamic viscosity in cP  
\( \gamma \) = Shear rate in s\(^{-1}\)  
\( \rho \) = Fluid density in lb/ft\(^3\)  
\( \eta_{app} \) = Apparent viscosity in cP

3.7 Unit Conversion

1 psi = 6.895 \times 10^3 \text{ Pa}  
1 inch = 0.0254 m  
1 ft = 0.3048 m  
1 μm = 10^{-6} m  
1 cP = 0.001 Pa·s
4. Numerical Simulation

4.1 Summary

The objective of this work is to develop a multiphase flow numerical model to simulate the invasion of hydraulic fracturing fluid into nanopores and the flow back driven by formation pressure. In the first year of the project, we successfully develop a parallelized, 3D lattice Boltzmann simulator capable of simulating multiphase flows; in this second year, we implementation of a transport module in the simulator. Specifically, in the second year, we wrote tracer-based algorithms for heat and mass transfer in random geometries made up by spheres. We also calculated the tortuosity of two-dimensional random porous media models made up by channels using lattice-Boltzmann-based methods. These methods, now proven effective, are being implemented to the established three-dimensional parallelized lattice Boltzmann framework. Finally, to extend the capability of the lattice Boltzmann to the slip flow regime, a preliminary work has been conducted to obtain the analytical solutions and the results are included in this annual report.

4.2 Tracer-Based Transport Simulations

Pore-scale solution of solute transport may be achieved by direct solution of the advection-diffusion equation or simulation of random-walk of tracers. In tracer-based methods, solute transport is represented by the Brownian motion of discrete tracer particles

\[ r_j(t + \Delta t) = r_j(t) + u \Delta t + \xi \sqrt{6D \Delta t} \]

(4.1)

Where \( r_j \) is the location of tracer \( j \), \( u \) is the fluid velocity, \( D \) is the diffusivity of the solute, and \( \xi \) is a unit vector with a random orientation. By adjusting the magnitude of the diffusivity \( D \) relative to the characteristic flow velocity, transport processes with different Peclet numbers can be simulated. This method has been widely used to simulate mass transport in porous media [91] and more recently in flowing suspensions of particles [92]. For mass transfer simulations, the tracers do not interact with the pore wall when the collisions between tracers and the pore-wall are modeled as specular reflections (Figure 4-1, also [93]). Susp3D [94, 95] is a three-dimensional lattice-Boltzmann program for particulate flows. When particles are packed, they form a representation of a porous medium (Figure 4-2). Due to the simplicity in implementing collision and reflection with spheres, we first modified Susp3D to allow tracers be used to simulate mass diffusion. We then developed the program further to allow tracers to penetrate the pore wall and freely diffuse in the solid particles; this corresponds to the case with solid phase diffusion or heat diffusion. [96] This program will be used to generate data needed for verification, as the tracer-based method is implemented to more complex pore geometries using the lattice Boltzmann framework developed in the first year of this study.
Figure 4-1: A schematic of the tracer algorithm showing the advection-diffusion process of tracers and implementation of specular reflection on a pore wall.

Figure 4-2: Axial velocity distribution of a flow through a packing of spheres (upper left).

In this velocity field, red and blue tracers were released into the upper and lower halves of the packing (lower left) and their mixing level was assessed at the outlet (right).

4.3 Direct Solution of the Transport Equation and Tortuosity

Another approach to obtain the dispersion of solute in porous media is to directly solve the advection-diffusion equation. In the absence of flow, the advection-diffusion equation is reduced to a diffusion equation, the solution of which yields the tortuosity of porous media. To supplement and verify tracer-based simulations and to test the effect of complex geometry, we applied a link-type two-relaxation time (LRTT) lattice Boltzmann method [97, 98] to two-dimensional random porous media models and characterized the tortuosity. Because these models are also being used for the microfluidic and nanofluidic studies, this study also provided data that are useful for the experiments.
First, we generated two-dimensional porous media geometries that are homogeneous and heterogeneous (Figure 4-3). These geometries cover a range of porosities from 0.2 to 0.6. Then, the diffusion equation in the pore space is solved using the LTRT lattice Boltzmann method. The fluxes through the porous media models (from left to right, driven by a constant concentration difference) were used to obtain the tortuosity of the media. The characterized tortuosity, presented as a function of porosity, is in good agreement with some of the available empirical formulas for tortuosity (Figure 4-4). In addition, we found that the presence of large and isolated pores increased the tortuosity relative to the case without pores at the same porosity, which may be observed in Figure 4-4. The difference, however, is not very significant. Based on these results, the geometries used in the microfluidic and nanofluidic porous media analogs should have a tortuosity of about two.

In conclusion, we have developed tracer-based solution and LTRT lattice Boltzmann solution of the advection-diffusion equation of solutes. In the next year, we will implement the method(s) to three-dimensional porous media geometry models and systematically study tortuosity and dispersion. Comparison between the tracer method and the LTRT lattice Boltzmann method will also allow us to assess the accuracy and performance of the two approaches. While the LTRT method is generally regarded as more accurate, tracer method has better potential to be extended to systems with multiple solutes. The development of the particle transport module in the third year is going to be a natural extension of the tracer method. More specifically, a finite size will be assigned to the tracers. Among the tracers and between the tracers and the pore wall, colloidal force models (charge, van der Waals, etc.) will be implemented to simulate non-hydrodynamic interactions.

![Figure 4-3: Geometry models used for tortuosity calculation.](image)

Left: a homogeneous network made up entirely by channels of the same size; right: a heterogeneous network made up by channels and large pores. These geometries are currently being used in the microfluidic and nanofluidic porous media experimental models.
4.4 Analytical and Numerical Solutions for Slip Flows in Simple Geometries

Gas flow in tight gas sand and shale is generally considered to be heavily influenced by non-continuum effects. As the pore size $d$ approaches the mean free path $\lambda$ of gas molecules, a Knudsen number may be defined [33]

$$K_n = \frac{\lambda}{d}$$  \hspace{1cm} (4.2)

If we assume that the natural gas is mostly made up by methane molecules, calculations typically indicate that natural gas flows through nanosize pores at reservoir pressure and temperature are predominately in the slip flow regime, where the bulk flow still obeys the Navier-Stokes equation, and the no-slip boundary condition on the pore wall in the continuum ($K_n = 0$) limit is replaced by the slip boundary condition

$$U_s = \lambda_s \frac{\partial u}{\partial n}$$  \hspace{1cm} (4.3)

Where $U_s$ is the velocity of the gas at the pore wall, $\frac{\partial u}{\partial n}$ stands for the velocity gradient on the pore wall, and $\lambda_s$ is the slip length that may be calculated based on the Maxwell model
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\[ \lambda_s = \frac{2 - \sigma}{\sigma} \lambda \]  

(4.4)

Here, \( \sigma \) is the tangential momentum accommodation coefficient (TMAC) that takes a value of one if the surface is diffusive and a value of zero if the surface is reflective. True material surfaces generally have TMAC close to one.

![Figure 4-5: Estimates of the Knudsen number at various pressures for four given pore sizes.](image)

The gas is methane with a molecular collision diameter of 0.4 nm. The calculations assume a temperature of 350K. It is observed that when the dominating pore size is about 10 nm, which is indicated by many petrophysical studies of shales [98-100], the distribution of the Knudsen number should largely be in the slip flow regime (highlighted by the red circle).

The lattice Boltzmann framework developed in the first year of this project may be modified to simulate flows with the slip boundary condition. Though not in the scope of this proposal, developing a numerical capability to simulate slip flows in nanopores would allow direct comparison with laboratory measurements of the apparent permeability of cores and the Klinkenberg coefficient, as well as nanofluidic experiments. In order to prepare for this development, we carried out COMSOL simulations of slip flows in a two-dimensional porous media geometry made up by a cubic array of cylinders and analytical derivations for fractures, cylinders, and channels of rectangular cross sections. The results of these studies are presented below.

COMSOL simulations were conducted in the geometry show in Figure 4-6 and the main results are summarized in Figure 4-7. Figure 4-6 shows the cylinder placed at the center of a square domain and the finite element grid surrounding the cylinder. The domain boundaries are periodic on the surface of the cylinder the slip boundary condition (eqn. 4-3 and 4-4) is applied. The flow is driven by a uniform force density applied to the fluid (equivalent to a pressure gradient), and finite element method is used to solve the Navier-Stokes equation. The flow is firstly solved in the no-slip
limit (λ=0); then, the mean free path is progressively increased to increase the Knudsen number, and the flow velocity increases (the force density remains the same) due to the velocity slip at the surface of the cylinder. The velocity ratio $V_{\text{slip}}/V_{\text{noslip}}$ is equivalent to the ratio between the apparent permeability and the Darcy permeability $k_{\text{app}}/k$, and is presented as a function of cylinder area fraction and the Knudsen number in Figure 4-7. The TMAC is fixed at 0.9. It may be observed that, for this particular geometry, even a moderate Knudsen number would lead to a significant increase in the apparent permeability.

Figure 4-6: A cylinder placed in the center of a square domain for COMSOL simulation and the finite element grid. The force density is applied such that the flow is from left to right. The dimensions are in the unit of micrometers.
Figure 4-7: Effect of Knudsen number on the ratio $\psi$ from COMSOL simulations.

Circles, diamonds, squares, and triangles correspond to cylinder area fraction of 0.299, 0.131, 0.042, and 0.031, respectively.

Effect of slip in fracture, cylinder, and channels with square cross-sections can be derived analytically. For a two-dimensional fracture, the analytical solution predicts that the Klinkenberg coefficient $b$ in the Klinkenberg law

$$k_{app} = k(1 + \frac{b}{p}) \quad (4.5)$$

$b$ should be

$$b = \frac{2 - \sigma}{\sigma} \frac{3\sqrt{2}k_BT}{\pi\delta^2 H} \quad (4.6)$$

Where $k_B$ is the Boltzmann constant, $T$ is the temperature, $\delta$ is the collision diameter of the molecule, and $H$ is the fracture gap width. For a cylinder, the Klinkenberg coefficient $b$ is given by

$$b = \frac{2 - \sigma}{\sigma} \frac{2\sqrt{2}k_BT}{\pi\delta^2 R} \quad (4.7)$$

Where $R$ is the radius of the cylinder. Finally, for a channel with a rectangular cross section, the expression for the permeability in the no-slip limit was derived based on separation of variables

$$k = \frac{L_y^2}{12} \left[ 1 - \sum_{n=1,3,5,...}^{\infty} \frac{192L_y}{(n\pi)^3 L_Z} \tanh\left(\frac{n\pi L_Z}{2L_y}\right) \right] \quad (4.8)$$
And the expression for the permeability in the presence of slip is

\[
k_{app} = \frac{L_y^2}{12} + \frac{\lambda L_y}{2} \cdot \sum_{i=1}^{5} \frac{\left( \frac{L_y}{K_i^c} \cos K_i^c + \frac{L_y}{K_i^c} \sin K_i^c - 2\lambda \frac{2-\sigma}{\sigma} \sin K_i^c \right) \cdot A \cdot L_y \cdot \sin K_i^c \cdot \sinh \frac{K_i^c}{h} \cdot \frac{K_i^c}{L_y^2}}{\sin (2K_i^c) + 2K_i^c \left( \cosh \frac{K_i^c}{h} + 2\frac{2-\sigma}{\sigma} \frac{L_y}{K_i^c} \sinh \frac{K_i^c}{h} \right) K_i^c^2} \tag{4.9}
\]

In eqs. (4.8) and (4.9), \(L_y\) and \(L_z\) are the dimensions of the channel in the \(y\) and \(z\) directions, respectively, and \(A = L_y L_z\) is the cross-sectional area of the channel. The eigenvalues \(K_i^c\) is the \(i\)-th solution of the transcendental equation

\[
\tan K_i^c = \frac{2\sigma}{2(\sigma - 1)} \frac{1}{\lambda L_y K_i^c} \tag{4.10}
\]

The solution for the velocity profile in a two-dimensional fracture is plotted in Figure 4-8. The solution for the velocity profile in a rectangular channel is plotted in Figure 4-9. The size of the rectangular channel is 100nm (height) × 5 μm (width), identical to the dimension of the nanofluidic channel used in the experiments.

### 4.5 Conclusions and Future Work

The objective of Task 4 is to develop numerical model capability to simulate pore-scale single- and multiphase flow processes, transport of solute, and particulates. The work in the second year focused on simulation of the transport processes and numerical and analytical results for slip flow of gases in simple geometries. In the third year, we will continue to develop pore-scale transport models for solutes and particulates.
Figure 4-8: Effect of slip on the velocity profile in a 2D Fracture - Analytical solution.
Figure 4-9: Velocity profile of no-slip flow (top) and slip flow (bottom) in a nanofluidic channel (100 nm x 5 µm).

The following values were used: $\mu = 1.12 \times 10^{-5}$ Pa·s, $r = 53$ nm, $\delta = 1$, $\partial \rho / \partial x = 0.01$ Pa/m.
5 Technology Transfer Efforts

5.1 Project Website
A project website has been created and is available at:
(http://web.mst.edu/~baib/Shale%Gas/RPSEA_home.html)

It includes a research summary, lab capability, equipment, publications, and group members.

5.2 Full papers


of the journal

5.3 Oral Presentations

1) Qihua Wu, Baojun Bai, Yinfa Ma, Jeong Tae Ok, Yongpeng Sun, Xiaolong Yin, Keith Neeves. “Visualization of gas/water two phase flow and displacement of gas/water in nanochannels using single a molecule imaging system”, Pittsburgh Conference, March 17 - 21, 2013, Pennsylvania Convention Center, Philadelphia, PA USA

2) Yinfa Ma, Qihua Wu, Baojun Bai, Jeong Tae Ok, Yongpeng Sun, Xiaolong Yin, Keith Neeves. “Optical imaging of gas/water two phase flow behavior in nanochannels using single molecule imaging system”, 245th American Chemical Society National Meeting, New Orleans, Louisiana, April 7-11, 2013.


8) Yin, X. “Pore-scale numerical simulation and microfluidic / nanofluidic physical models,” International Workshop on Digital Core Analysis Technology, Qingdao, China, June 2012.


12) Neeves, K. “Micro- and nanoscale porous media analogs for studying multiphase flow,” invited presentation at the ORNL Center for Nanophase
5.4 Posters


2) Yin, X. Micromodel study of influence of pore geometry on water-oil displacement with and without surfactant, American Geophysical Union, Fall Meeting 2012, San Francisco, California, USA.


5.5 Graduate thesis


3) (MS thesis) Malek Elmati, Shale Gas Characterization, Missouri University of Science and Technology, 2011.
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LIST OF ACRONYMS AND ABBREVIATIONS

XRD: X-ray
Diffraction Bcf:
billion cubic feet Tcf:
trillion cubic feet
EIA: US Energy Information
Administration USGS: United States
Geological Survey DIW: deionized water
TOC: Total organic carbon
SEM/FIB: Focused ion beam/scanning electron microscope
PDMS: Polydimethylsiloxane