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Executive summary

Work during this period of performance has focused on research activities under Task 8
(Modeling methane transport at the bed scale).

In this report, we describe the development of a simple, mechanistic model of methane
migration with hydrate formation and dissociation through soft sediments, building on pre-
vious work of methane venting [35]. It is well documented that free gas can traverse the
hydrate stability zone, often through preferential pathways, such as fractures and faults.
We hypothesize that the observed episodicity of bubble venting (ebullition) into the water
column is controlled by the dilation of dynamic flow paths in response to changes in effective
stress, both from fluid pressurization associated with the methane source and from tidal
loading on the sediment surface. In previous work, we have captured the temporal distri-
bution of methane venting from lake sediments using a 1D continuum numerical model of
gas release through such “breathing” dynamic flow conduits that respond to a hydrostatic
forcing. Here, we model a characteristic shallow, hydrate-bearing region in order to explore
how fracture flow, tidal forcing and hydrate formation interact to determine the episodicity
and magnitude of methane released into the water column. We identify two time scales that
interact with the tidal period to determine the episodicity of release, and we find that the
amount of gas released to the ocean depends critically on the vertical gas conductivity and
kinetic hydrate formation rate.

Technology transfer activities

During this reporting period, 5 papers were written and the corresponding presentations were
given at the 2011 International Conference on Gas Hydrates, which took place in Edinburgh,
UK.

Two other papers were published in Geophysical Research Letters, one on the thermo-
dynamic and hydrodynamic controls on the overpressure caused by hydrate dissociation
[17], and one on the experimental verification, at reservoir conditions, of the crossover from
fingering to fracturing [8].
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Discussion of activities in this reporting period

Task 8: Modeling methane transport at the bed scale

NUMERICAL MODELING OF HYDRATE FORMATION AND METHANE

GAS TRANSPORT THROUGH DYNAMIC CONDUITS

Abstract. Methane is a potent greenhouse gas that is generated geothermally and biolog-
ically in lake and ocean sediments. The mode of methane transport impacts the distribution
of hydrates in the sediment, as well as the magnitude of releases into the water column and
atmosphere. It is well documented that free gas can traverse the hydrate stability zone,
often through preferential pathways, such as fractures and faults. We hypothesize that the
observed episodicity of bubble venting (ebullition) into the water column is controlled by
the dilation of dynamic flow paths in response to changes in effective stress, both from
fluid pressurization associated with the methane source and from tidal loading on the sed-
iment surface. In previous work, we have captured the temporal distribution of methane
venting from lake sediments using a 1D continuum numerical model of gas release through
such “breathing” dynamic flow conduits that respond to a hydrostatic forcing. Here, we
model a characteristic shallow, hydrate-bearing region in order to explore how fracture flow,
tidal forcing and hydrate formation interact to determine the episodicity and magnitude of
methane released into the water column. We identify two time scales that interact with
the tidal period to determine the episodicity of release, and we find that the amount of gas
released to the ocean depends critically on the vertical gas conductivity and kinetic hydrate
formation rate.

Introduction. The dissociation of methane hydrates in shallow ocean sediments has long
been suggested as a potential feedback to climate change [2, 3, 11, 19, 20]. One of the
primary modes of methane export from submerged sediments is free-gas ebullition, but gas
bubbles dissolve during rise, exposing the methane to oxidation to the less potent greenhouse
gas CO2 [44]. The ability of rising bubbles to transport methane to the atmosphere depends
on the release depth, bubble density and size distribution [15, 16, 25, 26, 29]. Thus, the
atmospheric release depends not only on how much hydrate dissociates but how it is released
from the sediments.

Focused ebullition has been observed at Hydrate Ridge, especially in a periodic pat-
tern during low tides [40, 41]. The gas is likely supplied from a deep geologic reservoir,
but the mechanism that allows it to travel through the Hydrate Stability Zone (HSZ) from
near the base of the HSZ (BHSZ) and to escape only during low tides has yet to be de-
termined. Multiple mechanisms have been proposed for coexistence of free gas & hydrates
in the HSZ [30, 34, 42]: (1) regional geotherms, (2) reduction in hydrate stability by salt
accumulation, (3) kinetics of hydrate formation, and (4) fast, focused flow of free gas through
high-permeability conduits. Evidence of fractures and flow through them at Hydrate Ridge
has been inferred from field observations [13, 41, 43, 47] and modeling studies [10, 28].

The combined observations of tidally-controlled ebullition with evidence of gas flow
through conduits gives us an opportunity to investigate the mechanisms controlling gas
migration through the hydrate stability zone. Previous modeling work has sought to esti-
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Figure 1: Conceptual model of gas flowing through the hydrate stability zone by dilating
near-vertical conduits. These conduits access gas in a small domain of surrounding porous
media, especially through conductive horizontal strata [47], and transport the gas vertically.
Vertical dimensions reflect the south summit of Hydrate Ridge, where tidally-forced ebullition
has been observed [40, 41].

mate the distribution of hydrates by considering methane transport in the dissolved phase
only [7, 10, 48] or as gas flowing by capillary invasion [9, 14, 28, 33]. These models capture
slow processes of pore water flow, heat and salt transport to capture important impacts on
hydrate stability and the equilibrium distribution of hydrates [23]. Other models have been
used to estimate the hydrate response to slow sea level change [27] and the onset time for
fracturing [9, 10, 28].

In contrast, we model fast processes of free-gas flow through fractures, tidal variations,
and kinetic hydrate formation. Previous modeling of gas release from hydrate-free lake
sediments has shown that conduit flow can reproduce the observed, hydrostatically-forced
episodicity of gas venting [36], and we hypothesize that a similar mechanism controls tidally-
forced venting from hydrate-bearing sediments. Here, we develop a numerical model of this
mechanism and show that it can indeed reproduce the tidally-dependent ebullition record
observed at Hydrate Ridge. In addition, we find that within a tidal low the ebullition will
manifest as distinct bursts that arise from a geyser-like instability. The ability of gas to
traverse the HSZ depends on the vertical gas conductivity and kinetic hydrate formation
rate.

Theory, formulation, and methods.

Model domain. We investigate the dynamics of gas flow through the hydrate stability
zone with a one-dimensional, continuum-scale numerical model. The model attempts to
capture the aggregate behavior of sediments fractured periodically in space. Because the
model is 1D, the transport and accumulation reflect the vertical flow through the fractures
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as well as the fluid exchange between the fracture and the sediment matrix.
The model is intended to resolve the release of methane at sub-tidal timescales (minutes

to hours). At this timescale, fast transport mechanisms such as gas-phase flow are expected
to dominate pore-fluid solute advection and diffusion. Thus, we neglect the accumulation
and transport of dissolved methane, salt, and heat, with hydrate formation and aqueous flow.
These mechanisms control the hydrate distribution by changing the local hydrate stability
conditions [4, 10, 14, 27, 28] and thus the long-term hydrate distribution. In turn, hydrate
formation can influence the transport regime by cementing the grains [22, 45] or clogging the
pores [10, 28, 32]. We neglect these slow feedback mechanism to develop a simple continuum
model of fast gas flow through conduits that respond to both internal pressurization and a
tidal forcing.

Poromechanics. Gas behaves differently in fine-grained sediments, such as the clay-
dominated sediments found in the HSZ at Hydrate Ridge [43], compared with coarse-grained
sediments. Gas invades large-grained porous media when the capillary pressure (Pg−Pw) be-
comes large enough for the curved interface to squeeze through a pore throat. In fine-grained
sediments, gas invades by deforming the grains because the capillary pressure required to
squeeze through the throats is prohibitively large [18]. Instead of small interstitial bub-
bles characteristic of a capillary-controlled system, gas bubbles in fine sediments take the
form relatively large gas cavities surrounded by a matrix of water and sediment grains [37].
Because these bubbles grow in a highly-eccentric, cornflake-shaped fracture pattern [1, 6],
rather than as spherical bubbles, this mode of growth may also allow for vertical mobility.

The effective stress, σ′, controlling the deformation of this continuum around the gas
cavities may then be approximated as,

σ′ = σh − Pg, (1)

where σh is the horizontal stress and Pg is the gas pressure [36]. This contrasts with the
typical form of the effective stress, in which the fluid pressure of concern is the water pres-
sure [10, 38] or when both fluid pressures are considered [5, 22]. Equation 1 is consistent
with the view that sediment and water form a coherent “mud” phase against which large
gas bubbles must push to expand.

The deformation of this matrix-water continuum may be treated as a plastic process that
occurs at yield limits in tension (σT ) and compression (σC):

−σT ≤ σ′
≤ σC . (2)

Cavities dilate in tension (σ′ = −σT ), reducing the gas pressure sufficiently to maintain the
plastic equilibrium defined in Equation 2. In compression (σ′ = σC), the cavities shrink
and the gas pressure rises in step with the horizontal stress. This mechanism of cavity
deformation is used to attribute accumulation of gas mass to changes in pressure and volume,
in the following order as necessary:

1. Generate maximum gas pressure change at current volume, up to a plastic yield limit

∆Pmax
g =

∆MgRT

SgφmCH4

. (3)
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2. If a yield limit is reached, deform cavities to change volume. Vary saturation at the
new fixed gas pressure, according to the ideal gas law, up to a maximum that satisfies
the volume constraints Sg + Sh ≤ 1 and Sg ≥ Smin

g .

3. If a volume constraint is reached, allow pressure to rise or fall outside the plastic limits
(σh − σC ≤ Pg ≤ σh + σT ) at the new fixed saturation according to the ideal gas law.

Thus, gas accumulation first forces the gas pressure to a yield limit before changing the gas
saturation. This allows for compressible gas flow but requires a small time step to resolve
frequent pressure changes.

In all simulations here we assume σC = 0 and σT = 0.3 MPa, consistent with estimates
from combined modeling and field observations at South Hydrate Ridge [47]. The gas pres-
sure may exceed the plastic yield limits, especially when hydrate formation depletes the gas
to a minimum saturation (for stability) Smin

g = 0.005. However, this does not occur in any
of the simulations shown here.

Gas flow through conduits. The core of our model is free-gas flow through dynamic,
vertical conduits. These conduits dilate at the tensile plastic yield limit and close at the
compressive limit (Figure 2). In addition to the dependence on effective stress, we impose
a minimum gas saturation, Sconduit

g = 0.1, which is required for the conduits to connect
across depth intervals [47]. Similar model behavior is obtained when Sconduit

g = 0, except
the low gas saturations exacerbate the gas pressure fluctuations during cavity deformation
(Equation 3), and resolving these larger pressure swings requires a smaller time step.

The model captures gas flow through fractured porous media without distinguishing the
pools of gas in the conduit and porous medium separately. Instead, the effect of dilation
is captured by increasing the vertical intrinsic permeability, k, from 0 to a parameterized
permeability of the conduit-matrix continuum, kconduit, which accounts for both the dimen-
sions and lateral spacing of conduits. The gas mass conservation equation uses a multiphase
extended form of Darcy’s law for the gas flux [31]:

∂(φρgSg)

∂t
= −

∂Fg

∂z
+Qh

g (4)

Fg = −ρg
kkrg
µg

(

∂Pg

∂z
− ρgg

)

(5)

krg = Sg (6)

where Qh
g is the rate of gas mass generation from hydrate per unit volume and constitutes

all the gas loss from hydrate dissociation, Qh:

Qh
g = −χCH4

h Qh (7)

The model is initially free of hydrate but includes gas saturations equal to the minimum
for conduit opening, Sconduit

g , in order to eliminate the initial time necessary to accumulate
this minimum saturation. The gas pressure, however, is assumed to begin at the compressive
yield limit so that the conduit is initially closed everywhere. At the top boundary the gas
pressure equals the tidally-forced hydrostatic pressure, with Sg = 0, and the gas flux in
the bottom is set by the parameter F source

g , which represents the source supplied through
Horizon A at the BHSZ [43, 47].
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Figure 2: Model response to water level drop. (a) Initial condition: the cartoon at left shows
the water level (blue) above a sediment column with gas bubbles trapped below the open
conduit (not to scale in vertical). The conduit opens when the effective stress, σ′ = σh −Pg,
falls to its tensile yield limit, −σT . The stress and pressure profiles at right show that this
occurs when Pg (red solid line) equals σh + σT (gray dashed line). (b) A drop in hydrostatic
load reduces σh throughout the sediment column. (c) Plastic cavity dilation allows shallow
gas bubbles to decompress to σ + σT . The conduit opens from the deepest location where
σ′ = −σT and releases the formerly trapped bubbles. In the case of a hydrostatic load
increase (not shown), the stress rises, and the cavity compression mechanism pressurizes gas
bubbles to enforce σ′ ≤ σC , or equivalently Pg ≥ σh − σC . On open conduit remains open
until this compressive limit is reached. Modified from [36].
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Hydrate formation and dissociation. Given the high temporal resolution of the
model (seconds to minutes), a kinetic model of hydrate formation was adopted following [21].
The model for microscale hydrate formation is driven by the departure from equilibrium
fugacity, and we simplify this by considering the nearly-equivalent departure from equilibrium
pressure [12]. We also adopt the same temperature dependence but neglect the dependence
on surface area of hydrate [21]. The rate of hydrate mass generation per bulk volume is:

Qh = Kh(Pg − Peq) exp(−
E

RT
), (8)

where Kh is a rate constant with units of kg/m3/Pa/s, E = 8.1×104 J/mol is the activation
energy of the reaction, R = 8.314 J/mol/K is the gas constant. This model transfers mass
of CH4 from the gas to hydrate phases when Pg > Peq, in the hydrate stability zone, and it
transfers mass in the other direction when Pg < Peq, generally below the hydrate stability
zone. The equilibrium pressure is evaluated as the hydrate-gas phase boundary, Peq[kPa] =
exp(40.234−8860/T [K]) [24], for a temperature profile from a seafloor temperature of 277 K
and constant geothermal gradient of 0.053 K/m at Hydrate Ridge [10]. This causes hydrate
to form slightly below the traditional BHSZ, defined as Pw = Peq, because Pg ≥ Pw when
free gas is present. Whenever either phase is depleted or when the sum of gas and hydrate
saturations exceeds 1, the rate of transfer is reduced to avoid unphysical mass transfer.

Tidal forcing. A central goal of our model is to capture the observed relationship be-
tween tides and ebullition from hydrate-bearing sediments [41], and the link is made through
the impact of hydrostatic pressure on total and effective stresses. The total vertical (litho-
static) stress, σv, is the sum of the hydrostatic pressure at the sea floor and the integrated
bulk density:

σv(z, t) = Ph(t) +

z
∫

0

ρb(z
′)gdz′ (9)

Ph(t) = ρwg

(

D + ztide ∗ sin

(

2πt

ttide

))

, (10)

where ρb is the bulk density, Ph is the hydrostatic pressure at the seafloor, ztide and ttide
are the tidal amplitude and period, respectively. These equations simply show that tidal
variations reflect the total vertical stress throughout the HSZ.

The total vertical stress varies with tides as shown above, but near-vertical conduits
should in the direction where the gas opposes the minimum stress, which is generally hor-
izontal near the crest of south Hydrate Ridge [47]. We calculate the horizontal stress that
would be imposed on the model domain by the surrounding, water-saturated sediments. The
vertical and lateral stresses are connected through the water-saturated effective stresses by
the lateral stress coefficient, K0. In water-saturated rock and soil, K0 may be expressed as

K0 =
σ′

hw

σ′

vw

=
ν

1− ν
, (11)

where σ′

hw = σh − Pw and σ′

vw = σv − Pw are the water-saturated effective stresses, and ν is
Poisson’s ratio [46]. We adopt ν = 3/7 → K0 = 0.75 and for our system [39]. Estimating
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Figure 3: Periodic venting of gas (green, right scale) at the seafloor in response to 1 m tidal
signal (blue, left scale). Gas flux is normalized by the input flux at the bottom of the model,
F source
g . The delay before the initial release reflects the timescale for gas to build up pressure

and traverse the HSZ. The strong peak leading each release reflects a buildup of pressure
just below the seafloor that is released during plastic tensile opening of the gas flow conduit
at the surface, after which the gas pressure drive is reduced. Gas vents only during falling
tides.

the horizontal stress from the vertical stress requires both the lateral stress coefficient and
water pressure:

σh = σ′

hw + Pw = K0σv + (1−K0)Pw (12)

The water pressure response on short timescales and deep in sediments is undrained, where
the fluid pressurization with laterally-uniform variations in vertical stress is determined by
the loading efficiency, λ = ∂Pw/∂σv [46]. For the water-saturated sediments surrounding
the model domain, we assume λ = 1 [27], and therefore that the water pressure changes
synchronously and in the same amount as vertical stress.

Combined model. During each time step, the mechanisms are applied in a staggered
manner:

1. Impose hydrostatic forcing.

2. Determine where conduits open and close to impose permeability profile.

3. Flow gas through the open conduits.

4. Exchange mass between gas and hydrate phases.

5. Deform cavities, altering Pg and Sg, to plastic equilibrium in response to the hydrostatic
forcing and the mass accumulation combined from flow and phase transfer.

Results.
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Figure 4: Profile of pressures and stresses at the end of the base simulation. The horizontal
stress, gas and water pressures appear as solid lines of black, red and blue, respectively. The
tensile limit on gas pressure, σh + σT , is shown as a dotted black line, and the equilibrium
gas pressure, Peq is a red dashed curve. The region from 0 − 80 mbsf is a connected gas
plume where the conduit remains open because Pg > σh−σC . This plume is separated from
the other rising plume, from 100 − 180 mbsf, by a region where the gas pressure has fallen
to the compressive yield limit and the conduit has closed.

Episodicity of gas release at the seafloor. We perform a base-case scenario designed
to reproduce the general pattern of ebullition during tidal lows for conditions observed at the
southern summit of Hydrate Ridge [41]. The parameter values used for this base scenario
are D = 800 m, H = 180 m, ztide = 1 m, ttide = 12 hours, kconduit = 2× 10−14 m2, Kh = 100
kg/m3/Pa/s, F source

g = 10−4 kg/m2/s, σT = 0.3 × 106 Pa, and Sconduit
g = 0.1. Under these

conditions gas indeed traverses the HSZ and escapes during falling tides (Figure 3).
The time for gas to traverse the HSZ may be estimated using the multiphase Darcy flux

(Equation 5):

tflow ∼
zBHSZµgφ

kconduitρbg
, (13)

where the characteristic gas pressure gradient has been approximated by a characteristic
value relative to the lithostatic gradient, ρbg. The model predicts that gas typically accumu-
lates beneath the sediment surface until the hydrostatic pressure falls with tides (Figure 4)
and the tensile plastic deformation at the surface allows gas to escape into the water col-
umn. After an initial peak in gas flux, the ebullition continues at a moderate rate until the
near-surface gas is depleted or the tides begin to rise again and cause the conduits to close
(Figure 3).

Timescales of flow through dynamic conduits. Even without a tidal forcing or
hydrate formation, compressible gas flow through a system of dynamic conduits displays two
primary time scales at steady state: the release time for a connected gas plume, and the
duration of an individual ebullition event. Each rising gas plume, displayed as a region of gas
pressure elevated above the horizontal stress and the conduit remains open (Figure 4), may
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reach the sediment surface and escape over a time period on the order of 1 day (Figure 5,
top). This release time scales as

tplume ∼ tflow
hplume

zBHSZ

, (14)

where hplume is the height of a rising gas plume. This height depends on the ratio of gas
influx from below (F source

g ) and the vertical conductivity and may be estimated as

hplume ∼ tflow
F source
g

M0
g

, (15)

where M0

g is the initial mass of gas per unit bulk volume. This equation yields an estimate
of ∼ 130 m for the base simulation and agrees well with the observed heights of ∼ 100 m in
Figure 4.

However, a plume is not necessarily released in a continuous event. The release of methane
gas from the top of the sediment column locally reduces the gas pressure and can close the
conduit before the underlying gas plume is depleted. This geyser-like instability releases a
rising gas plume as multiple separate ebullition events (Figure 5, bottom).

Interaction of flow with tides and hydrates. The inherent episodicity of gas release
through conduits is complicated by the influence of tides and hydrate formation. The rela-
tively slow release of a connected plume may be broken up into individual releases as falling
tides facilitate conduit opening by reducing the hydrostatic load and total stress (Equation 9
and Figure 6, top). The release during a single cycle may then be further divided by the
geyser instability (Figure 6, bottom).

Hydrate formation simultaneously reduces the gas pressure and closes the conduits more
quickly, which delays the arrival at the surface, reduces the total output of gas, and changes
the fine-scale episodicity of gas release (Figure 7).

Gas survival through the HSZ. The amount of methane that traverses the HSZ
depends on the relative rates of gas flow and conversion to hydrate. The time required
for gas to traverse the HSZ is estimated from Equation 13, although the flow timescale
itself depends on the rate of hydrate formation because hydrate formation tends to close the
conduits or prevent their opening by reducing the gas pressure. The flow timescale should be
compared with the timescale for hydrate formation, which may be estimated from Equation 8
as the time required to consume the initial gas at its initial pressure:

thydrate ≈
M0

g /χ
h
CH4

Kh(Pg − Peq) exp(−E/(RT ))
, (16)

where χh
CH4

is the mass fraction of methane in hydrates. Because the initial pressure and
temperature profiles are not spatially uniform, thydrate is estimated as the average over all
depth intervals.

We quantify the fraction of methane flowing through the model that reaches the ocean
by tracking these fluxes over the course of a given simulation. If the time period is long
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Figure 5: Time series showing an internally-driven run with no tidal forcing. The top
figure shows two timescales relevant to the release: a longer timescale created by the rise
of connected gas plumes, which vent for and are separated by about a day, and a shorter
timescale of discrete ebullition events. The zoomed bottom figure shows that these releases
are separated by about 1/20 day.
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Figure 6: Impact of combined internal and external forcings on gas flow without hydrate
formation. Top: time series showing the long timescale of plume release of ∼ 2 days (days
1,3, 5, and 8) along with other effects within each plume release. Bottom: zoom of the top
figure shows that, within a given plume release, the individual ebullition events occur only
during falling tides and display different geyser-driven episodicity depending on the pressure
and saturation conditions in the near-surface sediments.
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Figure 9: Final hydrate saturation profile for the same conditions as in Figure 3 after 10
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enough to reach pseudo-steady state conditions, changes in the methane storage become
small relative to the cumulative fluxes into and out of the system. In this case, the ability of
methane to escape to the sediment surface may be estimated as the ratio of time-integrated
fluxes across the top and bottom of the model. However, the poorly-constrained initial gas
content of the system motivates us to account for the change in gas storage over the time
period:

∆Mg =

H
∫

0

(Mg(z, tf )−Mg(z, t = 0)) dz (17)

frelease ≈

tf
∫

0

F (z = 0, t)dt

tf
∫

0

F (z = H, t)dt−∆Mg

, (18)

where Mg = ρgSgφ is the mass of accumulated gas per volume. This release fraction is
highly sensitive to the ratio of flow and hydrate timescales, and it also depends on the
hydrate generation rate (Figure 8).

Vertical hydrate distribution. Hydrate formation increases the saturation of hy-
drate, but the assumed formation rates are slow and cause little to appear during the course
of simulations here. A profile of hydrate saturation shows this growth throughout the HSZ
(Figure 9). The distribution reflects the balance of the driving force, Pg−Peq, which increases
upwards (Figure 4), against the temperature-dependent term, which increases about three-
fold downward from the water column to the BHSZ. Hydrate may form or dissociate based
on Equation 8, but because the HSZ is always populated with gas for these simulations,
Pg ≥ Peq in this region and hydrate only forms and never dissociates.
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Figure 10: Spatial discretization sensitivity with nz = 64 and dz = 2.8 m, compared with
nz = 32 and dz = 5.6 m in Figure 3. Increasing the spatial discretization causes the initial
peaks in gas release to be larger due to the stronger gas pressure gradient between the top cell
and seafloor. In both these cases, the finite volume interface permeabilities were estimated
from the cell values using a moving average filter with enough cells to cover a width of 10 m.

Numerical techniques. The flow Equations (4–6) are discretized in space using a
finite volume method with first-order upwinding and integrated in time using a forward
Euler scheme. The model is sensitive to the spatial discretization because of the nonlinear
relationship between permeability and effective stress through conduit dilation. This means
that the gas pressure gradients which build up at the top of the sediment column are larger
for finer discretization, and hence the driving force for gas flow is stronger and the initial
peak in ebullition is larger (compare Figures 3 and 10).

The model timestep is chosen dynamically to keep the magnitude of gas pressure changes
from flow and hydrate formation small compared with the sediment strength. This condition
is strict enough that the results do not change when a smaller timestep is imposed.

Discussion and Conclusions. The model developed here shows that free gas flow through
dynamic conduits is a potential mechanism by which tides trigger ebullition from hydrate-
bearing sediments at South Hydrate Ridge [40, 41] (Figure 3). Although the model neglects
spatial heterogeneity and processes that control the long-term dynamics of hydrate-bearing
sediments, its ability to balance free-gas flow through dynamic conduits against conversion
to hydrates allows us to identify emergent behavior and the relevant temporal and spatial
scales that may control venting at the seafloor. For example, the tidal forcing imposes gas-
flux periodicity on the release of connected gas plumes that rise through the HSZ, and within
a tidal ebb the release may break into multiple bursts as the flow conduit opens and closes
near the surface, in a mechanism reminiscent of fluid expulsion from a geyser.

This fraction of injected gas that escapes conversion to hydrate is sensitive to the timescales
of fluid flow and hyrdate formation. More gas escapes conversion to hydrate when the ra-
tio thydrate/tflow is larger, but even at a given value of this ratio, faster hydrate formation
causes less gas to survive the rise (Figure 8). We suggest the explanation that gas rises more
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slowly as the hydrate formation rate increases because hydrate formation reduces the gas
pressure and delays conduit opening. As the time for gas to rise increases, a corrected ratio
thydrate/tflow would be smaller, and the lines might coincide better in Figure 8.

A number of neglected mechanisms impact the efficiency of gas transport and hydrate
formation assumed by our model. The transport and accumulation of heat and dissolved
methane and salt all tend to inhibit gas flow and hydrate formation and dissociation. Gas
and hydrate are only stable when surrounded by methane- saturated pore water, and back-
ground aqueous flow flushes away concentrated methane, dissolving gas and hydrates. Our
model overestimates the efficiencies of both vertical gas transport and mass transfer from
gas to hydrate phases. Meanwhile, salt expulsion from pore water and heat generation
during hydrate formation reduce hydrate stability, providing negative feedbacks on hydrate
generation.

Given that neither gas flow nor hydrate formation in our model depends on the presence
of hydrates, the current model is not an ideal tool for speculating on the impact of gas
flow on the vertical hydrate distribution. Future models may be made sensitive to hydrates
by considering increased tensile strength [22, 45] or pore clogging [10, 28, 32] with hydrate
formation, as well as a dependence of the hydrate formation rate on the available hydrate
surface area [21]. Such models may test the stability of hydrate distributions suggested
by models that capture long-timescale effects [10, 28, 32] in the presence gas flow through
fractures.

Nomenclature

D mean water depth [m]
E activation energy [J/mol]
frelease fraction of flowing gas released [-]
F source
g deep source of gas [kg/m2/s]

g gravitational acceleration [m/s2]
H model domain depth [m]
hplume height of a rising gas plume [m]
k intrinsic vertical permeability [m2]
K0 lateral stress coefficient [-]
kconduit conduit intrinsic permeability [m2]
Kh hydrate formation rate [kg/m3/Pa/s]
krg gas relative permeability [-]
mCH4

molar mass of methane [kg/mol]
Mg mass of gas per unit bulk volume [kg/m3]
M0

g initial mass of gas [kg/m3]
∆Mg gas accumulation per unit area [kg/m2]
Peq gas-hydrate equilibrium pressure [Pa]
Pg gas pressure [Pa]
Ph hydrostatic pressure at sea floor [Pa]
Pw water pressure [Pa]
R ideal gas constant [J/mol/K]
Sg gas saturation [-]
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Smin
g minimum gas saturation [-]

Sconduit
g minimum open-conduit gas saturation [-]

Sh hydrate saturation [-]
t time [s]
tf simulation length [s]
tflow flow timescale [s]
thydrate hydrate formation timescale [s]
ttide tidal period [s]
∆t time step [s]
T temperature [K]
z depth below sea floor [m]
zBHSZ depth of hydrate stability zone base [m]
ztide tidal height [m]

Greek letters

λ loading efficiency [-]
µg gas viscosity [Pa.s]
µw water viscosity [Pa.s]
ν Poisson’s ratio [-]
φ porosity [-]
ρb bulk density [kg/m3]
ρg gas density [kg/m3]
ρw water density [kg/m3]
σ stress (positive in compression) [Pa]
σ′ effective stress [Pa]
σh horizontal stress [Pa]
σv vertical stress [Pa]
σC compressive yield strength [Pa]
σT tensile yield strength [Pa]
σ′

wv vertical water-saturated effective stress [Pa]
σ′

wv vertical water-saturated effective stress [Pa]
χh
CH4

mass fraction of methane in hydrates
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