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EXECUTIVE SUMMARY  
 
In November 2013, Oregon State University initiated the project entitled: Assessing the re-
sponse of methane hydrates to environmental change at the Svalbard continental margin. 
In this project, we will take advantage of a unique opportunity to collect samples from the Sval-
bard continental margin.  The overall objective of this research is to constrain the biogeochemi-
cal response of the gas hydrate system on the Svalbard margin to environmental change. Because 
of a delay in the planned expedition, we reconfigured the program based on discussions with 
NETL program managers and submitted a revised SOPO.  In the new plan, we will collect sam-
ples in two expeditions, the first of which happened Oct 7-21, 2014. We were able to also join an 
expedition to the area onboard the RV Helmer Hanssen during May15-29, 2015 and another one 
onboard the RV Heincke August-September 2015 
 
 
PROGRESS, RESULTS, AND DISCUSSION 
 

1. Expedition(s) update: We participated in the post cruise meeting for CAGE15-02 expedi-
tion in Tromso, Norway, 21-22 August, 2015. An article summarizing these results was 
submitted to Fire in the Ice on 09/02/15 (attached). Title: First report of near-surface gas 
hydrate, carbonate crusts and chemosynthetic organisms on a Vestnesa Ridge pockmark. 
Authors: G. Panieri, D. J. Fornari, P. Serov, E. K. Åström, A. Plaza-Faverola, J. Mienert, 
M. E. Torres, and the CAGE scientific team.  In this article we document the deployment 
of a towed vehicle equipped with a high-resolution camera and multicore capabilities dur-
ing the CAGE15-02 expedition. Our observation of a pervasive thin hydrate pavement, 
carbonate crusts and bacterial mats on surface sediments of two pockmarks along the 
Vestnesa Ridge, at approximately 79oN latitude adds to our understanding of gas hydrate 
dynamics and methane release to the Arctic ocean, which may impact carbon budgets and 
cycles, ocean acidification, and benthic community survival. In addition to this expedi-
tion, we also participated in another cruise onboard the RV Heinke in August-September 
2015, which was focused on collecting water column samples 

2. Water column technique.  We submitted a manuscript to Limnology and Oceanography 
Methods on 09/15/15 describing the technique developed in this project for analyses of 
discrete water samples (attached). Title: Rapid analysis of methane concentration in water 
samples using headspace equilibration and Off-Axis Integrated Cavity Output Spectros-
copy (ICOS). Authors: P. Geprägs, M. E. Torres, T. Fleischmann, S. Mau, T. Pape, G. 
Bohrmann.  In this paper we describe a novel and simple method for the analysis of dis-
crete water samples, which extends the applicability of this technology also to deep-water 
samples. We document the suitability of the approach to both marine and fresh water sys-
tems. Samples are collected in large plastic syringes; headspace is generated using me-
thane-free air and is analyzed with a Greenhouse Gas Analyzer (GGA, Los Gatos Re-
search) after equilibration. Measuring one sample, including headspace addition, injec-
tion into the GGA and analysis of the sample, takes only 5–10 min. Methane concentra-
tions ranging from 1.5–65000 nM are detectable with a precision better than 2.5%, thus 
allowing for measurements that range from typical seawater concentrations to the ex-
tremely high abundances encountered at methane seeps or in peat channels. This ability 
to generate data in the field is highly advantageous in refining sampling strategies. The 
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approach described here enables fast and accurate measurements of methane in the field, 
uses low cost and reusable materials, and does not require chemicals for sample preserva-
tion. 

3. Water column results.  We conducted extensive sampling campaign of the water column 
along the entire Barents Sea-Svalbard margin in August-September 2015, including the 
shelf regions, to document the significance of methane release at the upper limit of gas 
hydrate stability relative to additional sources on the shelf. Water and air samples collect-
ed during two RV Heinke expeditions indicate that the methane released in the slope does 
not contribute to the atmospheric input, however the shelf regions do.  In addition exten-
sive hydroacoustic surveys along the entire edge of has hydrate stability do not show any 
methane discharge expect for the well-studied region offshore Prins Karl Foreland. 

4. Geochemistry: We continue the analyses from the CAGE 15-2 Expedition, which include 
carbon isotopes in the DIC, oxygen and hydrogen isotopes in water and nutrient concen-
trations. Preliminary data from a series of cores recovered at on the fan of Storfjordrenna, 
west Barents Sea from a location where gas hydrate was recovered as shallow as 0.82 
mbsf indicate that the increase in methane flux inferred sulfate profile, may be linked to 
an enhanced gas hydrate dissociation in this area. Ongoing studies are aimed at testing 
this postulate, with the aim to bridge the gap between hydroacoustic flare detection in the 
water column and the mapping of hydrate reservoir at depth, and provide additional clues 
to unravel the complex interactions among ice, ocean, microbiology and climate and their 
sensitivity to both natural and anthropogenic change in Arctic regions.  We expect to 
submit a manuscript n this observations early 2016. 

5. Modeling- A second manuscript was submitted to Journal of Transport in Porous Media 
on 06/08/2015, as a companion paper to the one submitted to this journal on 06/08/2015. 
Title  " Methane hydrate formation under conditions of variable salinity II. Time-stepping 
variants and sensitivity of reduced numerical model." Authors: M. Peszynska, F. P Medi-
na, W-Hong, M.E. Torres. In this paper we consider a reduced model of methane hydrate 
formation in variable salinity conditions presented in a companion paper, and give details 
on discretization and three time-stepping variants: Implicit, Semi-implicit, and Sequen-
tial. We compare their accuracy and efficiency depending on the spatial and temporal 
discretization parameters. We also study sensitivity of the model to the simulation pa-
rameters and in particular to the reduced phase equilibria model. (Keywords methane hy-
drate formation; numerical discretization; implicit and non-implicit timestepping; model 
sensitivity and convergence; multiphase multicomponent model). 
 

 
PROBLEMS OR DELAYS 
 
No new problems since the set-back last year when the planned expedition in the R/V M.S. 
Merian got cancelled due to massive engine failure of the vessel. We completed our expedition 
plan to the area as documented in the revised project plan and added an additional cruise on the 
RV Hanssen in May 2015. 
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PRODUCTS 
 

• FITI article. An article summarizing these results was submitted to Fire in the Ice on 
09/02/15. Title: First report of near-surface gas hydrate, carbonate crusts and chemosyn-
thetic organisms on a Vestnesa Ridge pockmark.  

• Manuscript to Limnology and Oceanography Methods submitted 09/15/15 describing the 
technique developed in this project for analyses of discrete water samples. Title: Rapid 
analysis of methane concentration in water samples using headspace equilibration and 
Off-Axis Integrated Cavity Output Spectroscopy (ICOS).  

• Second manuscript submitted to the Journal of Transport in Porous Media on 06/08/2015, 
as a companion paper to the one submitted to this journal on 06/08/2015. Title  " Methane 
hydrate formation under conditions of variable salinity II. Time-stepping variants and 
sensitivity of reduced numerical model”. 
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First	  report	  of	  near-‐surface	  gas	  hydrate,	  carbonate	  crusts	  and	  chemosynthetic	  1	  

organisms	  on	  a	  Vestnesa	  Ridge	  pockmark	  2	  

	  3	  

Giuliana	  Panieri,	  Daniel	  J.	  Fornari,	  Pavel	  Serov,	  Emmelie	  K.	  Åström,	  Andrea	  Plaza-‐4	  

Faverola,	  Jürgen	  Mienert,	  Marta	  E.	  Torres,	  and	  the	  CAGE	  scientific	  team*.	  5	  
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CAGE - Centre for Arctic Gas Hydrate, Environment and Climate - UiT The Arctic 7	  
University of Norway,	  Woods	  Hole	  Oceanographic	  Institution,	  Oregon	  State	  8	  
University	   9	  
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	  11	  

Most	  of	  the	  deep	  sea	  floor	  on	  the	  Artic	  Ocean	  is	  characterized	  by	  a	  rather	  featureless	  12	  

muddy	  or	  ice-‐drafted	  debris	  sediment.	  During	  the	  CAGE15-‐2	  cruise	  in	  May	  2015,	  we	  13	  

deployed	  a	  towed	  vehicle	  equipped	  with	  a	  high-‐resolution	  camera	  and	  multicore	  14	  

capabilities.	  Our	  observation	  of	  a	  pervasive	  thin	  hydrate	  pavement,	  carbonate	  crusts	  15	  

and	  bacterial	  mats	  on	  surface	  sediments	  of	  two	  pockmarks	  along	  the	  Vestnesa	  16	  

Ridge,	  at	  approximately	  79oN	  latitude	  adds	  to	  our	  understanding	  of	  gas	  hydrate	  17	  

dynamics	  and	  methane	  release	  to	  the	  Arctic	  ocean,	  which	  may	  impact	  carbon	  18	  

budgets	  and	  cycles,	  ocean	  acidification,	  and	  benthic	  community	  survival.	  19	  

	  20	  

Vestnesa	  gas	  hydrate	  Ridge	  21	  

Vestnesa	  Ridge,	  is	  a	  ~100	  km	  long	  and	  ~	  100	  m	  high,	  SE-‐NW	  oriented	  elongate	  22	  

feature	  comprising	  largely	  drifted	  sediment	  in	  the	  Fram	  Strait,	  north	  of	  the	  Molloy	  23	  

Transform	  Fault	  in	  water	  depths	  of	  ~1200	  m	  (Figure	  1).	  It	  is	  characterized	  by	  24	  

intensive	  seabed	  faulting	  and	  rifting,	  and	  by	  400	  to	  600	  m	  wide	  pockmarks	  that	  lie	  25	  

above	  sub-‐seabed	  acoustic	  blanking	  zones	  indicative	  of	  gas	  transport.	  The	  two	  26	  

features	  described	  here	  are	  active	  gas	  release	  systems,	  based	  on	  repeated	  27	  

hydroacoustic	  flare	  mapping.	  The	  flares	  nearly	  reach	  the	  sea	  surface	  (Figure	  1b).	  28	  

Gas	  analyses	  indicate	  both	  biogenic	  and	  thermogenic	  hydrocarbon	  sources	  with	  29	  

migration	  pathways	  likely	  controlled	  by	  a	  tectonically	  induced	  reactivation	  of	  30	  

fracture	  networks.	  31	  

	  32	  



	   2	  

Methods	  33	  

The	  towed	  vehicle,	  based	  on	  the	  Woods	  Hole	  Oceanographic	  Institution	  (WHOI)	  34	  

MISO	  TowCam	  deep-‐sea	  imaging	  system,	  is	  equipped	  with	  a	  deep-‐sea	  digital	  camera	  35	  

and	  CTD	  real-‐time	  system	  that	  provides	  both	  altimetric	  and	  depth	  data	  36	  

(http://www.whoi.edu/main/instruments/miso).	  The	  UiT	  multicorer	  system	  (TC-‐37	  

MC)	  allowed	  for	  collection	  of	  six	  60	  cm-‐long	  visually-‐guided	  cores.	  Deployment	  of	  38	  

the	  instrument	  along	  the	  six	  survey	  lines	  shown	  in	  Figure	  1a	  was	  guided	  by	  39	  

hydroaustic	  and	  bathymetry	  data.	  40	  

	  41	  

Highlights	  42	  

Acoustic	  flares	  indicative	  of	  active	  gas	  releases	  are	  aligned	  along	  the	  eastern	  edge	  of	  43	  

the	  Vestnesa	  gas	  hydrate	  ridge	  a	  ,	  where	  4D	  seismic	  data	  indicate	  rising	  gas	  within	  44	  

the	  sediment.	  Repeated	  camera	  surveys	  showed	  that	  the	  sea	  floor	  outside	  the	  45	  

pockmark	  area	  is	  soft	  muddy	  sediment	  extensively	  bioturbated	  by	  fauna	  consisting	  46	  

primarily	  of	  Ophiurioids	  and	  Polychaete	  tubes.	  Within	  the	  pockmark,	  gas	  seepages	  47	  

are	  highly	  localized,	  and	  small	  patches	  of	  bacterial	  mats	  3	  to	  4	  meters	  in	  diameter	  48	  

occur.	  Individual	  white	  bacterial	  mats	  are	  ~20	  cm	  in	  length,	  typically	  surrounded	  by	  49	  

black	  sediment,	  which	  in	  the	  TC-‐MCs	  cores	  was	  identified	  as	  containing	  abundant	  50	  

iron	  sulfide	  minerals.	  	  Large	  carbonate	  blocks	  (Figure	  2b)	  and	  outcrops	  are	  common	  51	  

in	  the	  seep	  areas	  and	  range	  from	  10	  cm	  to	  more	  than	  2	  meters	  in	  length;	  in	  some	  52	  

cases	  they	  rise	  up	  to	  3	  meters	  above	  the	  seafloor.	  The	  blocks	  are	  colonized	  by	  53	  

abundant	  epifauna,	  as	  they	  provide	  a	  hard	  bottom	  substrate	  for	  sessile	  benthic	  54	  

organisms	  and	  shelter	  for	  mobile	  megafauna.	  	  55	  

	  Cracks	  in	  the	  seafloor	  expose	  a	  thin	  crust	  (ca.	  2-‐3	  cm)	  of	  surface	  sediment	  cemented	  56	  

by	  gas	  hydrate	  layers	  (Figure	  1c).	  The	  pavement	  is	  prevalent	  in	  seep	  areas	  and	  is	  57	  

colonized	  by	  dense	  mats	  of	  tube-‐dwelling	  polychaetes	  (Figure	  2a),	  as	  confirmed	  by	  58	  

benthic	  sampling.	  Multicore	  samples	  from	  these	  areas	  also	  reveal	  the	  presence	  of	  59	  

abundant	  frenulating	  tubeworms,	  belonging	  to	  the	  family	  Siboglinidae,	  known	  to	  60	  

live	  in	  an	  obligate	  mutualistic	  association	  with	  chemosynthetic	  bacteria.	  	  61	  
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Analyses	  of	  the	  uppermost	  sediment	  yield	  a	  methane	  concentration	  of	  5	  mM.	  	  	  62	  

Saturation	  with	  respect	  to	  gas	  hydrate	  is	  59.7	  mM.	  Methane	  values	  below	  saturation	  63	  

reflect	  extensive	  degassing	  of	  the	  core	  as	  evidenced	  by	  intense	  bubbling	  observed	  64	  

for	  ~30	  minutes	  in	  all	  of	  the	  5	  cores	  recovered	  from	  this	  site.	  	  Marker	  CAGE	  888	  was	  65	  

deployed	  to	  allow	  for	  future	  time	  series	  investigations	  using	  seafloor	  observatories	  66	  

for	  methane	  seepage	  record	  at	  this	  site.	  67	  

	  68	  

Impacts	  and	  Consequences	  69	  

Seepage	  at	  the	  CAGE	  888	  pockmark	  is	  highly	  localized,	  indicative	  of	  focused	  flow	  of	  70	  

methane.	  Our	  observations	  are	  consistent	  with	  seismic	  data	  (Fig.	  1c)	  that	  revealed	  71	  

discrete,	  fine	  scale	  (<10	  m),	  methane	  migration	  pathways,	  usually	  capped	  by	  strong	  72	  

seafloor	  reflections	  suggestive	  of	  the	  presence	  of	  authigenic	  carbonate.	  	  73	  

It	  is	  well	  know	  that	  areas	  where	  gas	  hydrate	  outcrops	  at	  the	  seafloor	  as	  for	  examp,e	  74	  

on	  Hydrate	  Ridge,	  Gulf	  of	  Mexico,	  and	  elsewhere	  show	  large	  thickets	  of	  75	  

Lamellibrachia	  and	  abundant	  Vesicomyidae	  bivalves.	  In	  contrast,	  the	  various	  camera	  76	  

surveys	  and	  benthic	  sampling	  in	  the	  Vestnesa	  pockmark	  area	  revealed	  a	  seafloor	  77	  

with	  small	  scale	  heterogeneity,	  rich	  and	  diverse	  microbiological	  communities	  and	  78	  

small	  tubeworms	  assemblages,	  but	  not	  the	  expected	  colonies	  of	  chemosynthetic	  79	  

organisms.	  Our	  observations	  are	  consistent	  with	  other	  active	  gas	  seeps	  and	  plume	  80	  

area	  along	  western	  Svalbard	  margin	  and	  in	  the	  Barents	  Sea.	  	  81	  

The	  occurrence	  of	  gas	  hydrate	  in	  Vestnesa,	  particularly	  in	  the	  near	  surface	  82	  

sediments	  described	  here,	  but	  also	  as	  previously	  documented	  at	  ~2m	  below	  83	  

seafloor	  attests	  to	  the	  presence	  and	  current	  abundant	  supply	  of	  methane	  to	  the	  84	  

seafloor.	  This	  methane	  flux	  and	  the	  hydrogen	  sulfide	  generated	  by	  anaerobic	  85	  

oxidation	  of	  methane,	  sustain	  the	  bacterial	  communities	  observed	  in	  our	  camera	  86	  

surveys.	  The	  question	  still	  remains	  as	  to	  why,	  at	  present,	  there	  are	  no	  communities	  87	  

of	  large	  chemosynthetic	  associated	  taxa,	  rather	  the	  seepage	  here	  is	  associated	  with	  88	  

discrete	  patches	  of	  bacterial	  mats	  and	  small	  tubeworms	  assemblages.	  	  89	  

Our	  new	  observation	  of	  near	  surface	  gas	  hydrate	  pavements	  within	  the	  Vestnesa	  90	  

pockmarks,	  and	  their	  association	  with	  methane	  plumes	  in	  the	  water	  column	  suggest	  91	  

the	  presence	  of	  similar	  near	  surface	  deposits	  along	  the	  Arctic	  margin,	  where	  92	  
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acoustic	  flares	  are	  observed	  and	  seismic	  data	  indicate	  the	  presence	  of	  upward	  gas	  93	  

migration.	  Trawling	  in	  known	  gas	  hydrate	  stability	  fields	  of	  Arctic	  shelves	  and	  94	  

slopes	  may	  release	  gas	  hydrate	  from	  the	  seabed	  affecting	  seabed	  ecosystems,	  95	  

methane	  release	  to	  the	  ocean	  and	  associated	  ocean	  acidification	  at	  still	  to	  be	  96	  

determined	  rates.	  	  97	  

 98	  
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 123	  
 124	  
Figure	  legends	  125	  

Figure	  1(a)	  Regional	  area	  and	  bathymetry	  map	  with	  transect	  ending	  at	  site	  126	  

CAGE888,	  showing	  the	  location	  of	  marker	  CAGE	  888,	  the	  TowCam	  surveys	  and	  CAGE	  127	  

15-‐2	  893	  MC	  that	  contained	  gas	  hydrate.	  (b)	  Single-‐beam	  echosounder	  showing	  128	  

acoustic	  flares	  as	  manifestation	  of	  rising	  gas	  bubbles.	  Marker	  CAGE	  888	  is	  indicated.	  129	  

(c)	  Chirp	  profile	  showing	  gas	  chimneys	  associated	  with	  seafloor	  mounds	  and	  130	  

pockmarks.	  The	  black	  dots	  indicate	  the	  projection	  of	  images	  a-‐e	  along	  the	  profile.	  131	  

	  132	  

Figure	  2(a)	  Soft	  sediment,	  mud	  bottom,	  with	  large	  number	  of	  Ophiurioids.	  A	  track	  of	  133	  

a	  mollusk	  is	  obvious	  crossing	  the	  center	  of	  the	  image.	  Individual	  polychaete	  tubes	  134	  

protrude	  ca.	  3-‐5	  cm	  long	  above	  the	  bottom.	  	  135	  

	  (b)	  White	  bacterial	  mat	  in	  patches	  throughout	  the	  image	  highlighted	  against	  the	  136	  

iron	  sulfide	  bearing	  black	  sediment;	  high	  density	  of	  polychaete	  tubes	  protrude	  ca	  1-‐137	  

2	  cm	  above	  the	  sediment	  surface.	  (c)	  Large	  carbonate	  concretions	  provide	  a	  hard	  138	  

substrate	  for	  epifaunal	  invertebrates	  (e.g.,	  erect	  bryozoans	  and	  spherical	  sponges)	  139	  

and	  structure	  for	  mobile	  fauna.	  Laser	  dots	  spaced	  20	  cm	  apart.	  (d)	  Thin	  pavement	  at	  140	  

the	  seafloor	  exposed	  by	  cracks	  in	  the	  indurated	  hydrate	  crust	  and	  thought	  to	  be	  141	  

sediment	  cemented	  by	  fine	  gas	  hydrate	  layers.	  	  142	  
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Abstract 13	  

Laser-based instrumentation utilizing the off-axis integrated output spectroscopy (ICOS) 14	  

technology has become increasingly popular for the continuous measurement of methane in 15	  

air and surface seawater. Here we describe a novel and simple method for the analysis of 16	  

discrete water samples, which extends the applicability of this technology also to deep-water 17	  

samples. We document the suitability of the approach to both marine and fresh water systems. 18	  

Samples are collected in large plastic syringes; headspace is generated using methane-free air 19	  

and is analyzed with a Greenhouse Gas Analyzer (GGA, Los Gatos Research) after 20	  

equilibration. Measuring one sample, including headspace addition, injection into the GGA 21	  

and analysis of the sample, takes only 5–10 min. Methane concentrations ranging from 1.5–22	  

65000 nM are detectable with a precision better than 2.5%, thus allowing for measurements 23	  

that range from typical seawater concentrations to the extremely high abundances encountered 24	  

at methane seeps or in peat channels. This ability to generate data in the field is highly 25	  

advantageous in refining sampling strategies. The approach described here enables fast and 26	  

accurate measurements of methane in the field, uses low cost and reusable materials, and does 27	  

not require chemicals for sample preservation.  28	  

Introduction  29	  

Methane is an important greenhouse gas, whose atmospheric concentration has increased by a 30	  

factor of 2.5 since preindustrial times (IPCC 2013). Because the warming potential of 31	  

methane is 21 times that of carbon dioxide (IPCC 2007) it plays an important role in the 32	  

current global warming (Badr et al. 1991). Even though the ocean source is thought to have 33	  

only a small impact on the global methane budget, there is a lack of data to fully quantify this 34	  

input source, such that its contribution, especially from shallow regions may be 35	  

underestimated. It is possible that the ocean source term has been increasing due to ocean 36	  

warming and release from either gas hydrate or permafrost (Bange 2006). 37	  
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Methane generated in marine sediments can accumulate below the seafloor and at some 38	  

locations it discharges at cold seeps, either dissolved in fluids or, in the case of over-39	  

saturation, in the form of methane bubbles. In addition, conspicuous maxima in dissolved 40	  

methane have been documented in oxic water layers, revealing production under oxic 41	  

conditions in the water column (Traganza et al. 1979; Holmes et al. 2000; Damm et al. 2009). 42	  

There is clearly a need to monitor methane concentrations in the water column, if we are 43	  

going to fully constrain its role in the global carbon cycle and its potential contribution to the 44	  

atmosphere. The pressing need for methane surveys is also evidenced in recent publications 45	  

describing analytical approaches (e.g. Gülzow et al. 2011; Arévalo-Martínez et al. 2013; 46	  

Magen et al. 2014; Li et al. 2015). Magen et al. (2014) described collection and preservation 47	  

of water samples for subsequent measurement of methane in the headspace using gas 48	  

chromatography, up to 3 months after collection. With the advent of off-axis integrated cavity 49	  

output spectroscopy (ICOS), new instrumentation became commercially available for the 50	  

continuous monitoring of greenhouse gases (methane and carbon dioxide) at atmospheric 51	  

levels with high precision and accuracy (Baer et al. 2002; Berman et al. 2012). This analytical 52	  

breakthrough was expanded to continuously monitor CH4 and CO2 in surface seawater 53	  

samples by use of an equilibrator system (Schmale et al. 2010; Gülzow et al. 2011; Arévalo-54	  

Martínez et al. 2013; Li et al. 2015). Thereby, the water enters equilibrators where a constant 55	  

volume of air is circulated through the water and equilibrates with the water phase. The air is 56	  

then dried and transported to the analyzer and measured via ICOS (Gülzow et al. 2011). These 57	  

two approaches combined, atmosphere and surface seawater analyses, allow for monitoring 58	  

processes at the seawater-atmosphere interface at high resolution. However, not all of the 59	  

methane entering the water column reaches the atmosphere. When methane is emitted as 60	  

bubbles on the seafloor, a fraction of the gas dissolves during transit through the water 61	  

column depending on release depth, bubble volume and the buoyancy of the plume (e.g. 62	  

Greinert & McGinnis 2009). Bubble dissolution creates patches of dissolved methane (Clark 63	  
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et al. 2003), which in cases where methane emissions are persistent and of sufficient 64	  

magnitude can form large continuous plumes. Only if this dissolved methane is transported to 65	  

the mixed layer, it can be transferred to the atmosphere via sea-air gas exchange; the amount 66	  

depends especially on wind speed (e.g. Mau et al. 2007). Furthermore, studies have shown 67	  

that the methane within bubbles can be replaced by other gases via exchange processes during 68	  

bubble ascent through the water column (e.g. McGinnis et al. 2006) . In addition, microbial 69	  

consumption of CH4 restricts its release into the atmosphere (Reeburgh 2007), and aerobic 70	  

oxidation of methane may contribute to ocean acidification (e.g. Biastoch et al. 2011). To 71	  

fully constrain the methane budgets, sources to and microbial consumption in seawater, it is 72	  

important to generate concentration profiles of dissolved methane throughout the entire water 73	  

column. Here, we describe a simple and rapid method to measure methane in discrete water 74	  

samples using ICOS technology, which allows for results to be generated in the field shortly 75	  

after sampling. Furthermore, as this instrumentation can also generate air and surface 76	  

seawater measurements with minimal modification, a complete depiction of methane in 77	  

ocean/atmospheric system can be obtained.  78	  

 79	  

Material and procedures 80	  

Material  81	  

Analyses by GGA require a total gas volume of 140 ml. Therefore, we used 140 ml plastic 82	  

syringes with a rubber plunger head (MonojectTM) for sample collection at sea, where these 83	  

syringes were filled directly from Niskin bottles. Small water bodies on land were sampled 84	  

directly from shore. The syringes were each attached to a one-way valve to close them and we 85	  

used a 22-gauge needle (e.g. Hamilton SN 7751-13) for sample processing. 86	  
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Methane free synthetic air (known as ‘Zero Air’) is required for measurement procedure and 87	  

various gas standards for calibration of the ICOS. Zero Air is available from Air Liquide 88	  

(Germany) as ALPHAGAZ_1 in 200L or 50 L tanks or as N12, in small (12L) pressured 89	  

portable canisters. We used three methane standards with different concentrations for the 90	  

calibration of the analytical instrument (1, 10 and 100 ppm). The 1 ppm and 10 ppm standards 91	  

were supplied by Air Liquide as custom-made products (Chrystal gases), these have to be 92	  

purchased in larger quantities (min. 10L) but can be requested in small canisters 93	  

Analyses were done by off-axis integrated cavity output spectroscopy (ICOS), using the 94	  

Greenhouse Gas Analyzer (GGA- ‘Enhanced Performance’ with ‘Syringe Injection Mode’) 95	  

from Los Gatos Research (LGR), California. The instrument uses conventional Laser 96	  

Absorption Spectroscopy, where the absorption of the infrared laser beam directed through 97	  

the sample is used to calculate the mole fraction of methane in the gas. The use of high 98	  

reflectivity mirrors in the absorption cell enlarges the optical path length by thousands of 99	  

meters and thus the measured IR absorption is significantly enhanced (Baer et al. 2002). A 100	  

small vacuum pump and the required tubing are included in this set up, additional septa for 101	  

the injection port have to be ordered separately from LGR. 102	  

Procedure 103	  

At sea, water samples are taken with Niskin bottles, either during hydrocasts or using a 104	  

remotely operated vehicle. Immediately upon recovery, each Niskin bottle is sampled by 105	  

filling three 140-ml syringes outfitted with a valve. Tygon tubing were used to fill the 106	  

syringes to avoid potential water degassing induced by turbulence during sampling. The 107	  

syringes were flushed and filled with exactly 100 ml of seawater without any air bubbles. 108	  

Two syringes were used for the analysis, and the remaining one was saved as a spare. 109	  

For analyses of methane in water streams or ponds, samples can be collected directly on 140-110	  

mL syringes, and transported to the lab for immediate analyses. To test the reproducibility of 111	  
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the method in fresh water, we collected up to 10 L of surface water from a peat channel in 112	  

Bremen, Germany. Subsamples in 140-ml plastic syringes were taken within 10 minutes of 113	  

collection. 114	  

After water collection either from Niskin or surface waters, the syringes were left to 115	  

equilibrate to room temperature for at least 30 minutes and room temperature and ambient 116	  

pressure were noted at the beginning of the analytical run. In some cases the samples are very 117	  

cold around 1°C, to avoid a long equilibration time the sample temperature can be taken 118	  

shortly after the injection. To generate a gas headspace within the syringe 40 ml of Zero Air 119	  

were drawn from a 200 L gas tank outfitted with a septum port through a needle attached to 120	  

the syringes. Potential overpressure was released, the valve was closed and the needle was 121	  

removed. The procedure was repeated for the second syringe. Both syringes were shaken 122	  

vigorously for over 1.5 minutes to allow for equilibration between water and headspace 123	  

(Magen et al. 2014). To minimize the risk of water injection into the GGA instrument 124	  

chamber the 40 ml headspace gas each from both syringes were collected in a gas tight 100 ml 125	  

glass syringe via a Luer Lock adapter and the combined gas volume of 80 ml was injected in 126	  

the GGA. This was followed immediately by 60 ml injection of Zero Air, as needed to reach 127	  

the required volume of 140 ml in the instrument chamber of the GGA. Each analytical run 128	  

took 5 minutes, during which more than 100 readings were acquired.  129	  

 130	  

Calculations 131	  

Each GGA run collects around 104 measurements, which are stored in a text file that can be 132	  

downloaded directly from the instrument. The GGA calculates methane concentrations based 133	  

on its internal calibration. Because water vapor interferes with the CH4 concentration by 134	  

diluting the mixing ratio in air and by broadening the spectroscopic absorption lines (Rella et 135	  

al. 2013; Welp et al. 2013) the water vapor content of the gas sample is automatically 136	  
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determined and methane concentrations are corrected accordingly and reported as dry 137	  

methane. To minimize potential errors caused by shifts in the internal calibration of the 138	  

instrument we ran calibration curves at the beginning of each day, where 30–40 samples were 139	  

analyzed (see assessment section).	  A small application with web-installer named TICOSES 140	  

using the MATLAB Compiler Runtime environment, extracts the measured data (methane, 141	  

water vapor, carbon dioxide) and relevant parameters (gas pressure, gas temperature, 142	  

instrument ambient temperature, ringdown time of both lasers) as well as derived variables 143	  

(methane dry, carbon dioxide dry). Further calculations like the mean concentration and the 144	  

standard deviation are also performed by the software, stored in two data tables. TICOSES 145	  

with MATLAB Runtime web-installer is given in the supplemental material. Calculation of 146	  

the dissolved methane concentration in the samples used the corrected dry methane values, 147	  

the atmospheric ambient pressure, the water sample volume and the volume of injected gas. 148	  

Calculations are based on the headspace formulation detailed in Magen et al., (2014). Briefly: 149	  

 150	  

    (1)  151	  

       (2) 152	  

 153	  

where nCH4 is the sum of moles of methane in the water and the headspace gas. To calculate 154	  

the methane concentration in the water sample after equilibration, the atmospheric ambient 155	  

pressure and the Bunsen coefficient were used, which required knowledge of salinity and 156	  

temperature of the sample to define the solubility of methane (Yamamoto et al. 1976). The 157	  

methane concentration in the GGA ([CH4]GGA) was calculated using the volume of water in 158	  

the syringes (VW). Because of the need to dilute the headspace with a volume of Zero Air in 159	  
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the instrument chamber, the final methane concentration is corrected with the dimensionless 160	  

dilution factor, such that the methane concentration in the sample ([CH4]smp) is given by 161	  

 162	  

     (3) 163	  

 164	  

where VHS is the volume (in ml) of headspace gas injected and 140 is the total gas volume in 165	  

ml injected in the GGA chamber. 166	  

 167	  

Assessment 168	  

Analytical range 169	  

Supplier’s specifications indicate a linear instrument response of the GGA in concentrations 170	  

ranging from 0.01 to 100 ppm. The method described here takes advantage of this broad range 171	  

to measure dissolved methane in samples over an extremely wide concentration range (1.5 to 172	  

65,000 nM), with minimal modifications to the sample protocol. This allowed us to analyze 173	  

water samples in the water column directly above methane seep areas, where concentrations 174	  

range by 3 orders of magnitude within one hydrocast. The only constrain to the dynamic 175	  

range is that the instrument requires 140 ml of gas for each run. The protocol described above 176	  

(80 ml headspace diluted with 40 ml of Zero Air) is optimal for typical low seawater 177	  

concentrations, which have methane concentrations of 2–5 nM (e.g. Bange et al. 1994; 178	  

Tsurushima et al. 1996; Valentine 2011). For samples above 3,200 nM methane, different 179	  

headspace to Zero Air ratios can be used. For example, for very high methane concentrations 180	  

(>5µM), we injected 10 ml of headspace gas using a smaller glass syringe and 130 ml Zero 181	  
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Air. If the volume of the water sample is reduced to 70 ml and 70 ml of headspace gas are 182	  

added, a maximum of 65 µM methane can be detected.  183	  

 184	  

Instrument response 185	  

The instrument precision, calculated as the relative standard deviation of 80 analytical runs is 186	  

0.067%. The linearity of the GGA response is shown in Figure 1. We used dilutions of three 187	  

stock standards (1, 10 and 100 ppm methane) and generated calibration curves ranging from 188	  

0.07 to 100 ppm. For the lower concentration range (0.07–10 ppm) the GGA responded 189	  

linearly with an R2 of 0.9999 and a slope of 0.90. However, for concentrations exceeding 10 190	  

ppm, we used a second calibration curve, with a linear response R2 = 0.9992, but with a 191	  

different slope of 0.71, which could be due to using various standards. Our results show that 192	  

the use of Zero Air to dilute headspace sample within the instrument chamber, followed by 193	  

GGA analyses, yields data with precision better than 2.4% (Table1).  194	  

 195	  

 196	  

Figure 1: Response of GGA using dilutions of three (1, 10, 100 ppm) stock Air Liquid 197	  

standards. The 100 ppm standard yields a different slope compared to the values obtained 198	  

using the lower stock concentrations, therefore we chose two different calibration curves.  199	  
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Table 1: Reproducibility of syringe injections using a 1 ppm, 10 ppm and 100 ppm methane 200	  

standard gas and various mixing ratios with Zero Air, mixing ratio is represented in the 201	  

injected standard gas volume (VS) and the volume of Zero Air (VZA). Precision was calculated 202	  

on the basis of standard deviation divided by the mean of each analyzed CH4 concentration. 203	  

CH4 injected 

[ppm] 
VS [ml] VZA [ml] 

Number of 

samples 

CH4 analyzed 

[ppm] 

Precision 

[%] 

0.07 10 130 6 0.07 2.34 

0.25 35 105 6 0.24 1.22 

0.5 70 70 10 0.49 1.78 

1.0 140 - 28 0.97 1.42 

2.5 35 105 7 2.26 1.15 

5 70 70 8 4.63 0.38 

10 140 - 17 9.06 0.14 

25 35 105 8 20.42 1.54 

50 70 70 13 39.38 1.79 

100 140 - 41 73.57 0.90 

  204	  
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Limit of detection 205	  

The limit of detection (LOD) was calculated after Currie (1968) using the formula: 206	  

     (4) 207	  

where ϭ represents the standard deviation of blank injections, for which we use 140 ml of 208	  

Zero Air. The LOD obtained (n = 33) is 0.0068 ppm methane. This concentration is not 209	  

significantly different from the lowest threshold of the GGA, reported to be 0.01 ppm from 210	  

the supplier, and reflects potentially methane content of the Zero Air used. Therefore, there is 211	  

no need to use Zero Air of higher purity. The lowest methane concentration we analyzed in 212	  

seawater is ~2 nM; using 200 ml of seawater, an injection volume of 80 ml headspace gas and 213	  

60 ml Zero Air, yields [CH4]GGA≥0.05 ppm, and therefore, clearly is within the detection 214	  

range of the instrument. 215	  

Precision of the Headspace-GGA technique 216	  

We tested the reproducibility of our method in both fresh and seawater samples. Water from 217	  

the freshwater peat channel ‘Am Fleet’ (Bremen, Germany) was collected in large volumes 218	  

(~10 L) during the summers of 2014 and 2015, which were subsampled and analyzed 219	  

immediately after collection at the nearby University of Bremen. Repeated seawater 220	  

measurements were conducted onboard the research vessel RV METEOR using water 221	  

samples collected in the Gulf of Mexico above hydrocarbon seeps (Table 2). Repeated 222	  

analyses (n= 26) yield a precision <2.5%. Am Fleet in 2015, when various operators 223	  

conducted analyses during training with freshwater samples a precision of 2.1% was reached. 224	  

This is also reflecting the ease of use and reliability of the method.   225	  
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Table 2: Precision reported as the mean of relative standard deviation of repeated methane 226	  

measurement using different methods, and samples with different salinities and concentration 227	  

ranges.  228	  

Site Salinity 

[psu] 

Number of 

samples 

Concentration 

range CH4 [nM] 

Precision [%] 

Headspace - Greenhouse Gas Analyzer 

Am Fleet '15 0 43 980–3200 2.10* 

Gulf of Mexico 35 18 4–82 2.50 

Gulf of Mexico 35 8 111–243 2.39 

Vacuum Extraction - Gas Chromatography 

Gulf of Mexico 35 3 62–70 5.87 

Gulf of Mexico 35 3 225–274 10.84 

*various operators 229	  

 230	  

Sample storage 231	  

This method was developed for rapid and accurate analysis of dissolved methane 232	  

concentrations in the field. The sampling described here, using plastic syringes, was deemed 233	  

accurate over minimum 2-hour time-series. Duplicates of samples were analyzed after 1,2, 14 234	  

and 20 hours, significant loss of methane in the plastic syringe of 20% was observed after 14 235	  

hours (Figure 2). We did not consider long-term storage as part of this study, since Magen et 236	  

al. (2014) have provided a detailed report of sample preservation with KOH and NaOH for 237	  

analyses up to one year after sample collection.  238	  
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Because the instrument is small and requires no carrier gas, it is relatively easy to transport to 239	  

the field. Standards and Zero Air canisters are available for ease of transportation. If analyses 240	  

in the field cannot be achieved, headspace gas samples can be obtained with the new 241	  

technique described here and be stored in 100-ml glass bottles filled with saturated NaCl 242	  

solution, and transported to the lab for later analyses. Alternatively, water samples can be 243	  

collected in 200 ml glass vials equipped with a septum and preserved with NaOH for shore-244	  

based gas extraction and GGA analyses. 245	  

 246	  

Figure 2: Repetition of samples using the HS-GGA method showing methane concentration 247	  

of duplicate samples analyzed after different time steps. 248	  

Comparison with Vacuum Extraction method 249	  

We took advantage of two research expedition onboard FS METEOR to compare our method 250	  

with the Vacuum Extraction method after Lammers and Suess (1994) modified after Rehder 251	  

et al. (1999) and Keir et al. (2005, 2009). This technique extracts gas compounds from water 252	  

using vacuum. Briefly, 700 to 750 mL of seawater are directly collected from Niskin bottles 253	  

into pre-evacuated (1x10-3 mbar) 1L-glass bottles (Schott DURAN), which have a gas tight 254	  

closure. The gas dissolved in the sample is separated from the water by high-grade vacuum 255	  

extraction in the bottles. The extracted gas can be transferred with a gas-tight syringe through 256	  

a septum port in the extraction system into a 20 ml serum glass vial pre-filled with saturated 257	  

NaCl solution. These gas samples were analyzed for methane concentration with a gas 258	  
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chromatograph using a Flame Ionization Detector and/or can be used for characterization of 259	  

stable carbon isotope composition (Pape et al. 2010). 260	  

Drawbacks of this traditional method are securing vacuum and the necessity of more 261	  

equipment for extraction of the gas. The potential for error using the vacuum extraction 262	  

method is high because of the number of technical steps involved and the need to ascertain 263	  

full vacuum of 1x10-3 mbar in the glass bottles, which was not always achieved or got lost 264	  

over time as bottles leaked. We tested the reproducibility of the Vacuum Extraction method 265	  

analyzed with the gas chromatograph (VE-GC) using triplicate samples, which yield precision 266	  

values of 5 to 10% (Table 2). The vacuum technique also requires significantly more 267	  

equipment (vacuum pumps, glass bottles, stop cocks, magnetic stirrer, glass valves and tubing 268	  

etc.), that needs a lot of space and is partly quite expensive. 269	  

For the comparison with the HS-GGA method some water samples were analyzed with the 270	  

VE-GC method, and shown as discrete grey symbols in Figure 3. In all cases, both methods 271	  

yield the same trend, with partly indistinguishable variations given the large concentration 272	  

ranges encountered. Interestingly, in some cases the concentration measured using the VE-GC 273	  

method was lower than that detected with the HS-GGA, indicating incomplete extraction with 274	  

the vacuum approach. But for background samples with concentrations <5nM, methane 275	  

concentrations determined with the HS-GGA were constant between 1.1 and 1.9 nM whereby 276	  

the values analyzed with the VE-GC approach revealed higher concentrations around 3.5 nM 277	  

methane. The reason for higher values detected with the VE-GC method could be 278	  

contamination with atmospheric air, e.g. due to a poor vacuum in the bottle.  279	  

  280	  
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 281	  

Figure 3: Vertical concentration profiles of dissolved methane in the water column using the 282	  

HS-GGA method (black symbols) and the VE-GC (grey symbols) obtained for ship stations 283	  

performed during cruise M112 and M114. 284	  

 285	  

Field results 286	  

The field results presented here were compiled from different settings and are supposed to 287	  

provide examples of the usage of ICOS. First we cover field data of the marine realm and then 288	  

freshwater settings. 289	  

As already mentioned above, during expeditions, M112 and M114 with RV METEOR 290	  

(Bohrmann et al. 2014), water samples were collected for methane analyses using the HS-291	  

GGA approach to test the handling of the equipment. Both cruises had the objective to 292	  

characterize methane released from the seafloor. Therefore, sampling was guided by 293	  

observation of gas flares during hydroacoustic surveys, such that targeted hydrocasts were 294	  

conducted as close as possible to the seepage sites.  295	  

The majority of the analyses were conducted with the HS-GGA method, because of its’ large 296	  

analytical range and ease of use. Furthermore, the HS-GGA method was found to be more 297	  
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reliable due to a better reproducibility and an entire hydrocast of 24 samples was analyzed in 298	  

3–4 hours, including calibration curve and a few duplicate runs. 299	  

Examples from four hydrocasts are shown in Figure 3. High methane concentrations (30–300 300	  

nM) were found near the seafloor. Plumes in the water column were also detected, with 301	  

maximum concentrations reaching over 250 nM in the vicinity of mud volcanoes in the 302	  

Mediterranean. Details of sources and patterns observed are discussed elsewhere (P. Gepraegs 303	  

unpubl.). 304	  

Freshwater samples from the channel ’Am Fleet’ were analyzed using the HS-GGA technique 305	  

in September 2014 and July 2015 (Figure 4) to test the reproducibility and to investigate 306	  

potential correlation between environmental conditions e.g. rain fall and methane in the 307	  

system. In this case the methane concentrations were higher, thus, only one syringe filled with 308	  

100 ml water was used for the analysis and 40 ml headspace were injected diluted with 100 309	  

ml Zero Air. In 2015, at least 5 sample repetitions were taken, and precision was always better 310	  

than 2.5%, error bars are within the symbol and therefore, not displayed in Figure 4. The 311	  

detected concentrations varied between 0.2 and 3.2 µM methane. The vertical bars in Figure 4 312	  

indicate the air temperature and precipitation height on each day representing environmental 313	  

conditions during sampling (Deutscher Wetterdienst, http://www.dwd.de, July 2015). No 314	  

correlation between rainfall and temperature could be observed. Discussion of reasons for 315	  

observable change in methane concentration and variability is out of the scope of this 316	  

publication. 317	  

 An advantage of using the GGA is that it allows for simple way to also obtain air methane 318	  

concentrations (Baer et al. 2002; Berman et al. 2012). Our measurements of methane in air 319	  

samples collected in Bremen during our field experiments, yield concentrations ranging from 320	  

0.08 to 0.09 µM, indicating the extreme methane super saturation of the peat channels, which 321	  

undoubtedly constitute a significant methane source to the atmosphere.  322	  
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 323	  

 324	  

Figure 3: Methane concentration of freshwater channel ‘Am Fleet’ showing different 325	  

concentration over time (black dots). Error bars are within the symbols and represent good 326	  

reproducibility of repeated measurements of minimum 5 samples taken once a day. Dark grey 327	  

bars and light grey bars indicate daily mean air temperature and precipitation height, 328	  

respectively. 329	  

Discussion 330	  

We set up and tested a method using GGA for discrete syringe injections to rapidly and 331	  

accurately analyze dissolved methane in discrete water samples. It was initially developed to 332	  

analyze dissolved methane in water samples taken from deep sea hydrocasts using Niskin 333	  

bottles, available in almost all research vessels. But as shown, the technique can be easily 334	  

adapted for analyses of water samples from a variety of settings including lakes, aquifers, 335	  

ponds and estuaries. The reproducibility of the method yield excellent results with values 336	  

better than 2.5% for different concentrations ranging from 4 to 3200 nM and in samples with 337	  
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salinities ranging from 0 to 35 psu. The precision of the method compares very well with the 338	  

reported values between 3.3% and 6.8% using headspace equilibration followed by GC 339	  

injections (Yoshida et al. 2011; Magen et al. 2014; Capelle et al. 2015) and with the precision 340	  

of 5–10% achieved with the VE-GC method in this study. Reported extraction efficiency for 341	  

the Vacuum Extraction is 90±6% (Keir et al. 2005, 2009) and, regarding the comparison in 342	  

Figure 2, the mean outcome from our method is 17 % higher than that for the VE-GC method.  343	  

The described HS-GGA method using two 140-ml syringes for each sample is appropriate for 344	  

low methane concentrations, including background seawater values from which methane 345	  

values in the GGA are an order of magnitude higher than the limit of detection. For higher 346	  

concentrations, e.g. at gas seepage sites, the range can be easily extended using different 347	  

volumes of water, headspace and Zero Air. This flexibility allows for methane measurements 348	  

in most marine and terrestrial settings where dissolved methane concentration is of interest. 349	  

For the VE-GC all sample bottles have to be evacuated before sampling and vials have to be 350	  

prepared for sample storage. Both technical steps are relatively time-consuming. Using the 351	  

headspace method after Magen et al. (2014) samples have to be fixated using chemicals. The 352	  

shipping and transport of chemicals is always complicated and furthermore, the addition of 353	  

the NaOH or KOH is another and laborious working step which has to be done after 354	  

sampling. This work is not necessary for the simple determination of methane concentration. 355	  

However, if the methane concentration in the samples should be sufficient for conventional 356	  

isotopic analysis (e.g δ13C-CH4, δ2H-CH4) the Vacuum Extraction method should be 357	  

considered because methane is not diluted in a headspace. For samples which have to be 358	  

stored for a longer period the headspace method after Magen et al. (2014) is recommended. 359	  

The off-axis ICOS technology was originally developed for continuous measurements of air. 360	  

Since its introduction it has proven useful for continuous analyses of dissolved methane in 361	  

surface waters using an equilibration set up. With the addition of the method we describe here 362	  
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to measure discrete samples collected in the water column, the field of application for the 363	  

GGA is enormous. For example, at seepage sites vertical profiles in the water column can be 364	  

conducted taking discrete samples. The methane concentration in the surface waters above the 365	  

seepage system can also be analyzed to generate horizontal transects and these values can be 366	  

compared with methane concentration in the air above the study site. CO2 concentrations, 367	  

which are not considered in this study, can also be determined with this instrument. This 368	  

capability extends the application of the ICOS technology for another important greenhouse 369	  

gas. 370	  

Comments and recommendations 371	  

The Greenhouse Gas Analyzer is easy to install and to use, no carrier gas is needed, and 372	  

allows for field-based analyses of methane over a wide range of concentrations. Field 373	  

measurements have the advantage of providing immediate results that can guide subsequent 374	  

sampling and field experimental strategies.  375	  

The utilization of syringes with movable piston as sampling devises prevents development of 376	  

over pressurized headspace. In contrast with the use of vials that require pressure 377	  

compensation during subsampling, the plunger in the syringe and the valve allow for easy 378	  

adjustment of the pressures during headspace transfer. We note that small bubbles, which 379	  

appear in the syringe before shaking, might get lost due to pressure compensation but 380	  

potential loss of methane was proved to be insignificant by repeated analyses. 381	  

Preparation of the sample for injections, including addition of headspace gas, shaking and 382	  

transferring the gas into the injection syringe, can be done while the instrument analyzes the 383	  

previous sample (~5 minutes total), so that a mechanical shaker would not necessarily 384	  

improve efficiency of analyses. 385	  

  386	  
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1 Introduction

In the paper [18] we introduced a reduced model for methane hydrate for-
mation in variable salinity conditions and provided details on the equilibrium
phase behavior adapted to a case study from Ulleung Basin. One of the ad-
vantages of this reduced model in contrast to fully comprehensive models is
that the reduced model is easy to implement and to extend, and is amenable
to various analyses.

In this paper we describe the computational aspects of the model, with em-
phasis placed on the variants of time-stepping. Our reduced model accounts
for three components: water, methane, and salt, and two phases: aqueous, and
solid (hydrate). Thus, it places in the general framework of multiphase multi-
component models such as those in [12,10,3] for which accuracy and efficiency
have been studied extensively in the past decades. In particular, for the oil-
water or black-oil models described e.g. in [27,2,15,20,31,30] the best practice
is to use mass-conservative spatial schemes combined either with an implicit
treatment of pressures and explicit treatment of saturations/concentrations,
or with a fully implicit treatment of all phases and components. Typically, the
computational complexity of implicit models is the highest, while other vari-
ants are easier to implement. In compositional models [4] with M components
the pressure solver is complemented with M -1 transport equations solved for
concentration of the selected M -1 species, and followed by flash, i.e., the equi-
librium solver. The typical time scales of interest for reservoir simulation with
these models are days to decades of production or environmental remediation.
On the other hand, in [18] and here we are interested in long time behavior and
hydrate basin modeling, and it makes sense to assume that the pressures and
temperatures are known and given by hydrostatic and geothermal distribu-
tions. Our models need only to resolve the interdependence between methane
and water phase equilibria that depend on the presence of salt, and our time-
stepping algorithms have different features than those for the oil-gas reservoir
simulators.

We implement the interdependence between the components and phases as
follows. The water-methane-salt equilibria are handled using the approach of
nonlinear complementarity constraints, and are either tightly or loosely cou-
pled to the salt mass conservation; their implementation is especially easy with
the reduced phase behavior model adopted in [18]. We consider and compare
three variants of time-stepping that realize these tight or loose couplings: the
fully implicit (I), semi-implicit (SI), and sequential (SEQ) algorithms. The
comparison that we carry out is intended to demonstrate the merits of these
approaches, and guide the choice of a model.

In addition, in this paper we test the sensitivity of the approach to the
assumed phase behavior model, as well as to various parameters defining the
discretization. The latter is new and was not undertaken for the comprehensive
model [14]. It is significant in that it guides the reader in the choice of optimal
parameters and shows the robustness of the reduced model.
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Symbol Definition Units/ value
Data about reservoir and fluids

x = (x1, x2, x3) Spatial coordinate [m]
t Time variable [yr]
G Gravitational acceleration 9.8 m/s2

D(x) Depth of point x from sea level [m]
Dref (x) Seafloor depth [m]

In 1D case x = x3, H = Dref

z = D(x3)−H Depth below seafloor [m]
(G)HSZ (Gas) Hydrate stability zone
P Pressure [Pa,MPa]
GH Hydrostatic gradient ≈ 104Pa/m
T Temperature [K]
GT Geothermal gradient [K/m]
q Darcy volumetric flux of liquid phase [m/yr]
DM = DS = D0Slφ0 Diffusivity of component C in the liquid phase [m2/yr]

D0 = 10−9m2/s = 3× 10−2m2/yr
ρl Seawater density 1030 kg/m3

ρh Hydrate density 925 kg/m3

χhM Mass fraction of methane in hydrate phase 0.134 kg/kg
R = χhMρh/ρl Constant used for methane concentration 0.1203 kg/kg
φ0, φ = Slφ0 Porosity in Ω without/with hydrate present
K0,K Permeability in Ω without/with hydrate present
χsw
lS Seawater salinity 0.035[kg/kg]
fM Supply of methane (source/sink term) [kg/kg/yr]
α Parameter of the reduced model [kg/kg]

Variables in the model
Sl, Sh = 1− Sl Void fraction of liquid and hydrate phases
χlM Mass fraction of methane (solubility) in liquid phase [kg/kg]
χlS Mass fraction of salt (salinity) in liquid phase [kg/kg]
NM , NS Mass concentration of methane and salt [kg/kg]

per kg of liquid phase

Table 1 Notation and definitions

The paper is organized as follows. In Sec. 2 we briefly recall the model
proposed in [18] including the phase behavior. In Sec. 3 we describe in detail
the time-stepping variants and spatial discretization for that model. In Sec. 4
we compare the I, SI, and SEQ time-stepping variants, and in Sec. 5 we discuss
the sensitivity of the model to the various parameters of the computational
model. We conclude in Sec. 6.

2 Mathematical model

In the last decade two classes of models for hydrates have been used to describe
hydrate behavior in natural systems. These are the fully comprehensive equi-
librium models such as [14], and the simpler conceptual models [32,16,26], in
which simplified mechanisms for fluid equilibria and/or kinetics were assumed.
The model presented in [18] and discussed here falls somewhere inbetween, and
is a direct simplification of the comprehensive model in [14]. The simplicity of
the reduced model allows for rigorous mathematical well-posedness analysis in
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the case of the diffusive transport in [9], and more general analysis in [21] for
advective/diffusive transport.

We start with Tab. 1, which summarizes the definitions and the notation
consistent with that used in [18].

We consider the transport of methane and salt in the sediment reservoir
Ω ⊂ Rd, d = 1, 2, 3. Each point x = (x1, x2, x3) ∈ Ω is at some depth D(x)
below the sea surface, with the origin x = 0 beneath the reservoir but above
the bottom of the GHSZ, with a fixed reference depth Dref = H equal to the
water depth H at seafloor, i.e., at the top of the reservoir Ω.

In this paper as in [18] we assume that the conditions in Ω are favorable for
hydrate presence and that Ω is entirely within the GHSZ, while the methane
is suplied by advection and diffusion from beneath GHSZ. The actual porosity
φ(x) available to the liquid phase at x is φ = φ0Sl, where Sl is the liquid phase
saturation, i.e., void fraction of the liquid phase. The actual permeabilityK(x)
in the presence of hydrate is an important property but is not needed in the
1D model with constant flux.

First, we assume that T (x) is known and follows the geothermal gradient

T (x) = Tref + (D(x)−Dref )GT , (1)

where Tref is the temperature at some reference depth Dref and GT ≈ const
is the geothermal gradient; see [18] for experimental values. The pressure P (x)
is assumed close to the hydrostatic

P (x) ≈ P 0
l (x) := P 0

l |Dref
+ ρlG(D(x)−Dref ). (2)

Here P 0
l is known at the reference depth Dref .

2.1 Mass conservation

In region Ω we have the following mass conservation equations for methane
and salt components, respectively

∂φ0NM
∂t

−∇ ·DM∇χlM +∇ · (qχlM ) = fM , (3a)

∂φ0NS
∂t

−∇ ·DS∇χlS +∇ · (qχlS) = 0, (3b)

with the definitions

NM = SlχM +R(1− Sl), (3c)
NS = χlSSl. (3d)

where R is given in Tab. 1. The model is complemented by a pressure equation
or q must be given; here we assume the latter. As we explain in [18], the model
(3) arises as a special case of the first-principles comprehensive model in [14].

We see that in (3) we have two mass conservation equations (3a)-(3b) with
three unknowns that must be chosen from NM , NS , χlS , χlM and Sl. To close
the system we use the [NCC-M] phase constraint.
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2.2 Phase equilibria and [NCC-M] constraint

The (maximum) amount χmaxlM of methane that can be dissolved in the liq-
uid phase depends on the pressure P , temperature T , and the salinity χlS .
Equivalently, these variables determine the circumstances in which Sl < 1
and Sh > 0, i.e., when the hydrate phase can be present. In addition, χmaxlM

determines how the total amount of methane NM is partitioned between the
liquid and hydrate phases. This phase equilibrium is expressed concisely as a
nonlinear complementarity constraint [NCC-M] χlM ≤ χmaxlM , Sl = 1 ,

χlM = χmaxlM , Sl ≤ 1 ,
(χmaxlM − χlM )(1− Sl) = 0 .

(3e)

In other words, if NM (x, t) is small enough so that NM < χmaxlM , then only the
liquid phase is present Sl(x, t) = 1, and χlM = NM is the independent variable
that describes how much methane is dissolved in the liquid. On the other hand,
when the amount present NM ≥ χmaxlM , the excess amount of methane above
χmaxlM forms the hydrate phase with Sh = 1− Sl > 0, and Sl < 1 becomes the
independent variable while χlM = χmaxlM . This relationship has to be satisfied
at every point x, t.

2.2.1 Data for χmaxlM

In the hydrate literature [14,25] there are tabulated data, or algebraic models,
for how χmaxlM depends on P, T, χlS . In addition, there may be dependence of
(3e) on the type of sediment [5,23] but this is out of scope here. In [18] we
developed a particular approximation

χmaxlM ≈ χmaxlM (x, χlS) ≈ χmax,0lM (x) + α(x)χlS , (4)

in which the data χmax,0lM (x) and α(x) must be provided. This approximation
(4) includes as a special case the algebraic model in [23]. In [18] we describe
how to obtain χmax,0lM (x) and α(x) by a fit to the lookup tables extracted from
the well known phase equilibrium software CSMGem [1], and we calibrate them
for the typical depth, temperature, and salinity conditions found in Ulleung
Basin; see the plot of χmax,0lM (x) and α(x) in Fig. 6. As is well known, χmax,0lM

increases with depth, thus decreases with x. On the other hand, α(x) found
with CSMGem is positive while the authors in [33] believe it should be neg-
ative; see [18] for details. In Sec. 5 we discuss the sensitivity of the model to
the assumed profile of α(x).

2.2.2 Other constraints

There are additional constraints that are not part of the model (3). In partic-
ular, we must have Sh ≤ 1 or

Sl ≥ 0, χlM ≥ 0. (5)
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With some assumptions on χmaxlM , the boundary and initial data, and small
fM , q one can prove that (5) holds as a consequence of the maximum principle
and other abstract analyses. (See [9] for the diffusive case and [21] for advective
and diffusive transport case). In other circumstances (5) may not necessarily
hold, and a numerical model may produce Sh increasing to 1 and beyond.
This clearly is nonphysical, since even before the pores become plugged up and
φ = Slφ0 = 0, all the flow and diffusion ceases, local pressures increase, and
the sediment may break. When (5) is violated, a more general model than (3),
e.g., including geomechanics and pore-scale effects, should be considered; see,
e.g., the mathematical model in [5]. In this paper we terminate the simulation
when Sh is close to 1.

2.3 Boundary and initial conditions

The model (3) must be supplemented with appropriate initial conditions im-
posed on NM and NS , and the boundary conditions on the fluxes or on the
values of the transport variables χlM and χlS . In this paper we set

NM (x, 0) = N0
M (x), NS(x, 0) = N0

S(x), x ∈ Ω (6a)
χlM (0, t) = χ0

lM , χlM (L, t) = χLlM = 0, t > 0 (6b)
χlS(0, t) = χ0

lS , χlS(L, t) = χLlSχ
sw
lS , t > 0 (6c)

The conditions (6c) assign the seawater salinity at x = L and some other
salinity χ0

lS at HSZ known from observations. The conditions (6b) assume
some methane present at HSZ x = 0, and that there is no methane in the
ocean at x = L. The choice consistent with (4)

χ0
lM = χmax,0lM (0) + α(0)χ0

lS (7)

allows the maximum possible amount of methane to be transported by advec-
tion and diffusion from underneath the HSZ.

3 Numerical model

Now we provide details of the numerical model for (3). We use mass-conservative
spatial discretization based on cell-centered finite differences (FD) with har-
monic averaging and a nonuniform structured spatial grid. An alternative dis-
cretization of the case q = 0, with Finite Elements and mass lumping, was
considered in [9], but it would not accomodate large advective fluxes and is
not locally mass conservative. For time discretization we use operator split-
ting: we treat advection explicitly and diffusion implicitly as in [6,7,29]. The
diffusion/equilibria handle two components and are organized in several time-
stepping variants. In each variant we have to solve a linear or nonlinear system
of equations; for the latter we use Newton (or semismooth Newton) iteration.
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3.1 Implementing phase constraint [NCC-M]

While it is well known how to discretize and solve advection-diffusion equa-
tions, implementing phase equilibria constraint (3e) is challenging, but there
are several approaches known from constrained optimization [11,28].

First, the constraint (3e) can be rewritten using the notion of active/inactive
sets [11]. In this approach at each time step and/or iteration, the (grid) points
are identified as either those for which the first part of the inequality (3e)
holds, or those where the other complementary inequality must hold. Next
the mass conservation equations are specialized depending on the state of the
primary unknowns, and are grouped together and solved for the particular
active set of independent unknowns. The equivalent approach is that of vari-
able switching [3,14] where at each gridpoint one identifies the appropriate
independent variable depending on which of the inequalities holds.

Yet another equivalent approach which we find the easiest to implement
[9] takes advantage of the semismooth “min” function as proposed in [8]. We
use

min(χmaxlM − χlM , 1− Sl) = 0, (8)

which is equivalent to (3e). We recall that the function “min(u,v)” equals u if
u ≤ v and v otherwise; it is therefore piecewise linear and non-differentiable
along u = v, hence the name semismooth.

Equation (8) is a nonlinear equation in the variables χlM and Sl, and
it provides the fifth equation to complement (3a)-(3d) that can be solved
together for the five unknownsNM , NS , χlM , χlS , Sl. Some of the time-stepping
variants require also local nonlinear solvers called “flash” which are invoked at
a particular grid point.

Simple flash. The simplest situation is when NM is known and we know χmaxlM .
To determine Sl and χlM we simply use (3e) and (3c) to calculate

Sl =
NM −R
χlM −R

=

{
1, NM ≤ χmaxlM (x, t),

NM−R
χmax
lM (x,t)−R , NM > χmaxlM (x).

(9)

Simple flash only is applicable if salinity is fixed because of the dependence of
χlM on χlS .

Two-variable flash. Given NM , NS we can solve for the three unknowns Sl,
χlM , χlS using (3c), (3d) and (8). The implementation is especially easy if (4)
is used. This flash solver typically takes 2 or 3 iterations to complete, but may
fail when Sh is close to 1.
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3.2 Notation in fully discrete model

The notation for discretization is straightforward. We find approximations to
the relevant variables at discrete time steps t1, t2, . . . tn, . . . . The transport
model (3) advances the model variables from tn to tn+1, with the time step
τ = tn+1−tn considered uniform for simplicity. Also for simplicity, we consider
the 1D reservoir Ω =

⋃
iΩi, where Ωi are the cells with the centers xi and

uniform length h, and i = 1, . . . Nx. We approximate NM (xi, tn) ≈ Nn
M,i and

set Nn
M to be a vector of Nn

M,i, with analogous notation applied to other
variables.

We start by integrating each of the mass conservation equations over each
Ωi. We show the calculations for methane; the ones for salt are analogous.

Accumulation and source terms. For each i, n we calculate the approximation
of accumulation and source terms as follows∫

Ωi

φ0NM (x, tn)dx ≈ φ0(xi)Nn
M,ih.

∫
Ωi

fM (x)dx ≈ hfM,i. (10)

Advection terms. It suffices to consider only methane advection. We consider
first the case q > 0. The advective flux∫

Ωi

∇ · (qχlM (x, tn))dx ≈ q(χnlM,i − χnlM,i−1) (11)

is handled by upwinding. Close to the inflow boundary at i = 1, we set χnlM,0 to
the boundary value χ0

lM . If q < 0, we replace the right hand side by χnlM,i+1−
qχnlM,i, and use the boundary condition χLlM on top of the reservoir.

Diffusion terms. For the spatially dependent diffusion coefficient DM (x) and
the variable χlM (x) we have, in a standard way [17,24]

−
∫
Ωi

∇ ·DM∇χlMdx

≈ −h
(
DM,i+1/2(χlM,i+1 − χlM,i)−DM,i−1/2(χlM,i − χlM,i−1)

h2

)
(12)

where DM,i+1/2, DM,i−1/2 are found by harmonic averaging of the values
DM,i, DM,i+1 and DM,i, DM,i−1, respectively. Close to the boundary we apply
the discretization described in [19], e.g., at i = 1 in place of χlM,0 we use the
boundary value χ0

lM , with DM,1/2 set to 2DM,1.
We also define the discrete diffusion matrix A with the entries defined so

that h(AχlM )i is equal to the right hand side of (12). In particular, Aii =
DM,i−1/2+DM,i+1/2

h2 . With Dirichlet boundary conditions A is symmetric and
positive definite, as long as D > 0. In 1d A is also tridiagonal. Further, since
DM depends on φ0Sl as in Tab. 1, the matrix A = A(Sl) depends on the
local saturation values. Finally, since DM = DS and the type of boundary
conditions on χlM matches that for χlS , the matrix for salt equation is the
same as that for methane.
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3.3 Advection step

The time-stepping variants considered in this paper are explicit in the ad-
vection. This allows development of higher-order schemes as well as avoids
additional numerical diffusion associated with implicit treatment of advection
[6,7,29]. With this step, we have to consider appropriate boundary conditions
which in the operator splitting come from (6b)–(6c); in the advection step we
can only impose the boundary condition on the inflow boundary.

In the 1D case considered here ∇·q = 0 implies that q is constant, thus the
inflow boundary is determined by the sign of q. If q > 0, the inflow bundary
is at the bottom of the reservoir at x = 0, otherwise it is at x = L. In the
advection step, we must know χlM and χlS on the inflow boundary, and we
use here exactly two of (6b)–(6c).

The advection step is as follows. Given Nn
M from previous time step, with

the corresponding χnlM , we can easily calculate Nn+1/2
M

φ0N
n+1/2
M − φ0Nn

M

τ
+∇ · (qχnlM ) = 0 (13a)

where the terms ∇· are approximated by (11). Rearranging (13a) we obtain
an explicit expression for the methane amount φ0N

n+1/2
M,i at the intermediate

auxiliary time tn+1/2

φ0N
n+1/2
M,i = φ0N

n
M,i −

qτ

hi
(χnM,i − χnM,i−1) = 0. (14)

As is well known, stability of this explicit advection scheme requires that

|q|τ
φh
≤ 1 (15)

via the well-known Courant-Friedrichs-Lévy (CFL) condition [13] adapted to
porous media.

Advection scheme for Nn+1/2
S is defined analogously to (14).

3.4 Diffusion step

Knowing Nn+1/2
M and Nn+1/2

S from the advection step, we solve the coupled
diffusion/phase behavior system for Nn+1

M and Nn+1
S with the boundary con-

ditions (6b)–(6c). To distinguish between the variants and avoid additional
superscripts, we reserve the notation Nn+1

M and Nn+1
S for the solutions to the

fully implicit variant I.
First we recall that with (12) and matrix A we have the vector equation

φ0N
n+1
M − φ0Nn+1/2

M

τ
+A(Snl )χ

n+1
lM = fn+1

M . (16)

Note the time lagging of the dependence of matrix A on Sl.
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Fig. 1 Illustration of time stepping variants.

For Nn+1
S we have an equation analogous to (16). Additionally, we need

to account for [NCC-M]. This coupled system of two component diffusion and
phase equilibria is solved with one of the three variants: fully implicit (I), semi-
implicit (SI), and sequential (SEQ). See Fig. 1 for graphical illustration of the
operator splitting and different variants.
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3.4.1 Variant (I): fully implicit

The fully implicit variant solves the coupled two-component diffusion/phase
behavior system for (Sn+1

l , χn+1
lM , χn+1

lS ) as follows

φ0N
n+1
M − φ0Nn+1/2

M

τ
+Aχn+1

lM = fn+1
M , (17a)

Nn+1
M = Sn+1

l χn+1
lM + R(1− Sn+1

l ). (17b)

Here (17b) provides the definition of Nn+1
M needed in (17a). The two unknowns

in (17a) are Sn+1
l and χn+1

lM ; these are connected to each other via (8) and (4)

min(χmax,0lM (x) + α(x)χn+1
lS − χn+1

lM , 1− Sn+1
l ) = 0, (17c)

with the dependence on χn+1
lS which is defined in turn by

φ0N
n+1
S − φ0Nn+1/2

S

τ
+Aχn+1

lS = 0, (17d)

Nn+1
S = Sn+1

l χn+1
lS . (17e)

The system (17) is solved using Newton’s method for (Sn+1
l , χn+1

lM , χn+1
lS ),

and the Jacobian of the system is a 3 × 3 sparse block matrix. Its form and
particular pattern of sparsity depend on (17c). We refer to [9] for the details
on the Jacobian in the one component case.

Note that in (17) we maintain full consistency of mass conservation between
the time steps (up to the tolerance of nonlinear solver), as well as consistency
of thermodynamic constraints.

3.4.2 Variant (SI): semi-implicit

The semi-implicit variant differs from (17) in the treatment of χlS in (17c). We
time-lag χlS and remove the two-way coupling between the methane transport
and salinity transport. Methane transport in this model is governed by

φ0N̂
n+1
M − φ0Nn+1/2

M

τ
+Aχ̂n+1

lM = fn+1
M , (18a)

N̂n+1
M = Ŝn+1

l χ̂n+1
lM + R(1− Ŝn+1

l ). (18b)

min(χmax,0lM (x) + α(x)χ̂nlS − χ̂
n+1
lM , 1− Ŝn+1

l ) = 0. (18c)

so that these equations are solved for (Ŝn+1
l , χ̂n+1

lM ) using Newton’s method.
The Jacobian of the system is a 2× 2 sparse block matrix.

Knowing Ŝn+1
l we can solve the system for χ̂n+1

lS which is linear

φ0N̂
n+1
S − φ0Nn+1/2

S

τ
+Aχ̂n+1

lS = 0, (18d)

N̂n+1
S = Ŝn+1

l χ̂n+1
lS . (18e)



12 M. Peszynska et al.

While the mass conservation between the time steps is enforced in this variant,
there is potential inconsistency in thermodynamic constraints introduced by
the time-lagging in (18c). To correct this, we follow up with the two-variable
local flash solver which corrects the saturations and solubilities while keeping
(N̂n+1

M , and N̂n+1
S ) fixed.

3.4.3 Variant (SEQ): sequential

The sequential variant is the simplest to implement and one can easily adapt
an existing advection-diffusion code. The advantage of this variant is that
each of the global algebraic systems is linear. The disdvantage is that the
phase behavior is not fully coupled to the transport dynamics, and fine time-
stepping may be needed to ensure accuracy.

The SEQ variant time-lags the saturation variable in the methane and
salinity transport equations

φ0S̃nl χ̃
n+1,∗
lM − φ0Nn+1/2

M

τ
+Aχ̃n+1,∗

lM = fn+1
M −

φR(1− S̃nl )
τ

, (19a)

φ0S̃nl χ̃
n+1,∗
lS − φ0Nn+1/2

S

τ
+Aχ̃n+1,∗

lS = 0. (19b)

Note that the phase constraint is not imposed in (19), and that the equations

are not coupled. We solve them for the temporary unknowns χ̃n+1,∗
lM , χ̃n+1,∗

lS ,
and next we recalculate the mass concentrations corresponding to the new
solubilities from (18b) and (18e)

Ñn+1
M = S̃nl χ̃

n+1,∗
lM + R(1− S̃nl ). (20)

Ñn+1
S = S̃nl χ̃

n+1,∗
lS . (21)

To keep these consistent with (8), we invoke the nonlinear two variable flash

solver. Its input are the mass concentrations Ñn+1
M , Ñn+1

S , and its output are

the final new values of solubilities χ̃n+1
lM , χ̃n+1

lS , and saturations S̃n+1
l which

satisfy the discrete version of (8) plus the mass concentration definitions

min(χmax,0lM (x) + α(x)χ̃n+1
lS − χ̃n+1

lM , 1− S̃n+1
l ) = 0. (22)

Ñn+1
M = S̃n+1

l χ̃n+1
lM + R(1− S̃n+1

l ). (23)

Ñn+1
S = S̃n+1

l χ̃n+1
lS . (24)

The flash solver for (23)-(24) and (22) provides the consistency between the
mass-related variables and thermodynamic constraints. However, the mass
conservation between time steps is not strictly enforced due to time-lagging.
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4 Comparison of time stepping variants

In this section we evaluate the accuracy, robustness and computational com-
plexity of the proposed I, SI, and SEQ variants of hydrate models using realistic
scenarios of methane hydrate formation in typical sediments. We also give de-
tails on what time steps appear reasonable, and how to choose discretization
parameters.

In oil-gas reservoir simulation the fully implicit algorithms implement di-
rectly backward Euler formula, and are usually the most accurate, but also
most complex to implement. In turn, sequential and semi-implicit variants are
typically less accurate but, at least in principle, they have smaller computa-
tional complexity per time step, and are easier to implement than the fully
implicit algorithms. Typically, the results of non-implicit schemes converge to
those of fully implicit models as τ → 0. In fact, non-implicit variants may
require small τ in in order to resolve, e.g. complicated phase equilibria, het-
erogeneity, or complex well behavior; the use of small τ somewhat erases the
benefits of small computational cost per time step. The non-implicit variants
may still have advantages in the easiness of implementation.

The computational experiments we set up to test the variants I, SI, and
SEQ are built from the following base case similar to those in [18] for the
methane hydrate and salinity conditions in Ulleung Basin.

We set Ω = (0, L) with L = 159m, and use uniform porosity φ = 0.5.
We vary q from large q = 0.1m/yr for which advection dominates, to the case
where diffusion is dominant and q ≤ 0.001m/yr. We assume that advection
and diffusion provide the only transport mechanisms and that fM = 0 = fS .
For thermodynamics we use the reduced model (4) and [NCC-M] constraint
is implemented with (8). Unless otherwise specified, we use the data χ0

max(x)
and α(x) calibrated for Ulleung Basin and shown in Fig. 6, with the same
boundary and initial conditions. We use zero initial conidtions for methane,
and an initial linear distribution of salinities between the boundary conditions
χ0
lS and χMlS . We run simulations until T = 105yr = 100Kyr, or until Sh reaches

the unphysical values close to 1.

Discretization parameters are chosen as follows. We use Nx = 100 with
h = 1.59 in the base case. The time step is subject to the CFL constraint (15).
In particular for q = 0.01 the largest time step τCFL ≈ 78yr.

For illustration of the base case in Fig. 2 we show the evolution of Sh
and χlS for the case q = 0.01m/yr, with small τ = 1yr. In this case of strong
advective flux the hydrate forms quickly and fills up the domain. These results
are similar to those in [18] and more generally to the test cases in [14]. The
evolution of salinity shows that there is a boundary layer close to the outflow
which forms around T = 10K and remains unchanged afterwards.
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Fig. 2 Evolution of hydrate saturation and of salinity for the base case. Left: plot of Sh,
right: plot of χlS . Variable χlM equals χmax

lM at these times and is not shown.

τ SEQ SI I
T = 10K

78 0.177208 0.182844 0.182844
70 0.176441 0.181803 0.181803
50 0.176834 0.181267 0.181267
25 0.177841 0.180908 0.180908
10 0.178834 0.180736 0.180736
5 0.179238 0.180688 0.180688
1 0.180183 0.180651 0.180651

τ SEQ SI I
T = 25K

78 0.456162 0.463925 0.463925
70 0.456803 0.464271 0.464271
50 0.45644 0.462797 0.462797
25 0.457708 0.462438 0.462438
10 0.458886 0.462266 0.462266
5 0.459731 0.462218 0.462218
1 0.460878 0.462181 0.462181

Table 2 Maximum hydrate saturation Sh obtained with different model variants and time
steps at T = 10K and T = 25K, all parameters as in base case

4.1 Accuracy of the time-stepping variants and choice of time step

Here we study the sensitivity to τ which can guide its choice. In general, one
wants to use small enough τ obeying the upper bound (15) and such that its
further decrease does not have much influence. However, small τ means large
number T

τ of time steps; this is significant in hydrate basin simulations since
T
τ may be easily 104 or more. Further, as suggested by our experience from
oil-gas reservoir simulations [20,30,15], we expect that for small τ the results
of the three variants I, SI, SEQ are very similar, and that for large τ they
differ.

In Fig. 3 we present the plots of Sh obtained for different τ . Quantitative
information supporting these observations is included in Tab. 2. (We do not
present details concerning the evolution of χlS since the results differ by less
than 0.01% in each case.) We notice that the results corresponding to τ = 1
and the variants I, SI, and SEQ are essentially indistinguishable; this degree
of closeness is more than expected. In addition, the results corresponding to
the largest advection step τ = 78 and to the variants I, SI and SEQ are close
to each other as well; they tend to overpredict those for τ = 1.

In addition, we see that the model SEQ is potentially the most sensitive
of all three to τ close to the boundaries and in areas with larger methane
gradients. (This suggests the need for adaptive gridding). In addition, as τ
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Fig. 3 Plots of Sh for different time steps τ (denoted on figure by dt), and different time-
stepping variants I, SI, SEQ. Left: plots over full range of depth and sh are essentially
indistinguishable. Right: zoomed in plot shows small sensitivity to the choice of time step
and of the model variant.

τ SEQ SI I
Scrit
h Nit Scrit

h Nit Scrit
h Nit

78 0.75833 - 0.767473 - 0.773341 -
70 0.772449 - 0.782752 - 0.781435 -
50 0.806955 - 0.817198 - 0.817198 -
25 0.873396 - 0.880766 - 0.880766 -
10 0.925712 2 0.932267 2 0.932267 3
5 0.926744 2 0.93222 2 0.93222 3

Table 3 Robustness of nonlinear solvers depending on variant and time step for simulations
of base case between T = 25K and T = 50K. We report the critical value Scrit

h obtained
before the solver fails, and on the number Nit of iterations. Nit denotes the number of
flash iterations for SEQ model, and the number of global Newton iterations for the SI and
I models. When Nit is denoted by “-”, this means the solver did not complete.

decreases, the results tend to converge to the value for τ = 1. Further decrease
of τ (not shown here) does not influence the solution much, thus τ = 1 appears
as the smallest sensible choice for this Nx.

4.2 Robustness and efficiency of the variants

Above we established that the simulated hydrate saturation values do not seem
to significantly depend on the time step τ or on the variant of time stepping.
Next we consider the robustness of the variants and in particular, how they
handle difficult physical circumstances such as when Sh is large due to large
advective fluxes.

In Tab. 3 we report on the performance of the nonlinear solver, tested
intentionally without any fine-tuning such as line-search. We see that between
T = 25K and T = 50K all variants I, SI, SEQ struggle when τ ≥ 25. The
model I appears somewhat more robust than the other two and it can simulate
the hydrate evolution up to higher values.
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Fig. 4 Hydrate saturation at T = 31K when different advective fluxes are assumed. For
q = 0.1 for which high saturation is attained already at T = 25K we do not show the plot
at T = 31K.

q TI TSI TSEQ

0.1 13917 13917 13972
0.01 27014 27014 27091
0.005 28629 28629 28691
0.0001 30568 30568 30587
1e-08 30614 30614 30624

Table 4 The time when maxSh ≈ 0.5 for each variant depending on q. Here we use τ = 1
applied to the base case.

Dependence of the results on q. Next we consider the advection-dominated
case down to diffusive case q = 0. In Fig. 4 we present the plots of hydrate
saturations at T = 31K for different fluxes q. In addition, in Tab. 4 we report
the time TI when the computational model I predicts that maxx Sh(x, TI) ≈
0.5. We also report the values TSI and TSEQ also for the variants SI and
SEQ. We see that I and SI report essentially the same values. In fact, a close
inspection reveals that the model results differ in less than 0.001% between
I and SI for the time steps we used in our implementation. This experiment
shows again the robustness of all variants with respect to q, with a slight
advantage of the implicit variants.

Computational time. In Tab. 5 we report the wall clock time for our MATLAB
implementation. In order to compare the solvers on equal footing, no special
vectorization was implemented.

In general one expects that for the same time step τ the SEQ model is faster
than SI and I, since SEQ only uses global linear solvers and local nonlinear
flash routines. However, we see that all solvers require similar amounts of
computational time, with a slight advantage of model SI. This may be due to
the lack of vectorization applied in local flash routines, while the global linear
solvers are naturally vectorized in MATLAB. In addition, the SEQ solver
computes more local variables than SI and I.
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dt Tw
SEQ Tw

SI Tw
I

1 591.801 439.806 441.394
10 60.2528 44.0688 47.6352
50 11.8322 8.81442 9.63327
78 7.55206 5.655 6.08011

Table 5 Comparison of computational wall clock time Tw[s] for the three model variants
and different time steps, for the base case and T = 25K

Nx h τ maxSh Wall-clock time
10 15.9 10 0.453079 5.6533
25 6.36 4 0.455525 32.644
50 3.18 2 0.459280 121.411
100 1.59 1 0.462181 489.101
200 0.795 0.5 0.465253 2301.53

Table 6 Accuracy and complexity of the computational model depending on Nx, with the
time step τ adjusted to vary linearly with h. As the quantity of interest depending on Nx

we show the saturation values at T = 25K. This table complements the plots in Fig. 5

The efficiency of the solvers may be very different in 2d or 3d simulations,
and we intend to report on these in the future.

Since with uniform τ the total computational time scales proportionally to
the number of time steps, the choice of τ balances the desired accuracy and
computational time. For the case considered here it seems that the time step
τ = 10 may be the best practical choice.

5 Sensitivity to physical and coputational parameters

For a computational model it is crucial to determine what discretization pa-
rameters one should use for a given model. In addition, it is important to
investigate the sensitivity of the model to the data on α(x) in (4).

Discretization parameters. As the discretization parameters h, τ → 0 and the
numbers of cellsNx = L

h and time steps increase, it is expected that the numer-
ical solutions of a PDE model converge to the analytical ones in an appropriate
sense dictated by the theoretical numerical analysis. The convergence studies
for the purely diffusive one component case of (3) in [9] suggest to vary τ wit
h either linearly or faster, and to consider various metrics of convergence in
appropriate functional spaces. For the present case with significant advection
q and variable salinity, we expect the rates to be inferior of the approximate
O(h + τ) rates observed in [9]. The theoretical analysis is underway and will
be presented elsewhere.

Here we choose τ = O(h) and the implicit model; in Fig. 5 and Tab. 6 we
present the evidence which confirms that as h decreases, the results seem to
converge, but it is obvious that the convergence in saturations is quite rough,
as observed in [22].
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Fig. 5 Hydrate saturation for different Nx and h denoted by dx. See Tab. 6 for the related
quantitative information extracted from the simulations

Fig. 6 Parameter α(x) as a function of depth used in Sec. 5 (left) and the correspond-
ing χmax,0

lM (x) computed from (4) and assuming χLS ≈ χsw
lS (right). On right the plot of

χmax,0
lM (x) is also shown. The base case from Ulleung Basin [18] in both plots is denoted

with circles. The other cases correspond to c = −1, c = 10, the average of α(x), and to a
randomly perturbed α(x). The plots for c = 10 are out of range and are not fully included.

Overall, the convergence results presented seem to suggest that Nx = 100
or Nx = 50 corresponding to spatial h ≈ 1m and τ ≈ 1yr are a good choice
balancing the computational time and accuracy.

Sensitivity to the parameters of the reduced model (4). There is large uncer-
tainty as to what χmaxlM one should use. In particular, there may be an error
associated with the look-up table process of finding α described in [18] and
due to the lack of information on salinity. More broadly, in a comprehensive
model χmaxlM depends on the unknown pressure and temperature values, and
possibly rock type, thus further variability and uncertainty of α(x) should be
expected.

We set up therefore test cases to assess this sensitivity. We dub the values of
α(x) obtained for Ulleung Basin in [18] the “true” αtrue(x). Next we simulate
the hydrate formation with α(x) = cαtrue(x) with c = 1, c = 10 and c =
−1. Furthermore, we consider a constant value equal to the average of the
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Fig. 7 Hydrate saturation for different coefficients α. The figure on the right is a zoomed
in version of that on the left.

true α(x) = 1
|Ω|
∫
Ω
αtrue(x)dx, and another α(x) which randomly perturbes

αtrue(x). The different cases of α are shown in Fig. 6, with the corespnding
χmaxlM which we calculated, for illustration purposes, assuming χlS = χswlS . In
Fig. 7 we show the profiles of Sh at T = 25K coresponding to the different
α(x).

Comparing the hydrate saturation for c = −1 and c = 10 shown in Fig. 7
to the base case with c = 1 we see that since χmaxlM is significantly higher
when c = 10, somewhat less hydrate forms. On the other hand, a randomly
pertubed α(x) gives χmaxlM with large local variation, and this is reflected in
the corresponding hydrate saturation. This significant sensitivity appears to
be of qualitative nature, and requires further studies.

6 Conclusions

In this paper we describe the details of the discretization and implementation
of a reduced methane hydrate model with variable salinity and significant
advection, originally proposed in [18]. We carry out several convergence and
parameter studies that show that the model is robust and computationally
sound. Studies of this type were not available either for the simplified or the
comprehensive hydrate models from literature, but are necessary to guide the
implementation and further theoretical developments.

Several time stepping variants: implicit I, semi-implicit SI, and sequen-
tial SEQ, were tested and compared. We found, somewhat surprisingly, that
the I and SI variants give almost identical results; this may be explained by
only a mild dependence of the model on the salinity variable whose treatment
differs in I and SI. Furthermore, in the current implementation and 1d test
cases there is no significant advantage in one variant over the others as con-
cerns accuracy, robustness, or efficiency. Still, the I model appears as expected
somewhat most robust, while SEQ is the easiest to implement by modifying
standard advection-diffusion solvers. We also demonstrated the apparent con-
vergence of the solutions when h, τ → 0, and determined practical choices of
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h, τ . In addition, there is apparent need for grid and model refinement near
the boundaries.

Furthermore, we demonstrated the small sensitivity of the reduced thermo-
dynamics model proposed in [18] to the particular value of the coefficient α as
long as it is qualitatively close to the one from data and monotone. However,
a randomly perturbed and nonmonotone α reveals large sensitivity, and we
plan to investigate the reasons further.

Our future work includes theoretical and practical studies of the model
convergence as well as its efficiency. There is further need to realistic data and
thermodynamics models, and extensions to more complex physical problems.
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