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Challenges in Simulating Gas Turbines

• Lack of appropriate physical models
➡ Unsteady dynamics, wall-flame interactions, multiple 

combustion regimes

• Less than ideal validation data
➡ Diagnostic fidelity reduces with flow complexity

- High-pressure confined environment

• Geometric complexity
➡ Vanes, swozzles, etc.

➡ Unstructured grid systems are indispensible

• Uncertainty
➡ Boundary conditions, chemistry, operating conditions
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Operating Hypotheses

• Combined LES and RANS capabilities
➡ LES is not the solution to all problems

➡ RANS has lot of unrealized potential

• Experiments in the absence of modeling guidance is not useful 
for advancing predictive capability
➡ Models should capture sensitivity to parameters in a real gas 

turbine

➡ Experiments should be designed to reproduce this sensitivity

- Non-trivial exercise

- Current simulation approaches cannot provide this guidance
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Objectives

• Integrate high and low fidelity computational models (LES, RANS) 
with experiments
➡ To capture unsteady dynamics in gas turbine combustors

➡ Provide predictive insight in the design process

• Target-based model development
➡ UT high-pressure combustor as the overarching simulation
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Target System

• UT high-pressure swirl combustor
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Key Issues

• Fuel injection, mixing, and combustion
➡ Crossflow jet configuration

➡ Flame stabilization and mixing issues

• Flashback dynamics
➡ Flame propagation in turbulent core flow

➡ Flame-wall interaction and boundary layer modulation
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Key Computational Issues

• LES-based modeling
➡ Combustion models in complex geometries

➡ Flame-wall interaction modeling

➡ Jet-in-crossflow anomalous behavior

• Predictive uncertainty in RANS
➡ Highly parameter dependent turbulence models

• Technology transfer
➡ A common platform to share advances with industry
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Hierarchical Validation Pyramid

TNF Lifted Flame in 
Vitiated Coflow

DNS of Jet in 
Crossflow

Darmstadt Stratified 
Burner

DNS of Flame-wall 
Interaction

Jet in Crossflow 
experiments at UT for 

Syngas and 
Hydrogen-rich Fuels

High pressure 
premixed swirl burner 

Flashback dynamics 
in high pressure rig

Level I

Level II

Level III

• Level 1 - Fundamental data from legacy expts. and direct 
numerical simulations (DNS)

• Level 2 - UT re-configurable experiments designed for validation

• Level 3 - UT target system experiments
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Research Plan

• UT high-pressure swirl combustor experiments
➡ Validation driven experiments

• LES model development
➡ Eulerian probability density function (PDF) approach for 

complex geometries

➡ Transported-equation based dissipation rate model

• RANS accuracy improvement
➡ Calibration as a mathematical approach

➡ Propagating uncertainties in chemistry and boundary conditions

• Open source model transfer
➡ OpenFOAM based model implementation
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Pitched Jets in Crossflow

• Variations in jet angle, fuel 
compositionthe flame base. These time-resolved images can be used to investigate relative flamefront

propagation, as has been done in previous studies of lifted flames [46].

Figure 12: Jet flames in crossflow with different levels of premixing. The fuel is 70% CH4 +
30% H2. (a) non-premixed, (b) jet fluid diluted by 25% (volume basis) with air, and (c) jet fluid
diluted by 50% with air.

Figure 13: Time sequence of the jet flame in crossflow obtained with PIV. Each image shows
in-plane velocity vectors and a contour plot of the out-of-plane vorticity field. The jet exit
Reynolds number is 6240. Images (a)-(f) are a time sequence captured at 5 kHz (0.2 milliseconds
between frames). The instantaneous flame front is marked by the dotted black line. Crossflow
direction is left to right.

In the proposed work, the stability of jet flames in crossflow will be investigated with
various fuel types including methane, hydrogen mixtures and heavier hydrocarbon fuels
such as ethane and propane. Both nonpremixed and partially-premixed conditions will
be used. The jets will be pitched at different angles and will be driven to blowout since
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Simultaneous PLIF +PIV

therefore more variance along the trajectory is measured
in the near-field.

Figure 14: Instantaneous passive scalar contour on the sym-

metric plane for parabolic (left) and top-hat(right) jet

4.3. Evolution of vorticity

From the previous observation, parabolic jet has higher
trajectory and more e�cient mixing than top-hat jet. Since
vortices are important factor for the large scale flow cir-
culation, its evolution for each case is studied carefully in
order to understand the di↵erence.

First, parabolic velocity profile provides suitable con-
dition for development of ”vortex shield” at the leading
edge of the jet flow in the near-field. The velocity gradient
is not su�cient to create vortex that is strong enough to
deflect the jet immediately, the jet is more upright than
top-hat jet. As the leading side of the jet column is ex-
posed to the crossflow, the shear layer becomes thinner and
the more unstable, developing the ”vortex shield”. From
this shear layer thinning process, the magnitude of vor-
ticity continuously increases, and the resultant instability

Figure 15: Instantaneous iso-surface of vorticity contoured

with passive scalar for parabolic (left) and top-hat(right)

jet

cause the tip of the vortex shield to be dispersed into sev-
eral vortices with extreme randomness. The surface area
of jet/crossflow interaction is increased dramatically, pro-
viding a favorable condition for mixing in molecular level.

Top-hat jet’s velocity gradient is concentrated around
the jet edge, therefore strong vortex ring is developed
around the jet exit. The magnitude of vorticity is strong
enough to entrain the crossflow immediately after the jet
is exposed to the crossflow. As the result, the large vor-
tical structure, especially leading-edge and lee-side vor-
tex, is created at earlier stage. Although it entrains more
amount of the crossflow initially, the mixing solely relies on
the circulation in the core of the vortex ring. Compare to
the turbulent mixing, it is very ine�cient and slow. The
vortex-ring-like structure is formed periodically because
once it deflects the jet flow, the velocity gradient around
the jet is relieved allowing the jet to be upright for a while,
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Flashback Dynamics

• Fuel injection through swirl 
vanes

• Flashback induced through 
back-pressure valve

• Optical access for 
simultaneous velocity/scalar 
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Modeling Approach

• Probability density function (PDF) approach
➡ Solve a high-dimensional transport equation for joint-PDF of gas 

phase scalars

• In LES calculations, the filtered moments of the composition 
vector are required 

• PDF transport equation

➡ Condition diffusion requires a model for scalar dissipation rate

e� =
Z
G(⇣)P⇠(⇣;x, t)d⇣

Chemical Source

Conditional 
Diffusion

@P

@t

+
@

@xj

h
P

g
uj |⇣

i
= � @

@⇣↵

h
PM̂↵|⇣

i
� @

@⇣↵
[PS↵]

Wednesday, November 2, 11



Nonequilibrium Dissipation Rate Model

• Currently used dissipation rate 
models rely on equilibrium 
assumption
➡ Highly restrictive

➡ Invalid even in 
homogeneous isotropic 
turbulence

• Transport-equation based 
dissipation model

➡ Incorporates spatial transport 
of scalar energy

➡ Allows scalar and turbulence 
scales to be decoupled

3.2.3 Nonequilibrium models for dissipation rate of passive and reactive scalars

In the PDF formulation, the mixing of scalars at the subfilter scales needs to be explicitly
modeled. Typically, this small-scale or so-called conditional mixing term is expressed as
the production of scalar dissipation rate and a shape function [35]. The shape function
describes the manner by which the small scale fluid elements mix in composition space,
while the dissipation rate provides the rate of mixing. Recent studies [9, 36] have shown
that an accurate model for scalar dissipation rate can dramatically improve predictive
accuracy even if the shape function were described using a simple functional forms. It
should be noted that filtered scalar dissipation rate plays a key role in all the combustion
models currently available. For instance, Knudsen etal. [37] showed that dissipation rate
models can change lift-off height by nearly 50% in hydrogen flames with a vitiated coflow.

In LES, considerable accuracy can be gained using the dynamic modeling approach [38],
where information from the resolved scales can be used to obtain model coefficients dur-
ing the course of a simulation [39]. However, currently available dynamic approaches
[38, 39] rely on a local equilibrium assumption, which postulates that the production of
scalar variance is locally balanced exactly by dissipation. This assumption allows alge-
braic models for both variance and dissipation rate to be constructed, providing some
reduction in computational expense. However, this local equilibrium assumption is very
drastic, and holds only in a statistical sense in a very limited number of flows. Since the
dissipation rate as well as variance are inputs to the combustion model, small errors in
these quantities can lead to large predictive errors.

been widely used to incorporate complex chemistry into simulations at a feasible computational cost and will be a
valuable method for coping with the detailed chemical mechanisms necessary for describing alternative fuels. The
representation of scalar dissipation rates is a fundamental aspect of the gas-phase modeling problem using flamelets,
but existing models rely on often inaccurate equilibrium assumptions. I have worked on overcoming this issue for
conserved scalar mixing using dynamic modeling. Next, I plan on developing dynamic modeling approaches for
the dissipation rates of scalars with source terms. Two applications are to spray modeling and to modeling of the
progress variable used in the flamelet/progress variable approach.

Previously, I have studied the accuracy of models for �Z , the dissipation rate of subfilter mixture fraction variance
[2]. The most commonly used model assumes that a local balance exists between production and dissipation of
variance. I found this assumption to be generally inaccurate. Alternatively, �Z can be modeled using the mixture
fraction variance, a mixing timescale, and a model coefficient that is usually set by assuming a fixed ratio holds
between scalar and turbulence timescales. Again, this assumption can lead to large errors. Therefore, I developed
a dynamic procedure for determining the model coefficient which is based on the variance transport equation [3].
Figure 1 shows that the new dynamic model is a much better predictor of the exact dissipation than the equilibrium
model, which assumes production and dissipation of variance are equal.
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Figure 1: Conditional means of subfilter scalar dissipation
rate �Z conditioned on ratio of mixture fraction variance
Zv to mixing timescale ⌧Z . Equilibrium model (red) as-
sumes variance production equals dissipation.

I would like to investigate whether the dynamic ap-
proach for scalar dissipation rate can be extended to
modeling dissipation rates of scalars with source terms.
Two uses for such a model particularly interest me.
The first potential application is to modeling the dissi-
pation rate of progress variable variance. This quan-
tity is usually closed by assuming that the mixing
timescales of the mixture fraction and progress variable
are equal. However, tests on DNS data show that react-
ing and nonreacting scalars can have significantly dif-
ferent timescales due to coupling between mixing and
reaction [5]. A second application is to spray mod-
eling. Modifications to the standard variance models
are required because evaporation of droplets provides a
source term in the mixture fraction equation. Equilib-
rium modeling assumptions that neglect resolved scale
variance transport, which my research found to be inac-
curate for pure gas-phase flows, have also been found
to result in large errors when spray evaporation is con-
sidered [6]. Therefore, the variance transport equa-
tion should be solved with modification of the dynamic
dissipation rate model to include the effects of droplet
evaporation.

It should be noted that scalar dissipation rate modeling
using a mixing timescale is closely related to modeling
of the conditional mixing term in transported PDF methods. A weakness of these methods is the assumption that
the mixing timescale in the conditional mixing model is the same for all species. Therefore, the results of this
investigation have broad significance and are not restricted to a single category of combustion models.
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Figure 8: New dynamic model for
scalar dissipation (Y-axis), equilib-
rium model and DNS data versus
model parameter. Zv is scalar vari-
ance and ⌧Z is input time scale.

To overcome this issue, the Raman group has pio-
neered a new approach to dynamic modeling, which
is based on transport equations for the subfilter quan-
tities and does not require the use of local equilib-
rium assumption. The dynamic procedure is ap-
plied to partial differential equations, and the dis-
sipation rate is directly obtained through this tech-
nique. Recently, the Raman group [40] demonstrated
the accuracy of this approach in a canonical flow con-
figuration. Figure 8 shows the dissipation rate ob-
tained from both the new model and the conven-
tional model compared against DNS data. It is seen
that the new model faithfully reproduces the nonlin-
ear relation between dissipation rate, scalar variance,
and the mixing time scale. This approach can be eas-
ily extended to reactive scalars in the context of the
PDF method.

In JICF and boundary-layer flashback simulations,
additional physical processes need to be incorpo-
rated. In JICF, misalignment between scalar gradient and turbulent scalar flux can lead
to dissipation at the resolved scale. Recently, in a study of surface ablation in hypersonic
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vehicles [41], the PIs group found that the use of quadratic scalar flux models developed
for RANS provides much better representation of this misalignment. In this work, we
will develop a similar formulation for LES. In the event of flashback, the propagation of
the flame in the boundary layer needs to be captured accurately in order to predict the
overall propagation velocity. The flame front and the turbulent structures in the bound-
ary layer are mutually affected. The presence of anisotropic density jumps renders some
of the subfilter flux models invalid. A better approach is to develop a transport equation
based model for the subfilter fluxes similar to that used in simulating shock-boundary
layer interactions [42–44].

3.2.4 Model evaluation using DNS data

In this project, high resolution DNS data from Sandia National Laboratory (SNL) per-
formed by Dr. Jackie Chen (see letter) will be extensively used for model development
and both a priori and a posteriori model validation. Figure 9 shows the two DNS databases
that will be used for evaluating the hybrid PDF/flamelet approach for gas turbines. In
particular, the models for indicator function and dissipation rate will be studied by filter-
ing the DNS datasets. To facilitate collaboration, graduate students working at UT will
visit SNL for extended periods of time to process the DNS data. Dr. Chen will provide us
with data mining tools in order to obtain the necessary flow field quantities.

direction. The viscous length scale is measured a
posteriori as dm ¼ 35:4 lm and the friction velocity
us ¼ 2:1 m=s. Since the domain length is
> 1000dm, we expect it to be sufficiently large to
adequately capture the boundary layer structures
necessary for realistic feed data. After four flow-
through times based on the mean cross-flow veloc-
ity ðucf ¼ 55 m=sÞ a realistic boundary layer is
established and sampled over continued evolu-
tion. Although the turbulent feed data is time
evolving, the increase in the boundary layer thick-
ness is very small between the start and end times
of the main flame simulation. The boundary con-
ditions are implemented following the method
described in [13] and [14], including the successful
improvements of [15–18]. For the main simula-
tion, the boundary conditions are: non-reflecting
at the inflow ðx ¼ 0Þ and outflow ðx ¼ Lx; y ¼ LyÞ
planes, no-slip isothermal solid surface at the wall
boundary ðy ¼ 0Þ, and periodic in the spanwise
direction ðz ¼ 0 and z ¼ LzÞ. The temperature of
the wall and of the cross-flow air is set to 750 K
while the fuel jet temperature is set to 420 K.

2.1. Reacting DNS

The three-dimensional Cartesian grid used for
the production simulation is uniform in the
streamwise and spanwise directions and is refined
in the wall-normal direction near the solid surface
using a tanh mapping. The production grid is
comprised of 1:6$ 109 points arranged as
1408$ 1080$ 1100 in the x,y,z directions with

physical domain dimensions 25 mm $ 20 mm $
20 mm. The first point off the wall is at
yþ ¼ 0:33 where the superscript + indicates non-
dimensionalization by the viscous length scale dm
computed from the feed data. The production grid
resolution is Dxþ & 0:5ðDx ¼ 17:8 lmÞ;Dyþ &
0:3–0:7ðD y ¼ 10:2–24:3 lm) and Dzþ & 0:5
ðDz ¼ 18:2 lmÞ. The simulation is run on 48,000
cores of Jaguar, the Cray XT5 at ORNL, and
used approximately 4 M cpu hours.

The velocity field for the production simula-
tion is initialized with the velocity field present
in the auxiliary domain at the instant the feed data
sampling was started. After transitioning the jet
inlet velocity to its final value over 10 ls, the sim-
ulation is advanced an additional flow-through
time to establish the fuel plume. Next, reaction
is enabled and a ‘flame anchor’, consisting of a
notional heated rod, is placed in the flow to coin-
cide with flammable mixture for only 8 ls before it
is removed. Once all of the fluid present in the
domain when the flame anchor is removed exits
through the outflow boundary, the solution is
up-sampled to the production grid.

3. Results and discussion

In light of the importance of the stabilization
mechanism for combustor design, we will discuss
the results first in terms of the mean flame stabil-
ization. In the latter part of this section we will
explore flame behaviour from the perspective of
mixture preparation and flow structures resulting
from the jet/boundary layer flow interaction.

3.1. Mean flame stabilization

Time averages of the mean quantities were
accumulated over a 0.4 ms window using 50 snap-
shots of the solution saved at 8 ls intervals. This
interval is approximately one flow-through time
based on the mean inflow velocity; it includes a
dozen periods of the higher frequency phenomena
(jet shear layer vorticity generation) and only a
half a dozen periods of the slower processes
(e.g., the turnover time for the CVP). The result-
ing time averaged solution on the midplane in
the spanwise direction is shown in the top (mix-
ture fraction, normalized heat release rate) and
bottom (velocity magnitude, normalized heat
release rate) parts of Fig. 2. From the heat release
contours, we can see that the flame stabilizes, on
average, at 1.5–2 jet widths downstream and 3–5
jet heights from the jet exit. The peak heat release
is coincident with a region where the magnitude of
the average flow velocity is locally low and the
average mixture fraction f ¼ 0:171 is near stoichi-
ometric (the stoichiometric mixture fraction is
fst ¼ 0:169). The isolines in Fig. 3 show where
the magnitude of the mean velocity falls below
25 m/s, or approximately 10% of the maximum

Fig. 1. Volume rendering of temperature (black body
colormap), HO2 (blue colormap), and H2 (green color-
map) scalar fields at t = 2.802 ms from start of simula-
tion. Opacity transfer functions adjusted to highlight the
regions with high temperature, HO2, or H2 mass
fraction. (For interpretation of the references to color
in this figure legend, the reader is referred to the web
version of this article.)

R.W. Grout et al. / Proceedings of the Combustion Institute 33 (2011) 1629–1637 1631

Figure 9: Snapshots from high resolution DNS of (left) hydrogen-air JICF configuration and
(right) hydrogen lifted flame in vitiated coflow. The DNS computations employ detailed chem-
ical kinetics.

For understanding flashback dynamics, we will use the flame-wall DNS data from SNL.
Figure 10 shows an instantaneous snapshot of the flow, where the flame is anchored using
a flame kernel. In LES computations of wall-bounded flows, the filter width in the near-
wall region has to be refined to partially capture the flow structures in the boundary layer.
Using DNS datasets, an estimate of the resolution requirements will be studied. The
importance of kinetic energy transport in such flame-wall interactions and the structure
of turbulent dissipation rate can be obtained from the DNS data. In turn, this will help
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Flame-Wall Interaction
• Propagation of flames in a 

boundary layer

➡ Modulates the turbulent 
boundary layer

➡ Alters turbulent energy 
transport and dissipation

• Similar to unstart propagation 
in scramjets

➡ Propagation of density/
pressure fronts through a 
separated boundary 
layer

• DNS-based analysis of 
turbulent flux models

identify suitable modeling strategies for LES-based description of turbulent boundary
layers. Prior studies point to a shock-boundary layer type modeling approach [42–44].

Turbulent flame–wall interaction 15
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Figure 4. Pictorial representation of the plane channel with the
flame anchor.
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Figure 5. Instantaneous snapshot of the computational domain, the flow direction is from
left to right: blue and red isosurfaces represent vortical structures represented by the second
invariant of the velocity gradient tensor. The v-shaped isosurface represents the locus of the
reaction progress variable at C = 0.7 demarcating the instantaneous flame shape and position.
The grey-scale colour levels indicate the local temperature.

of flame propagation in the turbulent boundary layer and to analyse the convective
heat fluxes into the solid wall.

4.2.1. Flame structure, thickness and propagation

Figure 5 is an instantaneous snapshot showing representative boundary-layer
structure and their spatial orientation relative to the flame in the computational
domain: the flow is from left to right. The blue and red isosurfaces represent vortical
structures of the flow, characterized by opposite signs of rotation and rendered by
the second invariant of the velocity gradient tensor Hunt, Wray & Moin (1988)
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Figure 6. Instantaneous snapshot of the lower half of the computational domain, the flow
direction is from top left to bottom right: light blue isosurfaces represent vortical structures
represented by the second invariant of the velocity gradient tensor. The flame surface
is demarcated by the reaction progress variable at C = 0.7 and is coloured by the local
temperature.

defined as

Q = 1
2

�
A2

ii − SijSij − WijWij

�
, (4.2)

where Aij is the velocity gradient tensor, Sij =(Aij +Aji)/2 is the rate of strain tensor
and Wij = (Aij − Aji)/2 is the rate of rotation tensor.

The v-shaped isosurface is the reaction progress variable evaluated at C =0.7 and
demarcates the flame. In premixed flames, the reaction progress variable C is typically
defined based on temperature or species mass fraction, and is equal to zero in the
fresh reactants and increases monotonically to unity in the fully burned products. The
present choice of the reaction progress variable C is based on the concentration of
the fuel, H2. This choice was made amongst the other possible choices of H2O and O2

because in the present conditions, the hydrogen mass fraction was found to best track
the location of maximum heat release rate. The effect of the flame on the approaching
turbulence is clearly visible in figure 5, causing a marked increase in the length scales
associated with the coherent vortical structures and a ‘quasi-laminarization’ of the
flow downstream of the reaction zone.

The figure also shows that the flame is wrinkled due to the approaching turbulence.
The degree of wrinkling of the flame surface increases from the core flow near the
centreline towards the inner boundary layer as a consequence of the local increase in
the turbulence level. The degree of wrinkling is better observed in figure 6 presenting
only the lower half of the computational domain and a smaller number of vortex
cores for clarity (light blue isosurfaces). The flame surface is, also in this case, denoted
by the reaction progress variable at C = 0.7 and coloured by the local temperature.
Note that in these figures the reactant side of the flame surface faces the walls in the
region between the channel centreline and the viscous layer at y+ = 30. In contrast,
for y+ < 15 there is an inversion of the flame surface inclination due to the low flow
velocity that allows the flame to creep upstream, locally, even in the presence of strong
temperature gradients towards the ‘cold’ solid surface. Details of the flame surface
orientation close to the wall can be seen in the magnified enclosure of figure 5.

Figure 10: (Left) A schematic of an anchored premixed flame in between two parallel plates, and
(right) temperature isosurfaces on the lower half of the domain [45].

3.3 Targeted experimental program for model development and validation

The experimental program at UT will focus on two types of experiments, each of which
is specially designed to aid in the validation of LES models.

3.3.1 Pitched jet-flames-in-crossflow

The experiments in this section are aimed at providing data that tests the ability of the LES
to predict stability limits of jet-flames-in-crossflow at different pitch angles and with dif-
ferent fuels. This work will leverage ongoing work in jet flames in crossflow that is being
conducted by the co-PI. The experiments will be conducted in a jet-in-crossflow combus-
tion wind tunnel that was developed under NSF sponsorship and is currently being used
for a project sponsored by DoD Strategic Environmental Research and Development Pro-
gram (SERDP). The SERDP work is focused on measurements of pollutants, such as soot
and NOx, rather than flame stability. Owing to our ability to leverage ongoing work,
we anticipate that the experiments proposed for this section will not be particularly time
consuming.

The facility is shown in Fig. 11, and has a test section with cross-sectional area of 0.5 m
x 0.5 m and is 1 m long. The crossflow is driven by a centrifugal blower with a 5 horse-
power motor and the combustion gases are removed with an exhaust system. Optical
access is provided with large windows on three sides. Three gas delivery lines, each with
separate mass flow controllers, are used to provide jet gases. Typical jet compositions
are mixtures of methane, hydrogen and nitrogen. The facility has been used to acquire
a wide range of imaging and emissions measurements, particularly in jet flames that are
strongly pulsed or partially premixed. The flows are studied using a range of diagnostics
including kilohertz stereo-PIV, quantitative acetone PLIF imaging, OH PLIF, kilohertz-
rate chemi-luminescence imaging, kilohertz-rate flame front imaging, and exhaust gas
emissions (NOx, CO and unburned hydrocarbons). All of the equipment that was em-
ployed for these studies will be available for the current work. To see the type of data
that is being generated in this facility Fig. 12 shows a set of photographs of jet flames in
crossflow under increasing levels of partial premixing. Fig. 12(a) shows a non-premixed
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the leeside of the jet often exhibits counter-gradient diffusion [17], where the fluctuating
scalar-velocity correlations are not aligned with the scalar gradient. This misalignment
manifests as a mechanism for the dissipation of scalar energy, in addition to the scalar
dissipation that occurs at the smallest length scales. The level of misalignment depends
on the filter width used, indicating that a scale-dependent model is required for both vari-
ance and dissipation. Currently, such models for these quantities are largely absent, al-
though the PI’s group has recently developed a nonequilibrium transport equation based
model for scalar variance and dissipation [18, 19].

The third important feature in need of modeling is the dynamics of the flashback insta-
bility. Flashback can be triggered by a number of scenarios including flow-induced insta-
bilities, autoignition, or propagation in a turbulent core flow. In addition, hydrogen-rich
fuels introduce the possibility of boundary-layer induced flashback. Although fuel strat-
ification through injector placement is effective, the high flammability of hydrogen over
a wide range of equivalence ratios increases the propensity for autoignition or boundary
layer flashback. The propagation of a flame near a wall is a complex modeling challenge
for a multitude of reasons. First, the usual turbulence scaling is not valid in the near
wall region due to the presence of a viscous region. Second, the strong density and prop-
erty variations across a flame front modulates the turbulent boundary layer, essentially
altering the near-wall turbulent structures. Since LES does not resolve the anisotropic
near-wall structures, the dynamics of the flame front has to be entirely modeled.

Such flame-wall interactions are seldom studied in the context of combustion, and conse-
quently detailed models are not available. One exception to this is the dynamics of flames
inside scramjet engines. In high-speed engines, the incoming air is compressed through
a sequence of shock structures and then passed into the combustion chamber. However,
if the pressure rise related to combustion exceeds a critical value, the shock structure is
progressively pushed upstream along with the flame front. In the extreme case, the shock
structures are fully disgorged from the engine leading to loss of compression and extinc-
tion of the flame zone. This combustion induced unstart in high-speed engines is very
similar to the flashback seen in premixed combustors. Using LES, this combustor unstart
has been modeled. Figure 6 shows a canonical flow problem where the motion of the
shock structure through the turbulent core flow and the near-wall turbulent boundary
layer. It is seen that LES captures the dynamics very accurately, demonstrating promise
in its use for modeling gas turbine flashback.

Figure 6: Contour plots of streamwise velocity from (left) experiment [20] and (right) LES sim-
ulation of an isolator exhibiting unstart. The shock front propagates from right to left with
time.

In summary, LES is a viable tool for modeling flashback and flame stabilization in gas
turbines. However, currently available subfilter models are not capable of describing
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Flame-Wall Interaction
• Propagation of flames in a 

boundary layer

➡ Modulates the turbulent 
boundary layer

➡ Alters turbulent energy 
transport and dissipation

• Similar to unstart propagation 
in scramjets

➡ Propagation of density/
pressure fronts through a 
separated boundary 
layer

• DNS-based analysis of 
turbulent flux models

identify suitable modeling strategies for LES-based description of turbulent boundary
layers. Prior studies point to a shock-boundary layer type modeling approach [42–44].

Turbulent flame–wall interaction 15
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Figure 4. Pictorial representation of the plane channel with the
flame anchor.
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Figure 5. Instantaneous snapshot of the computational domain, the flow direction is from
left to right: blue and red isosurfaces represent vortical structures represented by the second
invariant of the velocity gradient tensor. The v-shaped isosurface represents the locus of the
reaction progress variable at C = 0.7 demarcating the instantaneous flame shape and position.
The grey-scale colour levels indicate the local temperature.

of flame propagation in the turbulent boundary layer and to analyse the convective
heat fluxes into the solid wall.

4.2.1. Flame structure, thickness and propagation

Figure 5 is an instantaneous snapshot showing representative boundary-layer
structure and their spatial orientation relative to the flame in the computational
domain: the flow is from left to right. The blue and red isosurfaces represent vortical
structures of the flow, characterized by opposite signs of rotation and rendered by
the second invariant of the velocity gradient tensor Hunt, Wray & Moin (1988)
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defined as

Q = 1
2

�
A2

ii − SijSij − WijWij

�
, (4.2)

where Aij is the velocity gradient tensor, Sij =(Aij +Aji)/2 is the rate of strain tensor
and Wij = (Aij − Aji)/2 is the rate of rotation tensor.

The v-shaped isosurface is the reaction progress variable evaluated at C =0.7 and
demarcates the flame. In premixed flames, the reaction progress variable C is typically
defined based on temperature or species mass fraction, and is equal to zero in the
fresh reactants and increases monotonically to unity in the fully burned products. The
present choice of the reaction progress variable C is based on the concentration of
the fuel, H2. This choice was made amongst the other possible choices of H2O and O2

because in the present conditions, the hydrogen mass fraction was found to best track
the location of maximum heat release rate. The effect of the flame on the approaching
turbulence is clearly visible in figure 5, causing a marked increase in the length scales
associated with the coherent vortical structures and a ‘quasi-laminarization’ of the
flow downstream of the reaction zone.

The figure also shows that the flame is wrinkled due to the approaching turbulence.
The degree of wrinkling of the flame surface increases from the core flow near the
centreline towards the inner boundary layer as a consequence of the local increase in
the turbulence level. The degree of wrinkling is better observed in figure 6 presenting
only the lower half of the computational domain and a smaller number of vortex
cores for clarity (light blue isosurfaces). The flame surface is, also in this case, denoted
by the reaction progress variable at C = 0.7 and coloured by the local temperature.
Note that in these figures the reactant side of the flame surface faces the walls in the
region between the channel centreline and the viscous layer at y+ = 30. In contrast,
for y+ < 15 there is an inversion of the flame surface inclination due to the low flow
velocity that allows the flame to creep upstream, locally, even in the presence of strong
temperature gradients towards the ‘cold’ solid surface. Details of the flame surface
orientation close to the wall can be seen in the magnified enclosure of figure 5.

Figure 10: (Left) A schematic of an anchored premixed flame in between two parallel plates, and
(right) temperature isosurfaces on the lower half of the domain [45].

3.3 Targeted experimental program for model development and validation

The experimental program at UT will focus on two types of experiments, each of which
is specially designed to aid in the validation of LES models.

3.3.1 Pitched jet-flames-in-crossflow

The experiments in this section are aimed at providing data that tests the ability of the LES
to predict stability limits of jet-flames-in-crossflow at different pitch angles and with dif-
ferent fuels. This work will leverage ongoing work in jet flames in crossflow that is being
conducted by the co-PI. The experiments will be conducted in a jet-in-crossflow combus-
tion wind tunnel that was developed under NSF sponsorship and is currently being used
for a project sponsored by DoD Strategic Environmental Research and Development Pro-
gram (SERDP). The SERDP work is focused on measurements of pollutants, such as soot
and NOx, rather than flame stability. Owing to our ability to leverage ongoing work,
we anticipate that the experiments proposed for this section will not be particularly time
consuming.

The facility is shown in Fig. 11, and has a test section with cross-sectional area of 0.5 m
x 0.5 m and is 1 m long. The crossflow is driven by a centrifugal blower with a 5 horse-
power motor and the combustion gases are removed with an exhaust system. Optical
access is provided with large windows on three sides. Three gas delivery lines, each with
separate mass flow controllers, are used to provide jet gases. Typical jet compositions
are mixtures of methane, hydrogen and nitrogen. The facility has been used to acquire
a wide range of imaging and emissions measurements, particularly in jet flames that are
strongly pulsed or partially premixed. The flows are studied using a range of diagnostics
including kilohertz stereo-PIV, quantitative acetone PLIF imaging, OH PLIF, kilohertz-
rate chemi-luminescence imaging, kilohertz-rate flame front imaging, and exhaust gas
emissions (NOx, CO and unburned hydrocarbons). All of the equipment that was em-
ployed for these studies will be available for the current work. To see the type of data
that is being generated in this facility Fig. 12 shows a set of photographs of jet flames in
crossflow under increasing levels of partial premixing. Fig. 12(a) shows a non-premixed
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the leeside of the jet often exhibits counter-gradient diffusion [17], where the fluctuating
scalar-velocity correlations are not aligned with the scalar gradient. This misalignment
manifests as a mechanism for the dissipation of scalar energy, in addition to the scalar
dissipation that occurs at the smallest length scales. The level of misalignment depends
on the filter width used, indicating that a scale-dependent model is required for both vari-
ance and dissipation. Currently, such models for these quantities are largely absent, al-
though the PI’s group has recently developed a nonequilibrium transport equation based
model for scalar variance and dissipation [18, 19].

The third important feature in need of modeling is the dynamics of the flashback insta-
bility. Flashback can be triggered by a number of scenarios including flow-induced insta-
bilities, autoignition, or propagation in a turbulent core flow. In addition, hydrogen-rich
fuels introduce the possibility of boundary-layer induced flashback. Although fuel strat-
ification through injector placement is effective, the high flammability of hydrogen over
a wide range of equivalence ratios increases the propensity for autoignition or boundary
layer flashback. The propagation of a flame near a wall is a complex modeling challenge
for a multitude of reasons. First, the usual turbulence scaling is not valid in the near
wall region due to the presence of a viscous region. Second, the strong density and prop-
erty variations across a flame front modulates the turbulent boundary layer, essentially
altering the near-wall turbulent structures. Since LES does not resolve the anisotropic
near-wall structures, the dynamics of the flame front has to be entirely modeled.

Such flame-wall interactions are seldom studied in the context of combustion, and conse-
quently detailed models are not available. One exception to this is the dynamics of flames
inside scramjet engines. In high-speed engines, the incoming air is compressed through
a sequence of shock structures and then passed into the combustion chamber. However,
if the pressure rise related to combustion exceeds a critical value, the shock structure is
progressively pushed upstream along with the flame front. In the extreme case, the shock
structures are fully disgorged from the engine leading to loss of compression and extinc-
tion of the flame zone. This combustion induced unstart in high-speed engines is very
similar to the flashback seen in premixed combustors. Using LES, this combustor unstart
has been modeled. Figure 6 shows a canonical flow problem where the motion of the
shock structure through the turbulent core flow and the near-wall turbulent boundary
layer. It is seen that LES captures the dynamics very accurately, demonstrating promise
in its use for modeling gas turbine flashback.

Figure 6: Contour plots of streamwise velocity from (left) experiment [20] and (right) LES sim-
ulation of an isolator exhibiting unstart. The shock front propagates from right to left with
time.

In summary, LES is a viable tool for modeling flashback and flame stabilization in gas
turbines. However, currently available subfilter models are not capable of describing
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Modeling PDF Transport Equation

• PDF transport equation

• PDF equation is high-dimensional
➡ If N species present in chemistry, N+5 dimensions

• Lagrangian Monte-Carlo approach typically used
➡ Stochastic in nature

➡ Numerical stability is highly flow dependent

➡ Difficult to maintain numerical accuracy in complex geometries

➡ Highly expensive for realistic flow configurations
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Direct-Quadrature Method of Moments (DQMOM)

• DQMOM uses dirac-delta functions to 
discretize the PDF

• Each delta-function characterized by a 
weight and abscissa
➡ Transport equations for these two 

variables can be formulated

• Similar in structure to scalar transport 
equations
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Test case : 2-D shear layer

• Flow conditions similar to the experiment of Mungal and Dimotakis (1984)
• Two streams at velocity of 8.8 m/s and 22 m/s
• Single step chemistry formulated using progress-variable and mixture fraction

• Test cases performed
➡ LES simulation of first moment of  Y,Z and second moment of Z
➡ Lagrangian simulations with IEM mixing model
➡ DQMOM simulation with IEM mixing model and 2-peak formulation
➡ Different functional form for rate constants

S(Y, Z) = k

(

Z

Zst

− Y

) (

1 − Z

1 − Zst

− Y

)
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Test results 
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Decision Making, Risks, and CFD
• CFD is a vital tool for understanding 

practical engineering devices

• CFD models are also highly unreliable
➡ Modeling is as much an art as science

• Can we rely on CFD results to make 
critical decisions?

DOE interest

Our 
interest
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DOE Predictive Science Academic Alliance Program

• PECOS Center at UT Austin focuses on estimating uncertainties

• Quantifying uncertainties
➡ Use experiments and models to determine simulation error bars
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Uncertainty Quantification (UQ)

• Since models will always incur errors, 
the best strategy is to quantify the 
errors
➡ In a simple sense, compute error 

bars for the solution

➡ More broadly, CFD results are no 
longer deterministic “plots” but 
probabilistic distributions

• The quantifiable error in the 
computations is termed uncertainty
➡ Expressed in terms of confidence in 

results, which are also computed
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RANS Models for Scalar Flux

• RANS scalar transport equation

➡ Closures for the scalar flux needed

• Several models considered
➡ E.g., Combination generalized gradient diffusion model

➡ Model coefficients (                 ) need to be determined
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Probabilistic Description of RANS Model Constants
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Technology Transfer Using OpenFOAM
• Open source software

• Large-scale code 
modification
➡ Numerics changed to 

accommodate LES 
computations

➡ New flow solvers for 
turbulent combustion 
problems

➡ Arbitrary chemistry 
inclusion with chemkin-
compatible interface
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UT Gas Turbine Program

• LES/RANS combined modeling approach
➡ LES for unsteady dynamics

➡ Calibration-based RANS for parametric studies

• Well-characterized experimental setup
➡ Simultaneous PIV/PLIF measurements under high pressure 

conditions

➡ Pitched jets in crossflow with varying fuel compositions

• Open source technology transfer
➡ OpenFOAM based transfer of models
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