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Disclaimer 

This report was prepared as an account of work sponsored by an agency of the United States 

Government. Neither the United States Government nor any agency thereof, nor any of their 

employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for 

the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, 

or represents that its use would not infringe privately owned rights. Reference herein to any specific 

commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does 

not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States 

Government or any agency thereof. The views and opinions of authors expressed herein do not 

necessarily state or reflect those of the United States Government or any agency thereof. 
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Abstract 

The Arctic Energy Technology Development Laboratory was created by the University of Alaska 

Fairbanks in response to a congressionally mandated funding opportunity through the U.S. Department 

of Energy (DOE), specifically to encourage research partnerships between the university, the Alaskan 

energy industry, and the DOE. The enabling legislation permitted research in a broad variety of topics 

particularly of interest to Alaska, including providing more efficient and economical electrical power 

generation in rural villages, as well as research in coal, oil, and gas. The contract was managed as a 

cooperative research agreement, with active project monitoring and management from the DOE.  

 

In the eight years of this partnership, approximately 30 projects were funded and completed. These 

projects, which were selected using an industry panel of Alaskan energy industry engineers and 

managers, cover a wide range of topics, such as diesel engine efficiency, fuel cells, coal combustion, 

methane gas hydrates, heavy oil recovery, and water issues associated with ice road construction in the 

oil fields of the North Slope. Each project was managed as a separate DOE contract, and the final 

technical report for each completed project is included with this final report.   

 

The intent of this process was to address the energy research needs of Alaska and to develop research 

capability at the university. As such, the intent from the beginning of this process was to encourage 

development of partnerships and skills that would permit a transition to direct competitive funding 

opportunities managed from funding sources. This project has succeeded at both the individual project 

level and at the institutional development level, as many of the researchers at the university are 

currently submitting proposals to funding agencies, with some success.  
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Executive Summary 
 

The Arctic Energy Technology Development Laboratory was created by the University of Alaska 

Fairbanks in response to a congressionally mandated funding opportunity through the U.S. Department 

of Energy (DOE), specifically to encourage research partnerships between the university, the Alaskan 

energy industry, and the DOE. The enabling legislation permitted research in a broad variety of topics 

particularly of interest to Alaska, including providing more efficient and economical electrical power 

generation in rural villages, as well as research in coal, oil, and gas. The contract was managed as a 

cooperative research agreement, with active project monitoring and management from the DOE.  

In the eight years of this partnership, approximately thirty projects were funded and completed. These 

projects, which were selected using an industry panel of Alaskan energy industry engineers and 

managers, cover a wide range of topics, such as diesel engine efficiency, fuel cells, coal combustion, 

methane gas hydrates, heavy oil recovery, and water issues associated with ice road construction in the 

oil fields of the North Slope. Each project was managed as a separate DOE contract, and the final 

technical report for each completed project is included with this final report.   

The intent of this process was to address the energy research needs of Alaska and to develop research 

capability at the university. As such, the intent from the beginning of this process was to encourage 

development of partnerships and skills that would permit a transition to direct competitive funding 

opportunities managed from funding sources. This project has succeeded at both the individual project 

level and at the institutional development level, as many of the researchers at the university are 

currently submitting proposals to funding agencies, with some success.  

This final technical report includes individual stand‐alone reports for each funded project. A brief one‐

page summary document is provided to assist the reader in finding information that is of interest. The 

broad research areas covered include heavy oil recovery, enhanced oil recovery methods, wax 

deposition issues, methane hydrates, environmental impacts of oil development (including water use 

and the deployment of new low‐impact platform structures), new cementing techniques for arctic 

conditions, geological fracture mechanisms for oil migration, reservoir characterization of the Bristol Bay 

area, coal bed methane (including issues with produced water), methane seeps near Atqasuk, 

combustion properties of high‐volatility low‐rank Alaskan coals, testing of solid oxide fuel cells on diesel 

fuel and propane, testing of proton exchange membrane fuel cells on methanol, heat recovery from 

diesel engines, CO2 sequestration options for Alaska, power options for the village of Galena (including 

the Toshiba 4S nuclear reactor), and review of energy options (including web sites and conferences).  
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Legislative Authorization and Overall Strategy 

The Arctic Energy Technology Development Laboratory (AETDL) at the University of Alaska Fairbanks 

originated in legislation passed in 2001 PUBLIC LAW 106–398, section 3197. This legislation authorized 

the U.S. Department of Energy (DOE) to set up an Office of Arctic Energy. In 2001 initial funding of 

$1,000,000 was provided.  

As defined in the enabling legislation, the purpose of the Office of Arctic Energy was to promote 

research, development, and deployment of 

 electrical power technology that is cost‐effective and especially well‐suited to meet the needs of 
rural and remote Alaska;  

 alternative energy, including fuel cells, geothermal, and wind;  

 natural gas hydrates, coal bed methane, and shallow bed natural gas;  

 small hydroelectric facilities, river turbines, and tidal power;  

 natural gas development, including gas‐to‐liquids technology and liquefied natural gas (along 
with associated transportation systems); and  

 enhanced oil recovery technology, including heavy oil recovery, reinjection of carbon, and 
extended drilling reach technologies.  

 

 

Project Selection Process 

Given the breadth of the allowable research topics (well beyond the evaluation expertise of any 

individual), a process was needed to evaluate proposed projects. A system modeled on the National 

Laboratory Partnership program was instituted, and involved several steps. One‐page pre‐proposals 

were solicited in a general call for proposals, and were ranked by an industry panel. The highest‐scoring 

projects were asked to submit a two‐page pre‐proposal with additional information and to make an oral 

presentation before the industry panel. The highest‐ranking projects from this process were then asked 

to submit a complete DOE proposal, all of which were packaged and submitted to DOE for review and 

funding. Because of the diversity of allowable technologies, two panels were formed to review 

proposals: one for remote electrical issues and one for the oil, gas, and coal issues.  

This process, which was used for four years, attracted 210 pre‐proposals for consideration. Of these, 28 

projects were submitted to the DOE National Energy Technology Laboratory (DOE/NETL) for funding 

consideration, from which 23 were approved and funded. Thirteen other projects were added to the 

contract through means other than the competitive process: five during the first funding year before the 

project selection process was in place, three during the last year (2008) as extensions of existing work or 

seed funding, and five at the direction of DOE/NETL. An administrative task was added to the project to 

cover the effort of administering such a complex contract, especially to assure that the cost share 
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needed on each individual task was documented. Four projects approved for funding were not 

completed (some were never started), so the 32 technical reports presented here represent the total of 

the work completed by this project.  

When the contract was initially written in 2001, the overall contract covered a five‐year period, not to 

exceed $22,400,000 in federal funds, with an additional $5,600,000 in cost share required. The contract, 

in fact, lasted eight years, with total funding to the university of approximately $13,900,000, and a 

documented cost share of more than $4,400,000.  

There was much discussion about how this contract should be managed, in particular what the reporting 

requirements should be for each task, and how cost share should be assessed. Initially, the agreement 

was that the entire project was a single contract; that a single quarterly report sufficed for the whole; 

and that cost share would be assessed over the entire contract and needed to meet the minimum by the 

end of the contract. However, early in the project, these rules were changed to require complete 

reporting for each task, and cost‐share matching on a project‐by‐project basis. Eventually, cost‐share 

requirements were changed back to being based on the total contract (the DOE waived cost‐share 

requirements on several directed tasks), although nearly all individual tasks met or exceeded cost‐share 

requirements.  

The project‐selection process is described in Appendix A, Call for Proposals – FY 2003 and FY 2004 

Funding Cycles (a similar process was used in 2002 and 2005). This process involved several steps:  

 Circulation of the Request for Proposals (RFP). 

 Formation of two industry review panels—one for fossil energy and one for remote power. 

(Panel members were volunteers, but needed to present a resume showing industry experience 

as well as academic credentials.) 

 Deadline for one‐page pre‐proposals for submission electronically. 

 Circulation and ranking of one‐page pre‐proposals by industry panel. 

 Notification of top ten to twelve projects of advancement to second round, request for 

additional technical and financial information, and request to give oral presentation to review 

panel. 

 Meeting of industry panel to hear oral presentations and rank projects. 

 Preparation of complete DOE proposal by highest‐ranking projects. 

 Addition of new projects to existing project mix and submission to DOE as annual work plan. 

 Review of proposals by DOE and funding of some projects. 

Since one of the contract’s major aims was to encourage university/industry partnerships, the scoring 

process included a category worth ten percent of the total score for a partnership.  
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Industry Participation in the AETDL Process 

Inspection of the database from the AETDL proposal review process shows a diverse group of industry 

partners attracted to the opportunity. Seventy‐six different external organizations are listed as prime 

external contacts on the proposals, including nine universities (in addition to the University of Alaska), 

nine agencies (state and federal), five national laboratories (including NETL), three major oil companies, 

four utilities, eight oil‐support companies, fifteen consultants or engineering consulting companies, 

sixteen equipment manufacturers, three native corporations, and five small businesses.  

 

Type  Proposals  Projects 

Universities  9 2

Agencies  9 6

National labs  5 3

Oil companies  3 2

Oil support companies  8 2

Utilities  4 4

Consultants  15 5

Equipment suppliers  16 5

Native corporations  3 2

Small businesses  4 1

Total  76 32

Table 1. Summary of external involvement in proposal and projects at AETDL 

 

A similar distribution of partnerships can be seen upon inspection of the funded projects. Two external 

universities, six agencies, three national labs, two oil companies, two oil‐support companies, four 

utilities, five consultants, five equipment manufacturers, two native corporations, and one small 

business participated in approved projects.  

At the University of Alaska, sixteen faculty participated as principal investigators on contract‐related 

projects. These faculty are with the UAF Petroleum Engineering, Mechanical Engineering, and Electrical 

Engineering Departments, the Geophysical Institute, and the UA Institute of Social and Economic 

Research.  

The wide variety of participants in the AETDL projects is demonstrated by the numerous authors who 

participated in this final report, including thirty‐five associated with University of Alaska Fairbanks, three 

with University of Alaska Anchorage, five from other universities, seven from National Laboratories, four 

from private industry, three from government agencies, and five from private research organizations.  
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Project Management 

Because the contract with NETL was written as a cooperative research agreement, reporting was a 

required task for each selected project, including a written quarterly report. However, AETDL also 

required attendance at quarterly review meetings, at which each project’s principal investigator (PI) 

presented information on the project’s progress during the quarter. This progress report was a twenty‐

minute PowerPoint presentation, followed by a question‐and‐answer period. Some of these quarterly 

reviews were broadcast via web from electronic meeting rooms; but this proved somewhat awkward, as 

the university and DOE subscribed to two different systems and communication between the two was 

difficult. During the last several years, a simpler system of webcasting the PowerPoint presentations 

with telephone conferencing was used, which proved more reliable.  

One issue that occurred repeatedly during the contract was the relatively frequent change in DOE’s 

project COTR. During the eight‐year contract period, five individuals were assigned this role, with only 

one of them stationed in Alaska. Each new COTR needed time to become familiar with the wide variety 

of projects in progress under this contract, and as the cumulative history of the overall project grew, the 

task became more difficult. Fortunately, DOE’s Arctic Energy Office representative, Mr. Brent Sheets, 

remained in place during the entire contract period, as did the PI at the university, so some continuity 

was maintained.  

One of the project’s complications was the necessary accounting required to track funding for each task. 

Adding to the complexity was the confusion of project funding, which came from multiple congressional 

budget line accounts at DOE. Furthermore, during the proposal‐writing process, project names were 

selected by individual project PIs who sometimes selected titles similar to those of other funded 

projects. After several attempts to designate a mutually understandable designation for each task, a 

code was adopted based on the DOE BNR code, the initial year of funding, and a sequence number. 

More confusion was generated by project funding that was added from multiple fiscal year budgets, 

requiring inclusion in multiple work‐plan budgets and multiple passes through the approval process. The 

process of vetting and approving annual work plans required patience on all sides, and the ultimate 

success of this project speaks volumes to the professionalism and good will of all participants. On the 

university side, great care was taken to keep all projects discrete so that no confusion arose from the 

accounting process.  
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Project Summaries 
 

Given the wide variety of research topics permitted under the AETDL process, attempting to summarize 

the research requires a discussion of each individual project. A thorough understanding of the research 

requires reading each final report. Each project’s final report was prepared as a stand‐alone document, 

and many were submitted during the course of the contract as individual tasks were completed.  

This final report contains a one‐page overview of each funded project, including a project abstract, the 

objectives of the study, and a brief summary of the findings. The summary section is intended solely to 

allow the reader to locate projects of interest.  

Project titles were assigned based on the title of proposals submitted under the project‐selection 

process above, and thus were selected by the project PI. Some titles were quite similar to each other, so 

project numbers were assigned by NETL in an attempt to keep track of the discrete projects. The 

numbering is based on the funding stream and the initial year of the project, followed by a sequence 

number within that year.  
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Project Title: 

Task 1.01.1  Energy Information Clearinghouse for Energy Technology Issues 
in Alaska 

Program/Project Identification Number 

DE-FC26-01NT41248     1.01.1 

 UAF PI   Name and address 

 Ron Johnson 
 University of Alaska Fairbanks 
 PO Box 755905 
 Fairbanks, AK 99775-5905 
 (907) 474-6096 ffraj@uaf.edu 

 

 Abstract 

Due to lack of roads and electrical grids, energy use and production patterns in Alaska are significantly 
different from other parts of the U.S. This project is designed to create a web site that addresses the 
range of available technologies for production of electrical power in remote areas, including analysis of 
cost, reliability, and state of development. 

 Objectives 

Create a web site containing an unbiased assessment of emerging technologies and their potential for 
use in remote areas of Alaska. 

 Final Summary 

The Energy Information Clearinghouse is useful as one site that integrates a wide variety of information 
relating to energy issues both worldwide and within Alaska. The information is presented in such a way as 
to be intelligible to the general public, as well as to provide details with links to relevant web sites for 
those with technical backgrounds. 

 

 

Link to final report



8 

 

Project Title: 

Task 1.01.2  SmallScale Fuel Cell and Reformer Systems for Remote Power 

Program/Project Identification Number 

DE-FC26-01NT41248     1.01.2 

 UAF PI   Name and address  

 Dennis Witmer 
 University of Alaska Fairbanks 
 PO Box 755910 
 Fairbanks, AK 99775 
 (907) 474-7082 ffdew@uaf.edu 

 

 Abstract 

Due to lack of roads and electrical grids, much of the electricity is generated in rural Alaska using diesel 
electric generators, which are expensive to maintain and cause a wide variety of environmental problems. 
Fuel cells may prove to be a better alternative, offering higher efficiency, reduced emissions, improved 
heat recovery, and lower operating costs. However, the most readily available fuel in remote locations is 
diesel, which is difficult to reform to produce a hydrogen-rich gas necessary for operation of the fuel cell. 
This project is designed to evaluate the thermodynamic efficiency and operational reliability of fuel cells 
and reformers in the laboratory, to establish baseline performance prior to field testing. 

 Objectives 

1) Continue to assess the viability of fuel cells for applications in remote areas of Alaska. 
2) Purchase and test available hardware in the pre-commercial stages from vendors, and test 

systems for thermodynamic efficiency, reliability, and suitability for application in remote areas of 
Alaska. 

3) Test reformer systems, especially those operating on readily available liquid fuels suitable for 
transport and storage in remote Alaskan regions. 

4) Share information collected with Alaskan, national, and international fuel cell communities. 

 Final Summary 

While the fuel cell industry advertises the rapid commercialization of their technology, attempts to 
purchase hardware from individual companies at prices comparable to that for conventional energy 
systems proved to be difficult. During this study, several technologies were identified that were tested in 
subsequent AETDL projects, but the prices were considerably higher than expected, and the durability 
and reliability of these products were lower than expected. 

 

Link to final report 
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Project Title: 

Task 1.01.3  Crack Growth and Reliability Analysis of Solid Oxide Fuel Cells 

Program/Project Identification Number 

DE-FC26-01NT41248     1.01.3 

 UAF PI   Name and address External PI   Name and address 

 Sukumar Bandopadhyay Naqendra Nagabhushana 
 University of Alaska Fairbanks University of Alaska Fairbanks 
 P.O. Box 755960, 311 Duckering (907) 474-5150 
 Fairbanks, AK 99775-5960 ffnn@uaf.edu 
 (907) 474-7730 ffs0b@uaf.edu 

 

 Abstract 

Solid oxide fuel cells (SOFCs) operate at high temperatures (800°C) and require that a material be stable 
in both oxidizing and reducing environments. Oxides are generally brittle materials, and materials 
processing flaws may cause premature failure, especially under thermal stresses during heat-up, and 
stress gradients caused by oxygen gradients. 

 Objectives 

This project is designed to measure the crack propagation properties of yttria stabilized zirconia (YSZ) 
used in SOFCs. 

 Final Summary 

Yttria stabilized zirconia (YSZ) of 9.6 mol% yttria composition was procured in the form of tubes 100 mm 
long. The composition is of interest as tubular electrolytes for SOFCs. Rings cut from the tubes were 
characterized for microstructure, phase stability, mechanical strength (Weibull modulus), and fracture 
mechanisms. The strength at operating condition of SOFCs (1000°C) decreased to 95 MPa as compared 
with room temperature strength of 230 MPa. However, the Weibull modulus remains relatively 
unchanged. Slow crack growth (SCG) parameter, n = 17 evaluated at room temperature in air was 
representative of well-studied brittle materials. Based on the results, further work is planned to evaluate 
the strength degradation, modulus, and failure in a more representative environment of the fuel cell. 
 
 
 
 
 
 
 
 

Link to final report 
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Project Title: 

Task 1.02.1  LowRank Coal Grinding Performance Versus Boiler Performance 

Program/Project Identification Number 

DE-FC26-01NT41248     1.02.1 

 UAF PI   Name and address External PI   Name and address 

 Rajive Ganguli Alan Renshaw 
 University of Alaska Fairbanks, Usibelli Coal Mine 
 Mining and Geological Engineering  (907) 683-9739 
 PO Box 755800 alan@usibelli.com  
 Fairbanks, AK 99775-5800  
 (907) 474-6396 ffrg@uaf.edu 

 

 Abstract 

Alaskan low-rank coal (LRC) from the Usibelli Mine in Healy, Alaska, is used to generate electrical power 
in pulverized boilers in Alaska and Asia. However, standards for particle size distribution (PSD) for 
pulverized coal are based on experience with higher-rank coals. This project will investigate the possibility 
that LRC can be burned at larger particle sizes, as the highly volatile coal components will fragment the 
coal during the combustion process. If this can be shown, lower operating costs, lower energy 
consumption during grinding, and larger markets could result. 

 Objectives 

Establish optimal particle size distribution for Alaskan LRC used in pulverized coal boiler operations, and 
increase marketability of Alaskan LRCs by establishing combustion properties from reduced grinding. 

 Final Summary 

The intent of this project was to demonstrate that Alaskan LRC, which is high in volatile content, need not 
be ground as fine as bituminous coal (typically low in volatile content) for optimum combustion in power 
plants. The grind or PSD, which is quantified by percentage of pulverized coal passing 74 microns (200 
mesh), affects the pulverizer throughput in power plants; the finer the grind, the lower the throughput. For 
a power plant to maintain combustion levels, throughput needs to be high. The problem of particle size is 
compounded for Alaskan coal, since it has a low Hardgrove grindability index (HGI); that is, it is difficult to 
grind.  
 
This project studied the relationship between PSD and power plant efficiency, emissions, and mill power 
consumption for low-rank high-volatile-content Alaskan coal. The emissions studied were CO, CO2, NOx, 
SO2, and Hg (only two tests). The tested PSD range was 42% to 81% passing 76 microns. Within the 
tested range, there was very little correlation between PSD and power plant efficiency, CO, NOx, and 
SO2. Mercury emissions were very low and, therefore, did not allow comparison between grind sizes. Mill 
power consumption was lower for coarser grinds. 

Link to final report 
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Project Title: 

Task 1.03.1  Effects of Village Power Quality on Fuel Consumption and 
Operating Expenses 

Program/Project Identification Number 

DE-FC26-01NT41248     1.03.1 

 UAF PI   Name and address External PI   Name and address 

 Richard Wies Lumas Kendrick 
 University of Alaska Fairbanks Sentech, Inc. 
 PO Box 755915 (240) 223-5552 
 Fairbanks, AK 99775 lkendrick@sentech.org 
 (907)474-7071 ffrww@uaf.edu 

 

 Abstract 

Poor power quality in village power systems increases the cost of meeting the load. These costs take the 
form of increased fuel use and increased generator maintenance. Power quality problems may consist of 
poor power factor (PF) or waveform disturbances. The poor PF problem results when 3-phase generators 
serve unbalanced resistive (lighting) and inductive (motors) loads. Power factor values outside of the 
generator’s optimum operating range result in inefficient generator operation, excessive fuel consumption, 
and increased maintenance. Waveform disturbances may be voltage sags, spikes, or other effects 
resulting from nonlinear loads, like energy-efficient fluorescent lighting that increase the amount of 
undesirable electrical noise in the system. The amount of noise in the system is measured using total 
harmonic distortion (THD), which is the ratio of the amount of useable voltage or current at the system 
operating frequency (60 Hz) to the overall amount of voltage or current. All of these power-quality 
conditions, alone or in combination, can act to degrade the overall system performance and increase 
energy costs. This project will measure the PF and the THD due to line noise in remote villages, and 
determine if this is affecting efficiency. 

 Objectives 

This project involves collecting, formatting, and analyzing power system data from a representative 
number of rural villages in Alaska served by the Alaska Energy Authority (AEA). 

 Final Summary 

Over its five-year history, this project has investigated approaches to improving power quality and 
implementing fuel-saving measures through the use of performance assessment software tools 
developed in MATLAB® Simulink®. The project has also investigated the implementation of remote 
monitoring, automated generation control, and the addition of renewable energy sources in select 
villages. Results have shown how many of these communities would benefit from the use of automated 
generation control by implementing a simple economic dispatch scheme and the integration of renewable 
energy sources, such as wind generation. 
 
 

Link to final report 
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Project Title: 

Task 1.03.4  MethanolFired Fuel Cell for Use in Remote Applications 

Program/Project Identification Number 

DE-FC26-01NT41248     1.03.4 

 UAF PI   Name and address External PI   Name and address 

 Dennis Witmer Peter Lehman 
 University of Alaska Fairbanks Schatz Energy Research Center 
 PO Box 755910 707-826-4345 
 Fairbanks, AK 99775 pal1@axe.humboldt.edu 
 (907) 474-7082 ffdew@uaf.edu 

 

 Abstract 

Proton exchange membrane (PEM) fuel cells have been demonstrated to provide reliable power in 
remote sites at the 1 kW level when operated on hydrogen. However, hydrogen is not a readily available 
fuel in Alaska, and heavy hydrocarbon fuels are difficult to reform at small scale. This project will 
demonstrate the use of a methanol-water mix (freezing point – 126°F) as a fuel source for PEM fuel cells. 
Methanol is also readily available in bulk quantities in Fairbanks, and fuel costs are similar to those of 
conventional fuels. The reformer technology involves a palladium membrane, which will provide high-
quality hydrogen suitable for the PEM fuel cell. 

 Objectives 

1) Demonstrate in the laboratory the operation of a PEM fuel cell operating on liquid fuel suitable for 
use in remote areas of Alaska. 

2) Demonstrate this technology in a suitably chosen field location in Alaska. 

 Final Summary 

This project was designed to demonstrate an alternative to existing conventional technologies by 
developing an integrated power supply at 1 kW using a PEM fuel cell operated on methanol. During the 
course of this project, a methanol reformer was procured, and the efficiency of conversion of methanol to 
hydrogen was measured. This reformer was then integrated with a 1 kW PEM fuel cell, and system 
efficiency was measured using a 24-hour varying load profile. Results indicate that methanol reformation 
is relatively efficient, approaching 80% (LHV, methanol fuel in/hydrogen out). PEM fuel cells operating on 
pure hydrogen have been demonstrated to operate at efficiencies of about 50%. System efficiencies of 
greater than 30% were anticipated for the integrated system, but measured values were somewhat lower 
than this, due largely to a mismatch between reformer output and fuel cell size. 
 
This project successfully demonstrated the use of methanol as a fuel for powering a fuel cell, but the 
project was terminated before a field demonstration could be undertaken due to issues associated with 
the source of funds. However, significant issues remain with PEM fuel cells, including system costs and 
reliability; and further work is needed before these devices can be used for providing electrical power in 
remote areas of Alaska. 
 
 
 
 

Link to final report 
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Project Title: 

Task 1.03.5  Capture of Heat Energy from Diesel Engine AfterCooler Circuit 

Program/Project Identification Number 

DE-FC26-01NT41248     1.03.5 

 UAF PI   Name and address External PI   Name and address 

 Chuen-Sen Lin Mark Teitzel 
 University of Alaska Fairbanks AVEC 
 325 Duckering Building (907) 565-5337 
 Fairbanks, AK 99775 mteitzel@avec.org 
 (907) 474-5126 ffcl@uaf.edu 

 

 Abstract 

Diesel electrical generators produce waste heat as well as electrical power. New diesel generators, which 
use turbochargers, release a significant amount of heat from the turbocharger after-coolers and have no 
systems currently designed to capture the released heat for useful applications. Another significant 
amount of heat energy is the heat released from exhaust manifolds. This project will design, build, and 
test heat recovery systems for this energy. This project will also study the feasibility of recovering exhaust 
heat from a laboratory diesel engine using an ultra low-sulfur fuel. The feasibility will be evaluated 
according to quality and quantity of exhaust heat recovered, changes in engine efficiency and emissions, 
and possible manifold damages caused by applying exhaust heat recovery. 

 Objectives 

This project will study different waste heat applications, select the most desirable application, design and 
fabricate prototypes for performance measurements, and determine the feasibility and economic impact 
of the selected application for Alaska villages. This project will also study the feasibility of recovering 
exhaust heat from an engine using an ultra low-sulfur fuel. 

 Final Summary 
An exhaust-heat recovery system was fabricated, and 350 hours of testing was conducted. Based on 
testing data, the exhaust heat recovery heating system showed insignificant effects on engine 
performance and maintenance requirements. From measurements, it was determined that the amount of 
heat recovered from the system was about 50% of the heat energy contained in the exhaust (heat 
contained in exhaust was evaluated based on environment temperature). The estimated payback time for 
100% use of recovered heat would be less than 3 years at a fuel price of $3.50 per gallon, an interest rate 
of 10%, and an engine operation of 8 hours per day. During the performance of this study, several 
existing field projects utilizing this exhaust-heat recovery technology were identified and analyzed. Further 
investigations into using waste heat for additional electrical generation in Rankine cycle engines or 
chilling turbo-charged air are currently being funded by the Alaska Energy Authority and the EPA. 
 
 
 
 

Link to final report 
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Project Title: 

Task 1.03.6  Reliable and Affordable Energy Conference 

Program/Project Identification Number 

DE-FC26-01NT41248     1.03.6 

 UAF PI   Name and address External PI   Name and address 

 Dennis Witmer Peter Crimp 
 University of Alaska Fairbanks Alaska Energy Authority 
 PO Box 755910 (907) 771-3039 
 Fairbanks, AK 99775 PCrimp@aidea.org 
 (907) 474-7082 ffdew@uaf.edu 

 

 Abstract 

In the enabling legislation for the Arctic Energy Office in 2001, specific inclusion was made for the study 
of ways to reduce the cost of electrical power in remote Alaskan communities. As part of this mandate, 
the University of Alaska, in conjunction with DOE, the Denali Commission, and the Alaska Energy 
Authority, has organized a series of rural energy conferences, held approximately every 18 months. The 
goal of these meeting is to bring together rural utility operators, rural community leaders, government 
agency representatives, equipment suppliers, and researchers from universities and national laboratories 
to discuss the current state of the art in rural power generation and to discuss current projects, including 
successes as well as near-successes. 

 Objectives 

Bring Alaska Rural Energy providers, researchers, government agencies, and other interested parties 
together to discuss recent progress in providing energy to rural Alaska. 

 Final Summary 
Five conferences were held at approximately 18-month intervals. At each of these conferences, 
presenters were encouraged to prepare PowerPoint files, which were collected and then made public on 
the UAF AETDL web site. This web site, which has become the best record of the conference, is located 
at http://www.alaska.edu/uaf/cem/ine/aetdl/conferences/. 
 
There are thousands of pages of information on this web site, on many topics. Given the uncertain 
longevity of web information, we are providing copies of all the information in electronic form as 
documentation for this final report. 

 

Link to final report 
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Project Title: 

Task 1.04.1  Galena Electric Power Situation Options Analysis 

Program/Project Identification Number 

DE-FC26-01NT41248     1.04.1 

 UAF PI   Name and address External PI   Name and address 

 Ron Johnson Robert Chaney 
 University of Alaska Fairbanks SAIC 
 PO Box 755905 (907) 271-3633 
 Fairbanks, AK 99775-5905 Robert.E.Chaney@saic.com 
 (907) 474-6096 ffraj@uaf.edu 

 

 Abstract 

Providing electrical power in remote Alaskan villages is difficult due to a lack of electrical grids and roads. 
Currently, diesel generators provide power in most communities, but this technology is significantly more 
expensive than power on the grid, with significant environmental issues related to air emissions and fuel 
spills. The city of Galena, Alaska, has been offered a small nuclear power plant as a demonstration, but 
also has other options, including coal (there is a known coal seam several miles from town) and 
renewables. 

  Objectives 

Assess the cost and feasibility of power options available to the city of Galena, including the current 
diesel generators, the proposed Toshiba nuclear power plant, a coal-fired power plant, and other 
renewable options, including low-head hydro, wind, and solar power. 

 Final Summary 

Under the assumptions used in this study, the nuclear system is the clear economic winner when 
compared with diesel, even when diesel prices are low and nuclear security staff requirements are high. 
This result is due to the ability of the 10-MW nuclear plant to serve the entire residential heat load (about 
8,000 MWh/yr and 2.3 MW peak) and the entire air station heat load (52 B Btu/yr). We have used a daily 
dispatch model to verify that nuclear capacity is always adequate to meet daily energy requirements for 
both of these large loads. When the nuclear power plant is unavailable, the air base can back up its own 
heat load, and the Galena diesel system almost surely can back up the Galena residential loads. 
 
 
 
 

Link to final report 
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Project Title: 

Task 1.04.2  Development and Assessment of Options for Potential CO2 
Sequestration in Alaska 

Program/Project Identification Number 

DE-FC26-01NT41248     1.04.2 

 UAF PI   Name and address External PI   Name and address 

 Shirish Patil Peter McGrail 
 University of Alaska Fairbanks PNNL 
 306 Tanana Drive, Room 415 pete.mcgrail@pnl.gov 
 Fairbanks, AK 99775  
 (907) 474-5127 ffslp@uaf.edu 

 

 Abstract 

As evidence for global warming becomes more convincing, concern with the CO2 emissions from fossil 
fuel burning has led to suggestions of CO2 separation and sequestration. In Alaska, significant CO2 
emissions are generated by the Alaska North Slope (ANS) oil fields, both as a byproduct of electrical 
production and as a component in natural gas. The ANS also has significant deposits of viscous oil, and 
injecting CO2 into these structures would enhance the production of heavy oils as well as sequester the 
CO2. This task is intended to evaluate the feasibility of such a project. 

 Objectives 

1) Determine sources and potential sinks for CO2 on the ANS.  
2) Evaluate the economics of CO2 flooding for improved oil recovery 
3) Characterize sources and sinks of CO2 statewide. 

 Final Summary 

This study investigated CO2 storage options by screening ANS oil pools amenable to enhanced oil 
recovery (EOR), by evaluating the phase behavior of viscous oil and CO2 mixtures, and by simulating 
EOR through CO2 flooding and migration of CO2 in a saline aquifer. Phase-behavior studies revealed that 
CO2 gas was partially miscible with West Sak viscous oil at a pressure close to the reservoir pressure. 
Compositional simulation of CO2 flooding for a five-spot West Sak reservoir pattern showed an increase 
in percent recovery with an increase in pore volume (PV) injected, but at the expense of an early 
breakthrough. A sensitivity analysis of this CO2 flooding project was found to be strongly dependent on 
such variables as oil price and discount rate. Investigation of supercritical CO2 injection in a saline 
formation did not indicate an increase in temperature in this region of nearly continuous permafrost. 

 

Link to final report 
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Project Title: 

Task 1.04.3  A Compilation and Review of Proposed Alaska Development 
Projects 

Program/Project Identification Number 

DE-FC26-01NT41248     1.04.3 

 UAF PI   Name and address External PI   Name and address 

 Steve Colt Arlon R. Tussing 
 University of Alaska Anchorage Alaska Pacific University 
 3211 Providence Dr. (206) 275-0665 
 Anchorage, AK 99508 tussing@mindspring.com 
 (907) 786-1753 afsgc@uaa.alask 

 

  Abstract 

Alaska has abundant known natural resources, but much of this natural wealth remains untapped due to 
lack of infrastructure. Public investment in infrastructure such as roads and power grids could encourage 
development, but this infrastructure is expensive, given the vast distances and difficult construction 
required in the Arctic. Economic analysis of many individual projects have been undertaken in the past, 
but finding clusters of projects that could share infrastructure could change the economics sufficiently to 
justify investment in one region of Alaska. 

 Objectives 

This study will catalog timely and available economic-feasibility, benefit-cost, and similar study reports 
regarding potential energy infrastructure and resource development projects in Alaska. Potential 
inferences from this data will be summarized to suggest the most useful lines of further research to 
remove development bottlenecks in energy supply and energy-related infrastructure. 

 Final Summary 

Many energy projects have been proposed in Alaska over the past several decades. Proposed energy 
projects have ranged from large-scale hydro projects that have never been built, to small-scale village 
power projects for use of local alternative energy sources, many of which also have not been built. This 
project was initially intended to review these rejected projects to evaluate the economic feasibility of the 
ideas in light of current economics. This review included contacting the agencies responsible for 
reviewing and funding these projects in Alaska, including the Alaska Energy Authority, the Denali 
Commission, and the Arctic Energy Technology Development Laboratory; obtaining available information 
about these projects; and analyzing the economic data. Unfortunately, the most apparent result of this 
effort was that the data associated with these projects was not collected in a systematic way that allowed 
this information to be analyzed in a coherent fashion.   

 

Link to final report 
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Project Title: 

Task 1.05.1  Economic Analysis of Beluga Coal Gasification 

Program/Project Identification Number 

DE-FC26-01NT41248    1.05.1 

 UAF PI Name and address  

 Steve Colt 
 University of Alaska Anchorage 
 3211 Providence Dr. 
 Anchorage, AK 99508 
 (907) 786-1753 afsgc@uaa.alask 

 

 Abstract 

The Institute of Social and Economic Research (ISER) will provide economic analysis of options for the 
gasification and use of coal from Alaska’s Beluga Coal Field. Project partners organized by the 
DOE/NETL will provide engineering costs of mining, gasification, and product production options, as well 
as projected market prices for possible products of gasification. In project phase 1, the model will 
consider the feasibility of a gasification plant located at the Agrium fertilizer plant. In project phase 2, a 
generalized plant located in Cook Inlet will be analyzed. 

 Objectives 

Conduct economic analysis of Beluga Coal Field gasification project. 

 Final Summary 

The ISER was requested to conduct an economic analysis of a possible “Cook Inlet Syngas Pipeline.” 
The economic analysis was incorporated as section 7.4 of the larger report entitled “Beluga Coal 
Gasification Feasibility Study, DOE/NETL-2006/1248, Phase 2 Final Report, October 2006, for Subtask 
41817.333.01.01.” The pipeline would carry CO2 and N2-H2 from a synthetic gas plant on the western side 
of Cook Inlet to Agrium’s facility. Economic analysis determined that the net present value of the total 
capital and operating life-cycle costs for the pipeline ranges from $318 to $588 million. The greatest 
contributor to this spread is the cost of electricity, which ranged from $0.05 to $0.10/kWh in this analysis. 
The financial analysis shows that the delivery cost of gas may range from $0.33 to $0.55/Mcf in the first 
year, depending primarily on the price for electricity. 
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 Abstract 

Alaska's North Slope oil fields contain large quantities of natural gas, currently being re-injected to 
maintain pressure in the oil fields. A natural gas pipeline is proposed, but economic viability of such a 
project is questionable. An alternative method of marketing the gas would be to use a gas-to-liquids 
(GTL) process to create diesel length chains that could be shipped through the existing Trans Alaskan 
Pipeline System (TAPS), thus extending the life of the pipeline by ensuring adequate liquid flow to keep 
the system viable. This GTL product is sulfur-free, and properties can be altered during processing, 
resulting in a high-value product. However, transporting this product in the pipeline presents some issues. 
First, long length chains created in the Fischer-Tropsch (FT) process could cause waxing problems in the 
pipeline and possible gelling of the liquid. Secondly, the liquid could be shipped either by mixing with the 
crude oil (with a loss in value due to mixing with sulfur-containing crudes) or in slugs with pigs at either 
end (but some mixing would occur due to bypass and mixing at pump stations) 

 Objectives 

1) Measure properties of GTL product that affect transportation in the TAPS, including viscosity, gel 
strength, and wax content. 

2) Model the mixing behavior of GTL/crude slug methods. 

 Final Summary 

The focus of this project was to study the operational challenges involved in transporting gas in converted 
liquid form through the existing TAPS.  
 
A three-year, comprehensive research program was undertaken by the Petroleum Development 
Laboratory, University of Alaska Fairbanks, under Cooperative Agreement No. DE-FC26-98FT40016 to 
study the feasibility of transporting GTL products through TAPS. Cold restart of TAPS following an 
extended winter shutdown and solids deposition in the pipeline were identified as the main transportation 
issues in moving GTL products through the pipeline. The scope of work in the current project 
(Cooperative Agreement No. DE-FC26-01NT41248) included preparation of fluid samples for the 
experiments to be conducted to augment the comprehensive research program. 
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 Abstract 

Solid oxide fuel cells (SOFCs) have been successfully demonstrated at the 200 kW size to be the most 
efficient and reliable of the fuel cell technologies currently available. However, many applications in 
Alaska require smaller power loads. This project will evaluate the performance of a small 5-kW fuel cell 
system for possible use in remote Alaskan applications. The first task will be to establish the 
thermodynamic energy balance for the system. 

 Objectives 

1) Demonstrate the successful operation of a 5 kW SOFC, operating on natural gas. 
2) Measure thermodynamic efficiency of a 5 kW unit, including net electrical energy out and 

recoverable useful heat. 
3) Demonstrate a unit operating on propane, methanol, and GTL products. 
4) Place unit in field for demonstration. 

 Final Summary 

In this work, a 5 kW fuel cell was delivered to UAF from Fuel Cell Technologies of Kingston, Ontario. The 
cell stack was a tubular design, and was built by Siemens Westinghouse Fuel Cell Division. This stack 
achieved a run of more than one year while delivering grid-quality electricity from natural gas with virtually 
no degradation and at an electrical efficiency of nearly 40%. The project was ended after two control-
system failures resulted in system damage.  
 
While this demonstration was successful, considerable additional product development is required before 
this technology can provide electrical energy in remote Alaska. The major issue is cost, and currently, the 
largest component of system cost is the fuel cell stack cost, although the cost of the balance of plant is 
not insignificant. While several manufacturers are working on schemes for significant cost reduction, 
these systems do not yet provide the same level of performance and reliability as the larger-scale 
Siemens systems, or levels that would justify commercial deployment. 
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 Abstract 

Methane hydrates are clathrate structures that trap methane molecules in a solid phase, and are formed 
under conditions of high pressure and temperatures just above 0°C. If natural gas can be produced from 
these structures, total energy reserves are estimated to be far larger than from conventional geological 
natural gas deposits. Methane hydrate formations are known to exist in the North Slope oil fields, 
embedded with and just below permafrost soils. This project will investigate the possible use of CO2 to 
displace methane in hydrate structures for production of natural gas from methane hydrates. This process 
is thermodynamically favorable, would stabilize the structures (important on North Slope applications 
where even a few feet of subsidence would put the area below sea level), and would be carbon neutral. 

 Objectives 

1) Establish the feasibility of using CO2 to displace CH4 in hydrate structures in porous media in 
laboratory experiments.  

2) Model reservoir behavior to assess feasibility of using this method to produce natural gas on the 
North Slope. 

 Final Summary 

The EGHR (enhanced gas hydrate recovery) concept discussed in this report takes advantage of the 
physical and thermodynamic properties of mixtures in the H2O-CO2 system, combined with controlled 
multiphase flow, heat, and mass transport processes in hydrate-bearing porous media. The results were 
verified with computer modeling using the STOMP-HYD simulator, which showed more than three times 
enhancement in production rate using the EGHR technique when compared with warm water injection 
alone. The gas exchange technology (including EHGR) releases methane by replacing it with a more 
thermodynamic molecule (e.g., carbon dioxide). This technology has four advantages: 1) it sequesters a 
greenhouse gas (CO2); 2) it releases energy via an exothermic reaction; 3) it retains the mechanical 
stability of the hydrate reservoir; and 4) the produced water can be used to form the emulsion and 
recycled into the reservoir, thus eliminating a disposal problem in arctic settings. 
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 Abstract 

Coal is widely distributed in Alaska, but most remote power generation depends on diesel electric 
generators. Over 37 rural Alaska villages are situated on or are immediately adjacent to coalfields that are 
potential coalbed methane (CBM) sources. Coalbed methane, particularly from low-rank coals, might be 
an ideal alternative to current technology, but significant reductions must be made to the cost of drilling 
production wells before this alternative is economic. Produced water management and gas production 
rates need to be determined. This three-year program will test the producibility of low-rank coals using 
slim-hole drilling techniques that are essential to reducing mobilization and drilling 

 Objectives 

The objectives of this program are several:  
1) To determine the actual CBM energy requirements and surface facility needs for a medium-sized 

rural village like Fort Yukon (population ~650).  
2) To determine if low-rank coals, such as are present at Fort Yukon, are capable of CBM 

production.  
3) To determine if slim-hole drilling technology can be used to reduce gas production and dewatering 

costs.  
4) To determine if production of low volumes of gas, at temperatures well below freezing during 

winter months, can be achieved. 
5) To assemble a database of information on gas and water flow rates, gas content, coal seam 

properties, well drilling, completion and stimulation techniques, and pumping and injection 
systems for dewatering and water management. 

 Final Summary 

It was concluded that the Fort Yukon coal deposit has neither an adequate gas content nor sufficient 
permeability to supply the amount of gas required to meet the energy needs of Fort Yukon village. Even if 
the required amount of methane could be produced, the cost of electricity may not be competitive with the 
current method of diesel power generation. However, the project did show that slim-hole drilling with 
lightweight, portable rigs is a technically feasible method for CBM gas production in remote areas. An 
initially unanticipated outcome of the project was that drilling waste generated in the project could be 
successfully used as a sealant in landfill areas without any significant environmental risk. This provides 
for a method to dispose of drilling waste in remote areas at reduced cost. 
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 Abstract 

Solid oxide fuel cells (SOFC) have been demonstrated to generate electrical power at high efficiency at 
the 5 kW range when operated on natural gas (this demonstration continues). However, natural gas is not 
a readily available fuel in remote locations, where the value of electrical power is high. Thus, operating 
these fuel cells on liquid fuels, preferably diesel fuels, is critical to the use of fuel cells in these locations. 
This program is designed to test a SOFC on a diesel reformate, first using a large-scale fuel processor 
currently being built at INEEL. The second phase of this program is to use the same fuel cell, but operate 
it on a small 5 kW Pox fuel processor to be designed and built by SOFCo. 

 Objectives 

1) Continue operating existing fuel cell on natural gas to establish stack degradation and lifetime 
data. 

2) Demonstrate tubular SOFC system operating on dilute reformate stream provided by INEEL 500 
kW diesel reformer.  

3) Develop small-scale 5 kW diesel Pox reformer. 
4) Demonstrate SOFC and diesel reformer operation in breadboard configuration. 

 Final Summary 

Results from this project were somewhat encouraging, with laboratory breadboard integration of a small-
scale diesel reformer and demonstration of a SOFC in the first 18 months of the project. This initial 
demonstration was conducted at INEEL in the spring of 2005, using a small-scale diesel reformer 
provided by SOFCo and a fuel cell provided by Acumentrics. However, attempts to integrate and 
automate the available technology have not proved successful yet. This is due both to the lack of 
movement on the fuel processing side as well as to the rather poor stack lifetimes exhibited by the fuel 
cells. A commercial product is still unavailable, and pre-commercial devices are extremely expensive and 
require extensive field support. 
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 Abstract 

The National Park Service (NPS) has purchased a 5 kW solid oxide fuel cell (SOFC) that operates on 
propane to be deployed at the Exit Glacier Visitor Center in Seward, Alaska. This project will monitor the 
performance of this fuel cell and provide independent third-party reporting and analysis of this 
demonstration. 

 Objectives 

1) Establish the efficiency, reliability, and suitability of small-scale SOFCs for use in remote areas 
of Alaska.  

2) Demonstrate the operation of a SOFC operating on propane. 

 Final Summary 

This project was intended to demonstrate the operation of a 5 kW fuel cell that uses propane at a remote 
site (defined as one without access to grid power, Internet, or cell phone, but on the road system). A fuel 
cell was purchased by the NPS for installation in their newly constructed visitor center at Exit Glacier, 
Kenai Fjords National Park. The DOE participation in this project as initially scoped was for independent 
verification of the operation of this demonstration. 
 
This project met with mixed success. The fuel cell has operated over six seasons at the facility with 
varying degrees of success; it had one very good run of about 1049 hours late in the summer of 2006. In 
general, however, the operation was below expectations. There were numerous stack failures, the 
efficiency of electrical generation was lower than expected, and the field support effort required was far 
higher than expected.  
 
Based on the results, this technology has not developed to the point where demonstrations in off-road 
sites are justified. 
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 Abstract 

Natural gas produced from coal seams—also referred to as coal bed methane (CBM)—is becoming an 
increasingly important source of natural gas in the U.S. Coal seams suitable for this process are relatively 
shallow (1000–3000 feet), but are saturated with groundwater. Production of natural gas requires that the 
seam be de-watered before the methane can be released, resulting in large volumes of produced water. 
While this water could be re-injected to the earth, such processes are expensive, and the water may be of 
suitable quality for other uses. This study is intended to survey the issue of produced water and to 
consider the water-use options available for Alaska. 

 Objectives 

1) Review relevant studies of CBM-produced water in the Lower 48, and the uses for this water (re-
injected, surface disposal, agricultural uses).  

2) Review available relevant data on water quality from Alaskan shallow coal seams in the 
Matanuska-Susitna Valley and other parts of the state. 

3) Evaluate the possible uses of produced water in Alaska. 

 Final Summary 

The review of CBM-produced water quantity and quality indicates that generalizations about what should 
be expected in rural Alaska communities is very difficult without site information about the CBM reservoir 
properties, formation water chemistry, infrastructure, and needs in each setting. The production of CBM 
water can vary from near zero to requirements to pump for many years. The range of water quality can 
also vary from near-drinking-water standards to water quality that could be costly to treat. 
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 Abstract 

Methane gas is both an energy source, being the primary component in natural gas, and an atmospheric 
gas of concern in global climate change models. Methane is produced in nature as a byproduct of the 
decay of vegetation. Alaska’s North Slope contains large amounts of frozen peat that are significant 
reservoirs of carbon, but as temperatures warm, there is concern that additional biological activity could 
release significant quantities of methane, thus accelerating climate change. For this reason, researchers 
have been attempting to quantify the rate of methane production from these areas. In January 2008, the 
PI led a small team of researchers to measure the flow rate of methane from a seep near Atqasuk. The 
measurements consistently indicated that the flow rate was approximately 3000 cubic feet per day, and 
that the gas is methane. This flow rate is considerably higher than found in typical lakes, where methane 
is produced from decaying vegetation on the bottom of the lake at a rate of less than 1 cubic foot per day, 
so the source of the seep near Atqasuk is of scientific interest. This quantity of methane is also enough to 
supply energy for several homes, although, based on preliminary economic calculations, this single seep 
is likely too far from the village and too small to power the entire village. However, if the seep is related to 
either coal deposits or a deeper gas source, drilling for gas in or near the village may be feasible. 

 Objectives 

The objectives of this study were to measure Atqasuk seep flow rates, characterize gas from this seep, 
locate other seeps nearby, and evaluate the possible use of this gas in the village of Atqasuk to displace 
diesel fuel. 

 Final Summary 

The research team (1) quantified the amount of CH4 generated by several seeps, and evaluated its 
potential use as an unconventional gas source for the village of Atqasuk; (2) collected gas and analyzed 
its composition from multiple seeps several miles apart to see if the source is the same, or if gas is being 
generated locally from isolated biogenic sources; and (3) assessed the potential magnitude of natural CH4 
gas seeps for future use in climate change modeling. This study determined that the seeps have a mixed 
biogenic-thermogenic signature and likely have a coal seam origin. Our recommendation is that 
transporting gas from the seep sites to Atqasuk is not cost-effective, but given the widespread distribution 
of seeps, there is the potential for shallow drilling of coal seams beneath the town. 
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 Abstract 

The Alaska North Slope (ANS) oil fields contain large reserves (in excess of 15 billion barrels) of cold, 
heavy crude oil that cannot be produced without some form of enhanced oil recovery (EOR). These 
reserves are relatively shallow (only a few thousand feet) and lie beneath permafrost. The presence of 
permafrost prohibits the use of steam injection for EOR, and thus other methods are needed. Vapor 
extraction, where light hydrocarbons are injected, shows promise as a method of reducing the viscosity of 
these oils and allowing them to be produced. 

 Objectives 

1) Develop model for vapor extraction processes. 
2) Compare vapor extraction model with laboratory experiments (at Stanford). 
3) Compare model predictions with pilot well tests from the North Slope. 

 Final Summary 

A one-year research program was conducted to evaluate the feasibility of applying solvent-based EOR 
processes to develop West Sak and Ugnu heavy oil resources found on the ANS. During the first phase 
of the research, background information was collected, and experimental and numerical studies of the 
vapor extraction process (VAPEX) in West Sak and Ugnu were conducted. The experimental study is 
designed to foster understanding of the processes governing vapor chamber formation and growth, and 
to optimize oil recovery. A specially designed core holder and a computed tomography scanner were 
used to measure the in-situ distribution of phases. A numerical simulation study of the VAPEX was 
initiated during the first year. The numerical work completed during this period includes setting up a 
numerical model and using the analog data to simulate lab experiments of the VAPEX process. 
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 Abstract 

Wettability has a strong influence on the efficiency of oil recovery (EOR). Limited available data suggest 
that the Alaska North Slope (ANS) reservoirs may be suitable targets for application of improved EOR 
techniques based on wettability changes. New methods using interfacial tracers will be developed for 
rapid, nondestructive characterization of mixed-wettability states of oil-bearing rocks in laboratory and 
field settings. The new methods will be used to experimentally demonstrate the influence of injected and 
reservoir fluid composition on wettability and, hence, on oil recovery efficiency in a variety of EOR 
processes currently favored in ANS exploration, using representative Alaskan cores. The resulting 
wettability, relative permeability, sweep and oil drainage, and imbibition data will be modeled as a function 
of capillary number and bond number, in a form suitable for incorporation into a numerical simulator. The 
new model will be used to predict optimal injection conditions for EOR operations that assist in expansion 
of oil reserves on the ANS and to support Alaska’s historic lead in the development of new petroleum 
production technology. 

 Objectives 

In this project, new methods for a rapid, nondestructive wettability characterization will be developed. The 
new techniques will be used to ascertain experimentally the influence of wettability on oil recovery 
efficiency in representative Alaskan cores. Results from experiments and data analysis will be used to 
demonstrate how influencing the wettability through injection of fluids with different salinity and altered 
composition can be used to improve recovery efficiency in typical EOR processes of interest to ANS 
exploration. 

 Final Summary 

Numerous corefloods were conducted on reservoir rock material from representative formations on the 
ANS. The corefloods consisted of injecting water (reservoir water and ultra low-salinity ANS lake water) of 
different salinities in secondary as well as tertiary mode. Additionally, complete reservoir-condition 
corefloods were conducted using live oil. In all the tests, wettability indices, residual oil saturation, and oil 
recovery were measured. All results consistently led to one conclusion: that is, a decrease in injection 
water salinity causes a reduction in residual oil saturation and a slight increase in water-wetness, both of 
which are comparable with literature observations. 
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 Abstract 

Oil and gas development on the North Slope of Alaska is difficult due to the lack of roads, which are 
expensive to build and maintain because of the presence of unstable permafrost soils. Ice roads are the 
preferred method for providing access to drilling sites. Water to build these ice roads is pumped from 
tundra ponds, which has resulted in some controversy, as there is little precipitation on the North Slope 
and little water flow except during snowmelt in the spring. Current permitting regulations stipulate that a 
maximum of 15% of the water in any lake may be pumped for ice road construction, but no scientific 
justification for this limit exists. Direct impacts to fish and wildlife populations are difficult to quantify, and 
may require the intentional stressing of a wetland to measure changes in water chemistry. 

 Objectives 

The objective of this study was to establish a scientific basis for permitting regulations affecting the 
pumping of tundra ponds for ice road construction. 

 Final Summary 

Tundra lakes on the North Slope of Alaska are an important resource for energy development and 
petroleum field operations. A majority of exploration activities, pipeline maintenance, and restoration 
activities take place on winter ice roads that depend on water availability at key times of the winter 
operating season. These same lakes provide important fisheries and ecosystem functions. In particular, 
overwintering habitat for fish is one important management concern. This study focused on the evaluation 
of winter water use in the current field operating areas to provide a better understanding of current water-
use practices. It found that under current water-use practices, there were no measurable negative effects 
of winter pumping on the lakes studied, and current water-use management practices were appropriately 
conservative. The study did find many areas where improvements in the understanding of tundra lake 
hydrology and water usage would benefit industry, management agencies, and the protection of fisheries 
and ecosystems. 
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 Abstract 

The Bristol Bay region of Alaska is known to have significant hydrocarbon resources, but exploration in 
the region has been limited because of the lack of nearby infrastructure. As the natural gas industry in the 
Cook Inlet region matures, however, finding nearby sources of abundant natural gas has increased the 
interest in the Bristol Bay region. This project is designed to improve the understanding of the 
hydrocarbon potential in the Bristol Bay region as a necessary step in attracting exploration in the region. 

 Objectives 

1) Develop a more complete understanding of the geology of the Bristol Bay region. 
2) Prepare public reports and maps of this information for use by oil and gas exploration companies. 

 Final Summary 

From 2004 through 2007, four partial field seasons focused on energy-related geology in the Port Moller, 
Chignik, Ugashik Lakes, and Puale Bay areas of the Bristol Bay region, Alaska Peninsula. These new 
geologic field data and laboratory analyses codify fundamental reservoir, source, seal capacity, and 
thermal maturity characteristics of basin targets; places the Miocene Bear Lake Formation reservoir data 
in a stratigraphic and sequence stratigraphic framework; and summarizes the petroleum system geology 
and hydrocarbon potential of this frontier basin. All data are public. All data through the 2006 field season 
were published in peer-reviewed Division of Geological & Geophysical Surveys (AKDGGS) reports: 
www.dggs.dnr.state.ak.us/publications and www.dog.dnr.state.ak.us/oil. 

 
Successful lease sales were held in Bristol Bay in 2006, with data from this study cited as an important 
factor in the new interest in this area.   
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 Abstract 

Seventy-five percent of Alaska's operating budget comes from hydrocarbon production, mostly from the 
North Slope, especially from Prudhoe Bay, which is in the geologically simplest northern margin of the 
large Colville basin. As this field ages, finding additional hydrocarbon resources is critical for Alaska's 
economy. The southern Colville basin, near the Brooks Range, has abundant hydrocarbon potential, but 
the timing of hydrocarbon generation and migration and/or reservoir development with respect to trap 
formation is complex and poorly understood. This project is designed to study the geology of exposed 
outcroppings in the Brooks Range to develop a clear picture of when and where fractures developed in 
the Colville basin in order to better predict oil and gas migration pathways, timing of hydrocarbon 
migration, and timing of trap formation. 

 Objectives 

Map the structural geology, both surface and subsurface, based on two transects in the Brooks Range. 
Document the fracture distribution and character throughout the stratigraphic column, the processes 
associated with fracture formation, temperatures, pressures, and fluid compositions during fracturing.  
Publish maps of information. 

 Final Summary 

The results of the study indicate that fractures formed episodically throughout the evolution of northern 
Alaska, due to a variety of mechanisms. Four distinct fracture sets were observed. The earliest fractures 
formed in deep parts of the Colville basin and in the underlying Ellesmerian sequence rocks as these 
rocks experienced compression associated with the growing Brooks Range fold-and-thrust belt. Across 
northern Alaska, the early deep basin fractures were probably synchronous with hydrocarbon generation. 
Initially, these early fractures were good migration pathways, but were destroyed where they were 
subsequently overridden by the advancing Brooks Range fold-and-thrust belt. However, at these 
locations, younger fracture sets related to folding and thrusting could have enhanced reservoir 
permeability and/or served as vertical migration pathways to overlying structural traps. 
 
 
 
 
 

Link to final report 
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Project Title: 

Task 3.04.3  Novel Chemically Bonded Phosphate Ceramic Borehole Sealants 
for the Arctic Environment 

Program/Project Identification Number 

DE-FC26-01NT41248     3.04.3 

 UAF PI   Name and address External PI   Name and address 

 Shirish Patil Arun Wagh 
 University of Alaska Fairbanks Argonne National Laboratory 
 306 Tanana Drive, Room 415 (630) 252-4295 
 Fairbanks, AK 99775 wagh@anl.gov 
 (907) 474-5127 ffslp@uaf.edu 

 

 Abstract 

Chemically bonded phosphate ceramic sealants have been developed at Argonne National Laboratory, 
and are ideally suited for sealbore completions in arctic environments, especially in areas of permafrost. 
This project is intended to modify the sealants as necessary to allow for their use in arctic climates, and to 
demonstrate their use in the field. 

 Objectives 

1) Conduct simulated laboratory tests at UAF for oil field niche applications of phosphate sealants. 
2) Formulate and optimize the ceramic borehole cement for use in permafrost regions. 
3) Collaborate with industrial partner (BJ Services), and conduct field tests. 
4) Test the formulations for other applications in the infrastructure development of Alaska with 

additional industrial partner (Bindam Corporation). 

 Final Summary 

Novel chemically bonded phosphate ceramic borehole sealant—Ceramicrete—has many advantages 
over conventionally used permafrost cement at the Alaska North Slope (ANS). However, in normal field 
practices when Ceramicrete is mixed with water in blenders, it has a chance of being contaminated with 
leftover Portland cement. In order to identify the effect of Portland cement contamination, tests were 
conducted at BJ Services in Tomball, Texas, as well as at UAF with Ceramicrete formulations proposed 
by the Argonne National Laboratory. The tests conducted at BJ Services with proposed Ceramicrete 
formulations and Portland cement contamination revealed significant drawbacks that caused these 
formulations to be rejected. However, the newly developed Ceramicrete formulation at UAF showed 
positive results, with Portland cement contamination as well as without Portland cement contamination, 
for its effective use in oilwell-cementing operations at the ANS. 

 

Link to final report 



33 

 

Project Title: 

Task 3.05.1  Evaluation of Wax Deposition and Its Control During Production 
of Alaska North Slope Oils 

Program/Project Identification Number 

DE-FC26-01NT41248     3.05.1 
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 Tao Zhu Jack Walker 
 University of Alaska Fairbanks Conoco Phillips 
 411 Duckering Building  (907) 265-6268 
 Fairbanks, AK 99775 Jack.A.Walker@conocophillips.com 
 (907) 474-5141 fftz@uaf.edu 

 

 Abstract 

Crude oil contains a wide variety of chemical compounds, including waxes. Given proper conditions of 
temperature and pressure, these waxes can deposit in wellbores, leading to reduced production and 
significant downtime while the waxes are removed. The problem is exacerbated by cold ambient 
temperatures on the Alaska North slope and by decreasing production volumes, which lead to lower 
temperatures in the wellbores. If the problem becomes severe, it is no longer economical to operate 
problem wells, and wells are shut down. However, wax production mechanisms vary from well to well, 
leading to difficulty in providing universal solutions. Solving this problem could significantly reduce the 
economic limit and spur development of smaller accumulations of oil on the North Slope. 

 Objectives 

1) Evaluate the mechanisms and environments leading to wax deposition in candidate wells of 
selected Alaska North Slope oil fields.  

2) Develop user-friendly models to predict wax deposition, and quantify its effects on oil production. 
3) Design methods and techniques for preventing and controlling wax deposition. 

 Final Summary 

The work completed during this study included measurement of density, molecular weight, viscosity, pour 
point, wax appearance temperature, wax content, rate of wax deposition using cold finger, compositional 
characterization of crude oil and wax obtained from wax content, gas-oil ratio, and phase behavior 
experiments, including constant composition expansion and differential liberation. Also, included in this 
study was the development of a thermodynamic model to predict wax precipitation. Comparison indicated 
that Pedersen’s model gives better results, but the assumption of wax phase as an ideal solution is not 
realistic. Hence, Won’s model was modified to consider different precipitation characteristics of the 
various constituents in the hydrocarbon fraction. The results obtained from the modified Won’s model 
were compared with existing models, and it was found that predictions from the modified model are 
encouraging. 

Link to final report 
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Project Title: 

Task 3.05.2  Phase Behavior, Solid Organic Precipitation and Mobility 
Characterization Studies in Support of Enhanced Heavy Oil Recovery on the 

Alaska North Slope 

Program/Project Identification Number 

DE-FC26-01NT41248     3.05.2 
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 Shirish Patil Prasad Saripalli 
 University of Alaska Fairbanks PNNL 
 306 Tanana Drive, Room 415 
 Fairbanks, AK 99775 
 (907) 474-5127 ffslp@uaf.edu 

 

 Abstract 

The in-place resources of viscous oil on the Alaskan North Slope (ANS) are huge, estimated at between 
20 and 25 billion barrels, as large as the nearby Prudhoe Bay oil fields. However, these viscous oils are 
cold and thick, difficult to produce and transport, and not economical to produce. Increasing world prices 
of oil and the decline in production of other ANS fields has led oil producers to focus more attention on 
this resource. Successful production of viscous oils requires an understanding of the complex phase 
behavior of these oils, especially in response to enhanced oil recovery (EOR) methods such as 
steamflooding, in-situ combustion, or miscible gas injection. This study is intended to evaluate these 
properties, and to share this information with ANS owners and producers. 

 Objectives 

1) Conduct experimental and simulation studies designed to elucidate the PVT (pressure/volume/ 
temperature) and fluid phase behavior of various representative ANS viscous oils in the presence 
of solvents, gases, heat, and precipitating phases. 

2) Demonstrate the application of the above information in better understanding of production issues 
associated with viscous oils. 

 Final Summary 

An experimental study was conducted to quantify the phase behavior and physical properties of viscous 
oils from the ANS oil field. The oil samples were compositionally characterized by the simulated distillation 
technique. Constant composition expansion and differential liberation tests were conducted on viscous oil 
samples. Experimental results for phase behavior and reservoir fluid properties were used to tune the 
Peng-Robinson equation of state and predict the phase behavior accurately. Based on the 
comprehensive phase behavior analysis of ANS crude oil, a reservoir simulation study was conducted to 
evaluate the performance of a gas injection EOR technique for the West Sak reservoir. It was found that a 
definite increase in viscous oil production could be obtained by selecting the proper injectant gas and by 
optimizing reservoir-operating parameters. 

Link to final report 
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Task 3.05.3  Chemical and Microbial Characterization of North Slope Heavy 
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 Shirish Patil Harold J. Noyes 
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 Abstract 

Significant deposits of viscous oil have been identified on the Alaskan North Slope (ANS), but production 
of these reserves is limited by the difficulty in extracting this oil from the ground. While methods for 
extracting this type of oil are known, knowledge of the physical and microbiological properties of the oil is 
necessary to predict production rates and to optimize production strategies. This study will conduct 
careful measurements of the properties of a statistically and geographically significant ANS viscous oil 
target population to allow industry to develop effective recovery methods for this oil. 

 Objectives 

1) Collect and characterize a representative population of ANS viscous crude oils and their 
substrates.  

2) Determine if ANS viscous oils are amenable to viscosity reduction processes through natural or 
induced microbiological populations, or modifications to the molecular structure of the oil by 
chemical processes, or some combination of the two. 

 Final Summary 

A microbial formulation containing a known biosurfactant-producing strain of Bacillus licheniformis was 
developed in order to simulate microbially enhanced oil recovery (MEOR). Coreflooding experiments were 
performed to simulate MEOR and quantify the incremental oil recovery. Properties like viscosity, density, 
and chemical composition of oil were monitored to propose a mechanism for oil recovery. The microbial 
formulation significantly increased incremental oil recovery, and molecular biological analyses indicated 
that the strain survived during the shut-in period. 
 
 
 
 
 
 

Link to final report 
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Project Title: 

Task 3.05.4  Operational Watershed Modeling Tools to Support North Slope 
Field Operations and Water Use 

Program/Project Identification Number 

DE-FC26-01NT41248     3.05.4 
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 Dan White Mike Lilly 
 University of Alaska Fairbanks GW Scientific 
 PO Box 755910 (907) 479-8891 
 Fairbanks, AK 99775-5910 mlilly@gwscientific.com 
 (907) 474-6222 ffdmw@uaf.edu 

 

 Abstract 

Ice road construction is an important aspect of oil and gas exploration on the Alaska North Slope, as this 
allows access to undeveloped areas. Water for ice roads is taken from tundra lakes and ponds, as 
allowed by permit. However, the scientific basis for permitted water volumes is not well established, as 
rules have been created ad hoc, and this has become a trigger issue for those opposed to any 
development in the Arctic. This issue is becoming more important as exploration pushes out of the 
coastal areas, where ponds are common, into the National Petroleum Reserve, where lakes are less 
common and will be pumped harder. Starting in 2002, AETDL funded a study to look at the impacts of 
pumping on the physical and chemical characteristics of the lakes. One important parameter identified 
was the watershed recharge area, that is, the area of snow-covered tundra that provides spring meltwater 
to a lake to assure that sufficient flushing of concentrated ions takes place, and the lake returns to its 
natural state after pumping. This study continues work in this area. 

 Objectives 

1) Work closely with industry to identify lakes of interest for this study. 
2) Measure the water balance of lakes of interest, and monitor the changes in pond water volume 

and water chemistry. 
3) Share this information with project participants, including the scientific community, regulatory 

agencies, the oil industry, and environmental groups. 

 Final Summary 

The study found that the chemistry of tundra lakes varied due to natural processes, such as ice formation 
and exclusion of solutes from lake ice, but could not associate any changes in lake water chemistry to 
water use. All study lakes were observed to recharge during spring snowmelt. L9312 was recharged both 
by snowmelt from its contributing watershed and by overbank flooding from the adjacent Colville River in 
2004, but was not flooded in 2005. The lake fully recharged by fall freeze-up, due to both spring snowmelt 
recharge and summer precipitation. 
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 Fairbanks, AK 99775 
 (907) 474-5127 ffslp@uaf.edu 

 

 Abstract 

Gas hydrates are considered an alternative energy resource of the future, as they exist in enormous 
quantities in permafrost and the offshore environment. One of the primary mechanisms involved in 
hydrate decomposition in porous media is the gas-water two-phase flow in the formations. Despite their 
importance, these functions are poorly known due to a lack of fundamental understanding of gas-water 
flows and the difficulty of direct measurements for hydrate systems. 

 Objectives 

The objectives of this study are 
1) to develop a laboratory method to form synthetic hydrates in field core samples for performing 

unsteady-state relative permeability displacement experiments; and 
2) to measure relative permeability across hydrate-saturated core samples. 

 Final Summary 

In February 2007, core samples were taken from the Mt. Elbert site, situated between the Prudhoe Bay 
and Kuparuk oil fields on the Alaska North Slope. Core plugs from those core samples were used as a 
platform to form hydrates and perform unsteady-steady-state displacement relative permeability 
experiments. The absolute permeability of Mt. Elbert core samples, determined by Omni Labs, was 
validated as part of this study. Data taken with experimental apparatuses at the University of Alaska 
Fairbanks, ConocoPhillips’ laboratories at the Bartlesville Technology Center, and at the Arctic Slope 
Regional Corporation’s facilities in Anchorage, Alaska, provided the basis for this study. 
 
 
 
 
 

Link to final report 
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Task 3.08.2  DOE HARC Concept Study 

Program/Project Identification Number 

DE-FC26-01NT41248     3.08.2 

 UAF PI   Name and address External PI   Name and address 

 Shirish Patil Rich Haut 
 University of Alaska Fairbanks HARC 
 306 Tanana Drive, Room 415 
 Fairbanks, AK 99775 
 (907) 474-5127 ffslp@uaf.edu 

 

 Abstract 

The Alaska North Slope region presents one of the greatest opportunities the U.S. has to increase its 
domestic production of oil and gas; but this region also presents some of the world’s most significant 
environmental and logistical challenges to oil and gas production. A number of studies have shown that 
weather patterns in this region are warming and that tundra is frozen fewer days each year. Operators are 
not allowed to explore until the tundra is sufficiently frozen, and then break-up forces rapid evacuation. 
Using the best available methods, exploration in remote arctic areas can take up to three years to identify 
a commercial discovery, and then it takes years to build the infrastructure for development and 
production. This makes exploration cost-prohibitive. New technologies are needed or oil and gas 
resources may never be developed outside limited exploration stepouts from existing infrastructure. 

 Objectives 

Team collaboration is designed to reduce environmental concerns for ecologically sensitive areas 
currently open for extraction activities. The JIP addresses not only the engineering challenges that face 
the energy industry but also the considerable environmental concerns that face preserves and protected 
areas because of mineral extraction activities. 

 Final Summary 

The team discussed various potential applications with industry, governmental agencies, and 
environmental organizations. The benefits and concerns associated with industry’s use of technology 
were identified. In this discussion process, meetings were held with five operating companies (twenty-two 
people), including asset team leaders, drilling managers, HSE managers, and production and completion 
managers. Three other operating companies and two service companies were contacted by phone to 
discuss the project. A questionnaire was distributed and responses were provided, which are included in 
the final report. Meetings were also held with State of Alaska Department of Natural Resources officials 
and U.S. Bureau of Land Management regulators. Companies met with included ConocoPhillips, 
Chevron, Pioneer Natural Resources, Fairweather E&P, BP America, and the Alaska Oil and Gas 
Association. 

Link to final report 
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Project Title: 

Task 6.01.1  Administration 

Program/Project Identification Number 

DE-FC26-01NT41248     6.01.1 

 UAF PI   Name and address  

 Dennis Witmer 
 University of Alaska Fairbanks 
 PO Box 755910 
 Fairbanks, AK 99775 
 (907) 474-7082 ffdew@uaf.edu 

 

 Abstract 

The administration budget will be used for project management functions. These functions will include 
meetings with industry, regulatory agencies, and university faculty to facilitate team formation, address 
energy research needs, circulate RFPs for new projects, assemble and conduct panels for project 
reviews, develop the annual work plan, conduct annual conferences and workshops on both fossil energy 
and remote electrical energy, write quarterly reports to the DOE, maintain a database of contacts, travel 
to conferences and meetings, and maintain a web presence with the above information. 

 Objectives 

1) Create dialog between the DOE, the University of Alaska, and industry to address energy issues 
in Alaska, through workshops, conferences, and individual meetings.  

2) Find projects of high priority to Alaskan industry, and recommend these projects for funding. 

 Final Summary 

This report represents the final summary of the project selection process, and a brief summary of each 
project undertaken. Final technical reports are attached. 
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Appendix A  Request for Proposals 

University of Alaska 

Arctic Energy Technology Development Laboratory 

 

The Arctic Energy Technology Development Laboratory (hereafter referred to as AETDL) at the University of Alaska 

requests  pre‐proposals  to  conduct  projects  to  develop  and  deploy  technologies  for  satisfying  Alaska’s  unique 

energy  needs.  Proposals  on  electrical  power  generation  technologies  for  rural  and  remote  regions  and  fossil 

energy will be accepted. 

AETDL’s mission  is to promote Research, Development and Deployment  (RD&D) of energy technologies  in Arctic 

regions by bringing together resources from the University of Alaska  (UA) and Alaska’s energy  industry.  Industry 

will  be  involved  in  defining  areas  of  research,  reviewing  proposals,  and  evaluating  the  results  of  the  research 

projects. 

The  U.S.  Department  of  Energy  (DOE)  is  providing  financial  assistance  to  the  University  of  Alaska  under 

Cooperative Agreement No. DE‐FC26‐01NT41248. UA will submit projects selected under this RFP as new research 

tasks under the Cooperative Agreement  for DOE’s consideration. The Cooperative Agreement may be viewed at 

http://www.uaf.edu/ine/erc/home.html. 

 

Call for Proposals‐‐FY 2003 and FY 2004 Funding Cycles 

 

AETDL Technology Areas of Interest 

Two broad areas of research will be funded: 

1. Remote power generation  technologies  in arctic  climates,  including, but not  limited  to,  fossil, wind, 

geothermal, fuel cells, and small hydroelectric facilities. 

Within this area, based on the results of meetings with Alaskan industry, special consideration may be 

given to projects in the following sub‐areas: economic analysis of the power cost equalization program, 

development  of  fossil  energy  sources  for  local  consumption,  and  the  development  of  an  energy 

clearinghouse database.   

 

2. Fossil energy areas including, but not limited to, enhanced oil recovery, heavy oil recovery, reinjection 

of carbon, and extended  reach drilling  technologies; gas‐to‐liquids  technology and  liquefied natural gas 

(including associated  transportation  systems); natural gas hydrates; coalbed methane; and  shallow bed 

natural gas. 

Within this area, based on the meetings with Alaskan  industry, special consideration may be given to 

projects in the following sub‐areas: coal technologies and coalbed methane projects, heavy oil recovery, 
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and  developing  scientific  information  useful  for  setting  appropriate  parameters  for  environmental 

permits.   

 

ANTICIPATED SCHEDULE 

ROUND 1  

December 23, 2002:  Request for proposals published. 

January 31, 2003:   One‐page pre‐proposals are due to the AETDL office by the close of business in electronic 
format (format below). 

February 17, 2003:    Notification of results of preliminary round. 

February 28, 2003:   Two‐page proposals (format below) due in electronic format to AETDL office. 

March 11, 2003:  Fossil Energy oral review panel meets in Anchorage. 

March 12, 2003:  Remote Power Generation oral review panel meets in Anchorage.   

March 13, 2003:  Notification of results from oral review panel distributed.   

April 11, 2003:  Final proposals due from selected projects, in format listed below. 

 

All  pre‐proposals  and  proposals  must  be  submitted  electronically  to  Juli  Philibert  at  the  AETDL  office  at 

fnjap1@uaf.edu no later than close of business on the date due.  

 

Project awards are dependent on available funding, and will be announced after the DOE review is completed, and 

the task is added to the AETDL cooperative agreement. Since AETDL has no guarantee of continued funding or any 

control over the timing of the DOE review and approval process, project funding start dates cannot be given.   

 

ROUND 2  

May 30, 2003:  Deadline for one‐page pre‐proposals for consideration in FY 2004 funding cycle 

June 13, 2003:  Ranking completed. Projects selected for final review notified. 

June 28, 2003:  Two‐page proposals due in electronic format to AETDL office. 

July 9, 2003:  Fossil Energy review panel meets in Fairbanks. 

July 10, 2003:  Remote Power Generation review panel meets in Fairbanks.   

July 11, 2003:  Notification of results from oral review panel distributed.   

August 9, 2003:  Final proposals due from selected projects, in format listed below.   
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All  pre‐proposals  and  proposals  must  be  submitted  electronically  to  Juli  Philibert  at  the  AETDL  office  at 

fnjap1@uaf.edu no later than close of business on the date due.  

 

Project awards are dependent on available funding, and will be announced after the DOE review is completed, and 

the task is added to the AETDL cooperative agreement. Since AETDL has no guarantee of continued funding or any 

control over the timing of the DOE review and approval process, project funding start dates cannot be given.   

 

PROJECT REVIEW PROCESS 

Project  proposals  are  reviewed  and  evaluated  at  each  stage  of  a  three‐stage  process.  Increasingly  detailed 

proposals are required at each stage. Proposal submissions will be evaluated by advisory review panels composed 

primarily of representatives from Alaska’s energy‐related  industries. Two review panels will be convened: one to 

evaluate fossil energy research proposals and one to evaluate remote power generation research proposals. 

 

At each stage of the review process, the panels will evaluate submissions based on the following criteria: 

Relevance to the AETDL mission 

Relevance to industry 

Strength of the university/industry research partnership 

Uniqueness of approach 

Strength and viability of idea 

Impact to Alaska if project succeeds 

Leverage of funding 

Clarity of proposal, milestones, and objectives 

 

Although  AETDL  will  rely  heavily  on  the  panels’  recommendations,  the  panels  are  advisory  and  their 

recommendations do not obligate AETDL to support any particular project. The final project review and approval 

will be conducted by DOE  
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PROPOSAL CONTENTS AND FORM 

Technical Discussion 

The technical discussion section of the proposal application shall provide technical information as follows: 

The  applicant  shall  provide  a  discussion  that  clearly  delineates  the  scientific  and  technical  merit  of  the 

technology to be developed in the proposed project. The application should address the following: 

(1)  Statement  of  Problem/Project  Objectives  ‐  How  the  proposed  work  relates  to  the  “Research 

Objectives  for This  Solicitation”  in either of  the  two AETDL Technical Areas of  Interest and how  it 

supports pertinent AETDL program missions and goals.   

(2)  Statement  of  the  Problem  ‐  Describe  the  problem  the  proposal  seeks  to  solve  or  result  in 

improvements  to  the  current  technological  state‐of‐the  art.  Describe  issues  (identify  current 

deficiencies)  and  how  the  intended  results  will  overcome  barrier  (technical,  economic,  market, 

regulatory, environmental) issues, and the potential of a scientific or engineering breakthrough.   

(3)  Statement of Work/Technical Approach ‐ Describe the scientific and technical basis and merit of the 

proposed work. Describe  the proposed  technical  strategy and  rationale  for  choosing  that  strategy, 

i.e., a technical approach with a logical flow. A reviewer must be able to comprehend the rationale of 

the proposed work for achieving the intended results. 

(4)  Impact  to  Alaska  of  a  successful  project  ‐  Anticipated  benefits  of  the  proposed  work,  such  as 

performance  improvements,  cost  savings, and environmental benefits. Suggest any  crosscutting or 

technology spin‐off benefits. 

(5)  Proposed Products of R&D,  ‐ Describe  the  tangible products  such as new knowledge bases, a new 

approach, etc. anticipated from the proposed project. 

(6) Dissemination of Project Results  ‐ Describe how new  technologies and/or new knowledge resulting 
from the project will be disseminated to the public through commercialization or other means. 

(7) Additional background information the applicant wishes to include about the project. 
 

Pre‐Proposals 

One‐page pre‐proposals should be submitted by filling out the Pre‐proposal Application/Cover form, and attaching 

a one‐page project description. This form is available on the AETDL web site at www.uaf.edu/AETDL. Please note 

that AETDL reserves the right to reject any pre‐proposals that exceed the one‐page limit.   

 

Two‐page Proposals 

Applicants whose projects are selected for evaluation  in the second phase will be required to submit a two‐page 

proposal for evaluation by the review panel prior to the oral review. The format required will be the same as for 

the  one‐page  document,  but  with  two  additional  requirements:    1)  cost  share  detail,  including  letters  from 

industrial partners, and 2) a list of project milestones and deliverables. 
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Full Review Panel Process 

Each applicant submitting a two‐page proposal will be required to make a 15‐minute presentation to an industry 

review panel. This presentation must be prepared in Power Point, and must be brought to the review session on 

CD.  Following  each  presentation,  panel members  will  have  a  five‐minute  discussion  and  question  period.  An 

additional  five‐minute  period  will  follow  for  review  panel  members  to  complete  their  scorecards.  After  the 

presentations, panel members will discuss their combined scoring efforts and present their recommendations for 

funding  to  AETDL.  In  addition  to  numeric  scores,  reviewers will  be  encouraged  to  provide written  comments 

concerning each research proposal. After the review process, AETDL will make copies of their respective scorecards 

available to each applicant. AETDL will submit the successful proposals as research tasks under the work plan as 

required by the Cooperative Agreement.   

 

Final proposal format for inclusion in the AETDL Work Plan 

The following additional information shall be required within 30 days of notification of being selected for review by 

DOE. 

 Standard Form 424 ‐ Application for Federal Assistance  
 NEPA Environmental Questionnaire 
 DOE F4600.4 ‐ Federal Assistance Budget Information Form 
 Supporting  Cost  Detail  ‐  Detailed  budget  including  estimated  unbigoted  balances  from  the  previous 

budget  period  (if  applicable),  identifying  elements  of  cost  for  both  the  Government’s  and  the  third 
party’s cost, their basis of estimate, and supporting documentation. See guidance below. 

 Cost Share Commitment Letter  ‐ Must  identify the composition and the source of cost share. (Cash,  In‐
Kind) Cost share must be allowable costs under Federal Regulations.  (See 10 CFR 600.123). Cost Share 
detail  shall be provided  for each budget period along with  the  Supporting Cost Detail  information  for 
each budget period.     
 

All  forms  and  instructions  needed  for  preparation  of  the  above  referenced  forms  can  be  found  on  the NETL 

homepage at:  http://www.netl.doe.gov/business/faapiaf/main.html. Instructions for completion of the forms are 

contained on the back of each form. 

The SF424 and the NEPA Environmental Questionnaire can be found at the above website address  in Volume  I – 

Offer and Other Documents. The DOE 4600.4  form can be  found  in Volume  III – Cost Application under Budget 

Forms.  Guidance  regarding  Supporting  Cost  Detail  can  be  found  in  Volume  III  under  Supporting  Cost  Detail 

Requirements. An Excel Spreadsheet, V3‐GUIDE.XLS may be used as a format in which to prepare this supporting 

cost detail. The format can be changed to reflect your company’s specific cost elements.   

 

Industry/University Collaboration and Cost Sharing 

Joint proposals between  industry and  the University of Alaska are  strongly encouraged. Projects demonstrating 

such a partnership will receive a scoring bonus used to rank the research proposals. 
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All applicants will be  required  to  submit  cost  sharing at a minimum of 20% of  the project  total.  In order  to be 

recognized  as  allowable  cost  sharing,  a  cost  must  be  included  in  the  total  project  value,  be  necessary  for 

completion of the proposed work effort, and be otherwise allowable  in accordance with applicable Federal cost 

principles and DOE regulations governing cost sharing (See 10 CFR 600.123). Allowable cost sharing includes funds‐

in to UA or in‐kind contributions. In‐kind contributions can include donated equipment, labor costs for laboratory 

or fieldwork, or major work activities such as drilling. 

Although not all‐inclusive, provided below is a list of costs that are unallowable as project costs and, therefore, 

unallowable for cost sharing: 

 Valuation for property sold, transferred, exchanged, or manipulated in anyway to acquire a new basis for 
depreciation purposes or to establish a fair use value in circumstances that would amount to a transaction 
for the purpose of the Cooperative Agreement. 

 DOE  will  not  share  in  both  the  direct  cost  and  depreciation  on  the  same  item.  Depreciation  is  not 
allowable for cost sharing on any item previously charged to the project as a direct cost. For example, DOE 
will cost share the direct cost on equipment or facilities purchased or constructed for the project, but will 
not also cost share the depreciation. 

 Interest on borrowing  (however  represented) and other  financial costs such as bond discounts, cost of 
financing and refinancing capital (net worth plus long‐term liabilities), are unallowable project costs. This 
includes interest on funds borrowed for construction. 

 Facilities capital cost of money shall be an unallowable cost on all real property or equipment acquired by 
or on behalf of the Participant in connection with the performance of the project. 

 Previously expended research, development, or exploration costs, including existing data are unallowable. 

 Forgone fees, forgone profits, or forgone revenues are unallowable. Business losses are unallowable. 

 Allowable  costs  under  past,  present,  or  future  Federal  government  contracts,  grants  or  cooperative 
agreements may not be charged against  the Cooperative Agreement. Likewise,  the participant may not 
charge  costs  allowable  under  this  project,  including  any  portion  of  its  cost  share  to  the  Federal 
government under any other contracts, grants, or cooperative agreements. 
 

Funding Request Considerations 

Participants are obliged to develop realistic budgets and schedules. The dollar size of individual AETDL projects is 

not fixed, but the goal is to fund multiple projects in each research area. As a general rule, individual proposals are 

suggested not to exceed $350,000 per year from AETDL. Larger projects may be suitable for funding within other 

DOE funding streams, and submission to these programs will be encouraged where appropriate. 

Depending  on  the  availability  of  funding,  and how  a particular  project  is  prioritized  in  the  review, AETDL may 

recommend that a project be funded at  less than the requested amount, provided that the project can proceed 

under a reduced scope‐of‐work, or an extended schedule. 

 

Continuity, Completion, and Close‐out of Projects 

AETDL will endeavor  to adequately  fund each worthy project  for a period of  time  sufficient  to achieve  success. 

However, there is no guarantee that a multi‐year project, once started, will be funded at the requested level over 

the planned number of years. Beginning with the FY 2003 funding cycle, ongoing projects will be exempt from the 

one‐page  pre‐proposal  requirement,  but  must  still  participate  in  the  Full  Review  Panel  Process.  While  new 

proposals will be strictly limited to two pages, proposals for on‐going projects will have a third page containing a 
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table showing the project funding history and accomplishments by year. Projects that extend beyond a single year 

are anticipated, but projects should be limited to three years. 

Although not all‐inclusive, possible reasons for the premature termination of a multi‐year project include: 

 The  industry  review panel assigns a  low priority on  the basis of  relevance  (e.g.,  the problem has been 
solved or is no longer important).  

 Lack of funds available to AETDL. 

 Programmatic considerations as judged by the AETDL program manager or DOE. 

 Lack  of  performance  or  accomplishment  of milestones  (e.g.,  the  investigators  are  not meeting  their 
objectives). 

 The principal investigator has left the project and there is no replacement.   
 

For projects that are discontinued, the industry panel may recommend to AETDL “close‐out” funding so that final 

reports can be prepared and steps to transfer the technology to industry can be made. 

 

Funding of Projects 

AETDL will use the recommendations of the review panels to create an annual work plan to be submitted to DOE 

for funding of the work. Applicants whose proposals are selected for funding will be required to submit a detailed 

report  to AETDL  showing  the proposed use of DOE  funds,  the  source of matching  funds,  and  the  schedule  for 

deliverables, including quarterly progress reports.   

 

REPORTING REQUIREMENTS: Those applicants whose projects are selected for funding will be required to 
submit the following reports: 
 

Quarterly Project Status Reports  ‐ A  format  for  this quarterly  report will be posted on  the AETDL web site. This 

report  is  a  concise  narrative  describing  the  current  status  of  the  effort.  The  report  allows  Recipients  to 

communicate developments, achievements, changes and problems. The award Recipient enters an abstract, along 

with a brief narrative discussion of the following topics: objectives, milestones, and highlights; approach changes, 

performance variances, accomplishments, or problems; open  items; and status assessment and forecast. Each of 

these topics is addressed, as appropriate, and the report is submitted quarterly during the life of the project. 

 

Topical Report  ‐ This  is a  final  technical  report,  required  in addition  to  the written quarterly  report, which shall 

document and summarize all work performed over the duration of the project in a comprehensive manner. It shall 

also present findings and/or conclusions produced as a consequence of this work. This report shall not merely be a 

compilation of  information contained  in subsequent quarterly, or other  technical  reports, but shall present  that 

information  in  an  integrated  fashion  and  shall  be  augmented  with  findings  and  conclusions  drawn  from  the 

research as a whole. This final Topical Report will be due 30 days from the completion of the project. 
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In  addition  to  the  required  written  reports,  projects  will  be  required  to  participate  quarterly  in  televideo 

conferences. These  televideo  conferences will be held bi‐weekly, with  two projects presenting  in each  session. 

Project PI’s will be presented with a tentative schedule prior to the beginning of the quarter. Each project will be 

required to prepare a 15‐minute Power Point presentation, and must be available for answering questions at the 

end of the presentation. The Power Point presentations will be posted to the AETDL web site.     

 

Annual DOE Project Review 

Under the terms of the Cooperative Agreement, AETDL, in coordination with DOE, will conduct annual reviews of 

each  project’s  progress,  problems,  and  accomplishments,  and  provide  a  forum  for  identifying  and  resolving 

significant problems (The review required under the Cooperative Agreement is separate and independent from the 

industry  panel  process  used  to  select  projects  described  above).  Principal  investigators will  be  responsible  for 

preparing  information  packages,  visual  aids,  and  other  data  and  providing  such  other  assistance  as  may  be 

necessary  for efficient  conduct of  these  reviews.  Final date, place,  agenda,  and  list of attendees  for each  such 

project review meeting will be coordinated between the principal investigators, AETDL and DOE.  

 

Contact Information 

For questions concerning this RFP, please contact Dennis Witmer at ffdew@uaf.edu 

 

The University of Alaska is an affirmative action/equal opportunity employer and educational institution. 
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Appendix B  Enabling Legislation 

 
114 STAT. 1654A–482 PUBLIC LAW 106–398—APPENDIX 
 
 
SEC. 3197. OFFICE OF ARCTIC ENERGY. 
(a) ESTABLISHMENT.—The Secretary of Energy may establish 
within the Department of Energy an Office of Arctic Energy. 
(b) PURPOSES.—The purposes of such office shall be as follows: 
(1) To promote research, development, and deployment of 
electric power technology that is cost-effective and especially 
well suited to meet the needs of rural and remote regions 
of the United States, especially where permafrost is present 
or located nearby. 
(2) To promote research, development, and deployment in 
such regions of— 
(A) enhanced oil recovery technology, including heavy 
oil recovery, reinjection of carbon, and extended reach drilling 
technologies; 
(B) gas-to-liquids technology and liquified natural gas 
(including associated transportation systems); 
(C) small hydroelectric facilities, river turbines, and 
tidal power; 
(D) natural gas hydrates, coal bed methane, and shallow 
bed natural gas; and 
(E) alternative energy, including wind, geothermal, and 
fuel cells. 
(c) LOCATION.—The Secretary shall locate such office at a 
university with expertise and experience in the matters specified 
in subsection (b).



 

 
 
 
 
 
 
 
 
National Energy Technology Laboratory 
 
626 Cochrans Mill Road 
P.O. Box 10940 
Pittsburgh, PA 15236-0940 
 
3610 Collins Ferry Road 
P.O. Box 880 
Morgantown, WV 26507-0880 
 
One West Third Street, Suite 1400 
Tulsa, OK 74103-3519 
 
1450 Queen Avenue SW 
Albany, OR 97321-2198 
 
539 Duckering Bldg./UAF Campus 
P.O. Box 750172 
Fairbanks, AK 99775-0172 
 
 
Visit the NETL website at: 
www.netl.doe.gov 
 
Customer Service: 
1-800-553-7681 
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DISCLAIMER 
 
“This report was prepared as an account of work sponsored by an agency of the United 
States Government.  Neither the United States Government nor any agency thereof, nor 
any of their employees, makes any warranty, express or implied, or assumes any legal 
liability or responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights.  Reference herein to any specific commercial product, 
process, or service by trade name, trademark, manufacturer, or otherwise does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof.  The views and opinions of authors 
expressed herein do not necessarily state or reflect those of the United States Government 
or any agency thereof.” 
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ABSTRACT 
 
Alaska has spent billions of dollars on various energy-related activities over the past 
several decades, with projects ranging from smaller utilities used to produce heat and 
power in rural Alaska to huge endeavors relating to exported resources. To help provide 
information for end users, utilities, decision makers, and the general public, the Institute 
of Northern Engineering at UAF established an Energy Information Clearinghouse 
accessible through the worldwide web in 2002. This clearinghouse contains information 
on energy resources, end use technologies, policies, related environmental issues, 
emerging technologies, efficiency, storage, demand side management, and developments 
in Alaska. 
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INTRODUCTION: 
 
Alaska has spent billions of dollars on various energy related activities over the past 
several decades. Such projects range from smaller utilities used to produce heat and 
power in rural Alaska to huge projects relating to exported resources. Alaska has vast 
energy resources with petroleum, coal, and natural gas receiving the most attention to 
date. But there are also abundant renewable resources, including geothermal, wind, 
hydropower of various forms (including tidal, waves, and currents), and solar power for 
up to eight months of the year. With the high cost of heat and power -- especially in rural 
Alaska -- the state is eager to find ways of reducing state subsidies. 
 
To help provide information for end users, utilities, decision makers, and the general 
public, the Institute of Northern Engineering at UAF submitted a proposal to AETDL in 
2001 to develop an Energy Information Clearinghouse accessible through the worldwide 
web. This clearinghouse was established in 2002 and contains information on energy 
resources, end use technologies, policies, related environmental issues, emerging 
technologies, efficiency, demand side management, and developments in Alaska. This led 
to the development of a www page discussed below. Efforts to secure funding to 
maintain this site have not been successful to date.  
 
 
 
EXPERIMENTAL:  - not applicable for this project 
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EXECUTIVE SUMMARY: 
 
To help provide information for end users, utilities, decision makers, and the general 
public, the Institute of Northern Engineering at UAF established an Energy Information 
Clearinghouse accessible through the worldwide web in 2002. This clearinghouse 
contains information on energy resources, end use technologies, policies, related 
environmental issues, emerging technologies, efficiency, demand side management, and 
developments in Alaska.  
   
Energy resources discussed include oil, coal, and natural gas as fossil fuels; geothermal 
and nuclear power; and renewable resources, including hydropower, wind, wave and 
tidal, and solar electric as well as solar thermal. Conventional end use technologies 
discussed are steam, combustion, and hydraulic and wind turbines plus diesel electric 
generators for the production of electric power; and furnaces and boilers for the 
production of heat. Steam turbine plants generally have a history of achieving up to 95% 
availability and can operate for more than a year between shutdowns for maintenance and 
inspections. Their unplanned or forced outage rates are typically less than 2% or less than 
one week per year. This technology leads the others in total production of electric power 
in the US.  Emerging technologies include fuel cells and thermoelectric generators. 
Energy storage via electrochemical batteries, flywheels, and hydrogen is also addressed. 
 
Under environmental impacts, we address disposal of spent nuclear fuel, greenhouse 
gases, CO emissions in Alaska, fuel spills, and impacts of renewable technologies. As an 
example of a contentious national and global issue, the US DOE spent 14 years and $4.5 
billion on studies before recommending in January of 2002 that Yucca Mountain, a 
barren volcanic structure about 90 miles from Las Vegas, be used to bury thousands of 
tons of highly radioactive nuclear waste from power plants and nuclear weapons 
factories. The project faces substantial technical, legal and political challenges, and could 
be derailed by either house of Congress, the courts or engineering problems. In Alaska, 
the major ambient air quality issue associated with our use of fossil fuel resources is 
excessive levels of ambient CO in urban areas during the winter. This places Anchorage 
and Fairbanks in jeopardy of being sanctioned by the US EPA. Indoors, Alaska has the 
highest age-adjusted death rate from accidental CO poising in the nation.  
 
“Energy conservation” refers to a variety of strategies employed to reduce the demand for 
energy. This can include adding extra insulation on building exteriors, setting building 
thermostats closer to ambient temperatures, or carpooling. Conservation is a different 
practice than increasing energy efficiency, which refers to increasing the useful output for 
a given energy input. This could involve replacing incandescent light bulbs with compact 
fluorescent ones, driving more fuel-efficient motor vehicles, and buying more efficient 
appliances. 
 
With transportation accounting for roughly 25 percent of our nation's energy 
consumption, a key ingredient for future savings in energy is improving the corporate 
average fuel economy (CAFÉ) for motor vehicles. Other important components are use 
of more efficient lighting by homes and businesses, the use of more efficient electric 
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motors by industry, and increased use of solar energy for space and water heating. In 
Alaska, there is a large potential for fuel oil savings in villages by using heat captured 
from the jacket water of diesel - electric generators for space heating. 
 
Alaska’s electrical energy infrastructure differs from that of the rest of the United States 
in that most consumers in the Lower 48 states are linked to a huge, transcontinental 
electrical energy grid through transmission and distribution lines.  In Alaska, there are at 
least 175 rural communities in the state that are not interconnected and must rely on their 
own power sources. These communities rely almost exclusively on diesel electric 
generators. In the central part of the state, from Fairbanks to the Kenai Peninsula south of 
Anchorage, (an area called the Railbelt), there is an interconnected grid. Natural gas is 
the primary fuel used in south central Alaska. Barrow, in far northern Alaska, also relies 
on natural gas.   The largest hydroelectric plant is the state-owned 90 MW Bradley Lake 
Hydroelectric Project, near Homer, which provides approximately 10 percent of the 
electrical energy needs of the Railbelt. The Alaska Rural Electric Cooperative 
Association (ARECA) is the trade association for most electric utilities in Alaska. It 
provides advocacy and program services to help member utilities in their efforts to serve 
consumers with affordable, reliable electricity and improve the quality of life in Alaska’s 
communities. 
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RESULTS AND DISCUSSION: 
 
 The opening page narrative plus a picture from the homepage appears below.  
This site is accessible over the www at 
http://www.uaf.edu/energyin/webpage/opening_page.htm.  
 
 

Energy Information Clearinghouse 
University of Alaska Fairbanks 

 
 A guide to issues associated with the production of heat and electric power with 
an emphasis on northern applications. Additional information on energy conservation, 
environmental issues and energy storage. 
  
 Technologies for producing heat and electric power are central to modern 
civilization and are essential for well-being during much of the year in Alaska and other 
northern communities. Today, those most widely deployed in Alaska for electric power 
production include gas and steam turbines in urban areas, diesel-electric generators in 
rural regions, and hydropower in both rural and urban regions. The first three utilize 
fossil fuels while the latter together with wind and solar are examples of technologies 
based on renewable resources. Nuclear power, although widely used worldwide, is not 
currently utilized in Alaska. 
 
 Heating is typically accomplished using furnaces and boilers fueled with oil or 
natural gas or wood stoves. But dwellings and commercial buildings may also be heated 

by operating the electric power generators in a 
cogeneration mode.  
 
 Energy storage is a critical issue for renewable-
based technologies. The storage mechanism is elevated 
water in the case of hydropower while electrochemical 
batteries are commonly used to store electricity directly.  
 
 Other important issues include energy 
conservation, environmental impacts, resources, end 
uses, demand side management and efficiencies. 
 
 Examples of emerging technologies worth 
mentioning include fuel cells, thermoelectric generators, 
flywheels, and energy storage using hydrogen. These 
technologies are not now in widespread use. 
 
 The University of Alaska as well as various 
utilities and State and Federal agencies are currently 
pursuing energy related activities in Alaska. 

 

 
 
Erection of wind turbine at Kotzebue 
Electric Association.
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As an example of one of the inside pages accessed from the opening page, see the below. 
 

 STEAM AND GAS TURBINE POWER PLANTS 
 
Fossil-fuel fired central station power plants world-wide normally use either steam or gas 
turbines to provide mechanical power to electrical generators. Pressurized high 
temperature steam or gas expands through various stages of a turbine, transferring energy 
to the rotating turbine blades. The turbine is mechanically coupled to a generator that 
produces electricity. Steam turbine power plants operate on a Rankine cycle, where the 
steam is created externally to the turbine in a boiler, where water under pressure passes 
through a series of tubes until it boils, eventually becoming superheated steam. The heat 
is provided by a furnace, normally burning coal, natural gas, or fuel oil. However, the 
heat could also be provided by biomass or solar or nuclear energy. Then, the plants 
wouldn't be fossil-fuel fired. After the steam exits the turbine, it is condensed in a 
condenser, pumped to boiler pressure, and reintroduced into the boiler. Heat is normally 
rejected from the condenser to a body of water such as a river. 
 

 
Coal-fired Power Plant with Steam Turbine:  courtesy of TXU. 
 
A gas turbine plant uses a compressor to compress the inlet air upstream of a combustion 
chamber. Then, the fuel (normally natural gas) is introduced and ignited to produce high 
temperature combustion products (mostly nitrogen and uncombusted oxygen) which 
enter the turbine. The turbine powers the generator plus the compressor. The cycle 
efficiency can be increased by installing a recuperator after the turbine exhaust to preheat 
the inlet air after compression. 
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Gas Turbine with Recuperation. Image by www.nyethermodynamics.com. 
 
About 50% of Alaska's installed capacity is combustion turbines and 13 % steam turbines 
with 60% of the electricity produced using natural gas. Worldwide, 40 % of the 
electricity is produced from coal-fired steam turbines and 13 % from natural gas. 
 
Modern large condensing steam turbine plants have efficiencies approaching 40-45%, 
with boiler/steam turbine installation costs between $800-$1000/kW or greater, 
depending on environmental requirements. The steam turbine itself is generally 
considered to have an availability at least 99 %, with longer than a year between 
shutdowns for maintenance and inspections.  
 
Gas turbine development accelerated in the 1930’s as a means of propulsion for jet 
aircraft. It was not until the early 1980’s that the efficiency and reliability of gas turbines 
had progressed sufficiently to be widely adopted for stationary power applications. Gas 
turbines range in size from 30 kW (microturbines) to 250 MW (industrial frames). 
Industrial gas turbines have efficiencies approaching 40% and 60% for simple and 
combined cycles respectively.   
 
The gas turbine share of the power generation market has climbed from 20 % to 40 % of 
capacity additions over the past twenty years, with this technology seeing increased use 
for baseload power. Much of this growth can be accredited to large (>50 MW) combined 
cycle plants that exhibit low capital cost (less than $550/kW) and high thermal efficiency. 
 
The capital cost of a gas turbine power plant can vary between $300-$900/kW, with the 
lower end applying to large industrial frame turbines in combined cycle. Availability 
when fueled with natural gas is in excess of 95%.  In Canada, there have been 28 natural 
gas-fired combined cycle and cogeneration plants with an average efficiency of 48 %. 
The average power output was 236 MW and installed cost was around $ 500/kW. 
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Pruden, D., 2001, Hydrogen system efficiency targets, pp 87 – 91 IN: McLean, G. (ed.), 
Proceedings of the 11th Canadian Hydrogen Conference, Victoria, B. C. 
  
Review of Combined Heat and Power Technologies, 1999, ONSITE SYCOM Energy 
Corporation for the California Energy Commission under grant number 98R020974 with 
the U.S. Department of Energy, Office of Energy Efficiency and Renewable Energy. 
 
Links on this page are: 
 
 Steam and Gas Links 
 
    Turbomotor Works  
    Dresser-Rand  
    How it Works: Small Gas 
    Turbine Engine  
    How Gas Turbines Work 
 
And clicking on the second link leads to http://www.dresser-rand.com/steam/default.asp 
 
One more section is presented below. 

 

Geothermal Energy  
 What is geothermal energy?   
Geo, meaning (earth) and thermal meaning  
heat) is a naturally occurring energy in the 
form of heat under the surface of the earth.  
This energy source can be only a few feet 
below the surface, in water that comes to the 
surface of the ground, in hot rocks miles 
below the surface, or even further down in 
molten rock called magma. This energy 
originates from radioactive decay deep 
within the earth’s crust. The following 
websites give detailed information of 
geothermal energy.  

How is geothermal energy a resource? 
http://www.iclei.org/efacts/geotherm.htm 
http://solstice.crest.org/renewables/geothermal/grc/supply.html 
http://www.eren.doe.gov/geothermal/geobasics.html 
 
What are the methods of harvesting this resource and how is it used? 
http://www.iclei.org/efacts/geotherm.htm 
http://solstice.crest.org/renewables/geothermal/grc/supply.html 
http://www.eren.doe.gov/geothermal/geobasics.html 

 
Photo courtesy of U.S. Department of Energy 
Geothermal Energy Program. 
(http://www.eren.doe.gov/geothermal/geobasics.ht
ml) 
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What is the potential for this resource? 
http://www.iclei.org/efacts/geotherm.htm 
http://solstice.crest.org/renewables/geothermal/grc/supply.html 
http://www.eren.doe.gov/geothermal/geobasics.html 
 
How does geothermal energy compare to other energy resources? 
What is the electrical capacity of a geothermal power plant and how does this 
compare to other sources of energy?  “The Geysers”, near San Francisco, having a 
generating capacity of 1360MWe is the largest geothermal electric plant in the U.S. It is 
one of only two locations in the world where a  high-temperature, dry steam is found that 
can be  directly used to turn turbines and generate  electricity (the other being Larderello, 
Italy). The Geysers is comparable to the hydroelectric Hoover dam project, which has a 
generating capacity of 1,345MWe. Nuclear and coal-fired power plants may have 
generating capacities on the order of 1000MWe 

 
http://www.energy.ca.gov/geothermal/ 
 California's geothermal power plants produce about 40 percent of the world's 
geothermally generated electricity.  U.S. geothermal power plants have a total generating 
capacity of 2,700 megawatts and produce electricity at 5¢ to 7.5¢ per kilowatt-hour. 
Iceland gets about one-third of its total energy from geothermal resources. (Ristinen, R 
and J. Kraushaar, 1999, Energy and the Environment). 
 
http://www.nrel.gov/documents/geothermal_energy.html 
What is the net positive environmental impact as compared to other energy sources? 
Geothermal power plants have sulfur-emissions rates that average only a few percent of 
those from fossil-fuel alternatives. The newest generation of geothermal power plants 
emits only 0.3 lb of carbon (as CO2) per MW-hr of electricity generated. This is 1000 
times lower than that for a plant using natural gas (methane) and even more for a coal- 
fired plant. Nitrogen oxide emissions are much lower in geothermal power plants than in 
fossil power plants. Nitrogen-oxides combine with hydrocarbon vapors in the atmosphere 
to produce ground-level ozone, a gas that causes adverse health effects and crop losses as 
well as smog. 
 
See - http://solstice.crest.org/renewables/geothermal/grc/what-is.html 
What are some negative effects on the environment?   Only hot water and natural 
steam reservoirs are being used today to create large amounts of electricity.  Many of the 
hot water reservoirs, particularly those of higher temperature and salinity, pose the 
potential for contamination of the soil by salination if the extracted water is not re-
injected into the ground.  There is also the risk of aquifer disruption when large amounts 
of water are extracted from the ground.  Gaseous air pollutants such as hydrogen sulfide 
can be liberated into the atmosphere by some hot water reservoirs and by natural steam.  
But again, this is often less than that emitted by other energy sources.  Other possible 
environmental effects include induced seismic activity if water is injected into dry rock 
formations or if explosive fracturing techniques are used in normally impermeable rock 
formations (Ristinen, R and J. Kraushaar, 1999, Energy and the Environment). 
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(Photo courtesy of U.S.G.S. <http://capp.water.usgs.gov/gwa/ch_n/N-AKtext4.html>) 
 
What is the potential for this energy source in Alaska?                                                                                 
There are many geothermal sources in Alaska but only a few are available for producing 
good quality steam for direct use with a turbine, for producing electricity, and those that 
are available generally are not always in the place they are most needed.  For use of 
steam directly from the source it is preferable the steam be well over 200°C, those at 
200°C or lower will generally require the use of a binary cycle.  A binary cycle plant is 
similar in construction to a direct-use-plant but the main difference is in the medium that 
goes through the turbine.  Because steam that is lower than 200°C should not be sent 
through the turbine, a substance that vaporizes at much lower temperatures should be 
used as the medium through the turbine.  The low temperature steam is sent through a 
heat exchanger in which the other substance, usually iso-butane, is on the other side of 
the heat exchanger and then this substance is sent through the turbine.  The provided map 
shows some geothermal sources, in the form of surfacing water, in Alaska.  The map 
reveals that the most productive sources for good quality steam at higher temperatures are 
on the Alaska Peninsula in the close proximity of volcanic activity.  The closest source, 
over 200°C, to Alaska’s largest city is across Cook Inlet from Anchorage and is well over 
100 miles away.  This is an obvious inconvenience since electric lines would need to be 
routed such a long distance and around such an obstacle as Cook Inlet.  Most of the 
geothermal springs in Alaska are under 200°C and currently are being used to heat homes 
locally, for recreation at resorts, or are not being tapped. Low ground temperatures near 
the surface and permafrost limits the use of heat pumps.  Because geothermal energy is 
associated with low emittance of SO2, CO2 and other pollutants and because there are 
many geothermal sources in the state, there is potential. 
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Information provided by the International Geothermal Association, last updated in 1999, 
indicates that there was a  plan to build a 15MWe plant at Unalaska, Alaska.  With a 
population of over 4,300 and containing one of the United States' most productive fishing 
ports, Unalaska would be a great place to test geothermal electric generation in Alaska.  
Electricity currently costs  $0.24/kWh in Unalaska.  State subsidized power cost 
equalization benefits provided for many remote villages in Alaska, including Unalaska, 
help to reduce electrical costs there because the cost of producing energy is so high.  The 
current mode of electric generation at Unalaska is via diesel generators.  One of the main 
obstacles to implementing a geothermal plant there is the difficult terrain that separates 
the source and the city.  This would increase capital costs. 
 
A third section follows 
 
  Environmental Impacts of Energy Use 
 
The way we produce and consume heat and electricity can have profound effects on our 
environment. Such impacts can range from immediate consequences such as fuel oil 
spills or emission of carbon monoxide [CO] from motor vehicles to longer term issues 
such as safe disposal of radioactive wastes from nuclear power plants.  In addition to the 
above direct impacts, there are also indirect or external consequences. These can include 
National security costs associated with safeguarding our infrastructure including power 
plants or rising sea levels due to global warming associated with greenhouse gases such 
as CO2 (http://www.aip.org/pt/vol-53/iss-11/p29.html). 
 
As an example of a contentious national and global issue, the US DOE spent 14 years and 
$4.5 billion on studies before recommending in January of 2002 that Yucca Mountain, a 
barren volcanic structure about 150 km [90 miles] from Las Vegas, be used to bury 
thousands of tons of highly radioactive nuclear waste from power plants and nuclear 
weapons factories. The project faces substantial technical, legal and political challenges, 
and could be derailed by either house of   Congress, the courts or engineering problems. 
Nevada officials and environmental groups have questioned the ability of engineers to 
reliably predict that it will not leak significantly for 10,000 years, as government rules 
require.  
 
Those in favor of this recommendation cite the 103 operating power reactors in the US 
that are running out of storage space or spending money to extend their storage capacity 
plus the danger from terrorist attacks. Most of the spent fuel is stored in giant steel-lined 
pools, which were intended to hold only a few years of their reactors’ outputs, but now 
have decades of fuel.  They are built to withstand earthquake, tornado and other threats, 
but could overheat and spread large quantities of radiation if drained in a terrorist attack.  
  
On the other hand, some opponents say that the waste would be even more at risk on 
trucks and trains en route to Nevada. The mayor of Las Vegas, Oscar B. Goodman, said 
he would oppose the use of Yucca by rallying the mayors of cities along the 
transportation routes. He said that there were 109 cities with populations of at least                 
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100,000 on those routes, and 52 million people living within 0.8 km [half a mile] of the 
routes.    
 
The federal effort to find a place to put wastes began in the 1960's. In 1982, Congress 
promised to have a repository open by January 1998, and the Energy Department signed 
contracts with the reactor owners to take their wastes, beginning at that time, in exchange 
for a payment of a tenth of a cent per kilowatt hour generated by nuclear power plants.  
Since then the government has collected about $17 billion  
(http://www.nytimes.com/2002/01/11/national/11NUKE.html). 
 
In the US, ambient air quality is guided by the National Ambient Air Quality Standards 
[NAAQS] which are part of the Clean Air Act last amended in 1990. This sets guidelines 
on allowable levels of CO, SO2, NOx, PM10, Pb, and O3. Electric power plants are major 
emitters of  SO2 and NOx, with combustion processes having emitted 27 M tons in the US 
in 1997. These compounds are the precursors to acid rain and have adverse health 
impacts on humans and animals mainly by impacting respiration. Motor vehicles are the 
major source of carbon monoxide [CO] having emitted 67 M tons in 1997. [deNevers, 
1999]. Ozone is a pollutant at sea level and is formed from hydrocarbons and NOx 
catalyzed by sunlight. On the other hand, ozone is necessary in the stratosphere to filter 
our harmful UV rays. 
 
Much attention has been devoted worldwide to climate change issues. The Third 
Assessment Report of Working Group I of the Intergovernmental Panel on Climate 
Change was prepared and reviewed by hundreds of scientists worldwide. It concludes 
that the global average surface temperature has increased by 0.6 ± 0.2  oC over the 20th 
century and that it is very likely the 1990s was the warmest decade since 1861. It also 
concluded that is was very likely the temperature increase in the Northern hemisphere 
was the largest of any century of the past 1000 years. Most of the warming over the past 
50 years is likely to be caused by increases in greenhouse gas concentrations. Greenhouse 
gases such as CO2 and CH4 help trap the longer wavelength infrared radiation that is 
emitted from the earth's surface.  
  
Suggestions for reducing emissions of greenhouse gases include: improved efficiencies of 
end use and energy conversion devices, shifting to lower carbon and renewable biomass 
fuels, zero emissions technologies, improved energy management, and reduction of 
process gas emissions (http://www.ipcc.ch/). 
 
In Alaska, the major ambient air quality issue associated with our use of fossil fuel 
resources is excessive levels of ambient CO in urban areas during the winter. This places 
Anchorage and Fairbanks in jeopardy of being sanctioned by the US EPA. Indoors, 
Alaska has the highest age adjusted death rate from accidental CO poising in the nation 
with almost 10% of the homes in 5 villages studied having elevated levels (Howell et al, 
1997). The most common cause was improperly ventilated hot water heaters.  
 
A current issue in rural Alaska [and elsewhere] is the potential for ground water 
contamination resulting from bulk fuel oil storage. This has resulted in a major effort 
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funded by the Denali Commission to upgrade bulk fuel storage facilities. Besides leading 
to occasionally ambient air CO violations, transportation can also be associated with 
ground water contamination resulting from fuel spills of diesel fuel and gasoline at 
service stations. 
 
Even renewable-based technologies can have adverse impacts such as noise and bird kills 
from wind turbines and fish migration issues associated with hydropower. This leads to 
the saying "there is no free lunch". In deciding which technology to adopt, one must 
balance the pluses and minuses and look at total life cycle costs including environmental 
impacts. 
         
 
 
 
 
 
 
 
 
 
 
 
 
 

Denver Temperature Inversion.  Photo courtesy of NREL. 
 
 
References:   
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As this project ended over a year ago, the web pages have not been updated. 
 
CONCLUSION: 
 
The Energy Information Clearinghouse is useful as one site that integrates a wide variety 
of information relating to energy issues both world-wide and within Alaska. The 
information is presented in such a way as to be intelligible to the general public as well as  
to provide details with links to relevant www sites for those with technical backgrounds. 
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Abstract 
 
New developments in fuel cell technologies offer the promise of clean, reliable affordable 
power, resulting in reduced environmental impacts and reduced dependence on foreign 
oil.  These developments are of particular interest to the people of Alaska, where many 
residents live in remote villages, with no roads or electrical grids and a very high cost of 
energy, where small residential power systems could replace diesel generators.   
 
Fuel cells require hydrogen for efficient electrical production, however.  Hydrogen 
purchased through conventional compressed gas suppliers is very expensive and not a 
viable option for use in remote villages, so hydrogen production is a critical piece of 
making fuel cells work in these areas.  While some have proposed generating hydrogen 
from renewable resources such as wind, this does not appear to be an economically viable 
alternative at this time.  Hydrogen can also be produced from hydrocarbon feed stocks, in 
a process known as reforming.  This program is interested in testing and evaluating 
currently available reformers using transportable fuels:  methanol, propane, gasoline, and 
diesel fuels.  Of these, diesel fuels are of most interest, since the existing energy 
infrastructure of rural Alaska is based primarily on diesel fuels, but this is also the most 
difficult fuel to reform, due to the propensity for coke formation, due to both the high 
vaporization temperature and to the high sulfur content in these fuels.   
 
There are several competing fuel cell technologies being developed in industry today.  
Prior work at UAF focused on the use of PEM fuel cells and diesel reformers, with 
significant barriers identified to their use for power in remote areas, including stack 
lifetime, system efficiency, and cost.  Solid Oxide Fuel Cells have demonstrated better 
stack lifetime and efficiency in demonstrations elsewhere (though cost still remains an 
issue), and procuring a system for testing was pursued.  
 
The primary function of UAF in the fuel cell industry is in the role of third party 
independent testing.  In order for tests to be conducted, hardware must be purchased and 
delivered.   The fuel cell industry is still in a pre-commercial state, however.   
Commercial products are defined as having a fixed set of specifications, fixed price, fixed 
delivery date, and a warrantee.  Negotiations with fuel cell companies over these issues 
are often complex, and the results of these discussions often reveal much about the state 
of development of the technology.  This work includes some of the results of these 
procurement experiments.   
 
Fuel cells may one day replace heat engines as the source of electrical power in remote 
areas.  However, the results of this program to date indicate that currently available 
hardware is not developed sufficiently for these environments, and that significant time 
and resources will need to be committed for this to occur.   
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Introduction 
 
The University of Alaska Fairbanks (UAF) Arctic Energy Technology Development 
Laboratory (AETDL) was formed with the mandate of evaluating new technologies for 
electrical production in remote areas.  In the enabling legislation that created the office, 
fuel cells were specifically named as one technology of interest.   
 
Fuel Cell work was begun at UAF several years prior to the formation of AETDL, in the 
Rural Alaska Power Program (RAPP), funded through the US DOE EE Hydrogen office.  
This work involved independent third party evaluation of PEM fuel cell technologies for 
residential stationary power.  This report will discuss the results of that program, 
including the desire of AETDL to broaden the technology evaluation to include other fuel 
cell technologies, especially SOFC systems.   

Executive Summary 
 
Alaska’s rural communities experience very high energy costs, especially for electrical 
power, due to the lack of electrical grids and roads, resulting in electricity production 
mostly using Diesel Electric Generators (DEGs).  Electrical power costs in these 
communities ranges from $.20 to $.80 per kilo-Watt hour, which is a burden to both the 
residents and businesses of these communities.   The high costs are from several factors, 
including the cost of transporting and storing diesel fuel, the cost of maintaining the 
generators in small communities where maintanence crews need to be flow in from 
outside to make necessary repairs, and the poor economies of scale from  running a small 
utility.   
 
Fuel cells designed for residential power offer several attractive benefits over the existing 
system.  First, higher efficiency electrical power generation means less fuel would need 
to be transported to the village, reducing costs.  Secondly, small, quiet units could be 
placed within individual residences, allowing efficient heat recovery, further reducing the 
fuel consumed by the village.  High reliability would also result in significant cost 
savings, reducing the dependence on outside expertise for necessary repairs.  Reliability 
of the system could also be improved, as a distributed network of units could provide 
back-up power for each other, much as larger grids improve reliability to all users by 
compensating for outages at individual plants.   
 
While the benefits of these proposed fuel cell systems are quite apparent, the fuel cell 
hardware currently under development is still not readily available for use in remote 
villages in Alaska.  Most fuel cell technology is still very much in the early product 
development stages, with manufacturers building prototypes for internal evaluation, or 
releasing hardware to carefully selected sites for evaluation.  In 1998, UAF became 
involved in the Rural Alaska Power Program, intended to evaluate diesel fueled PEM fuel 
cell systems for residential power.   This project was fueled by suppliers who claimed 
that they had beta test units capable of achieving 40% net electrical power out from diesel 
fuel, with system lifetimes of 40,000 hours, and that these units would be commercially 
available in 2001, with a project cost of $3,500 for a 5 kW unit.  The UAF role in the 

DE-FC26-01NT41248  Task 1.1 Final Report                                              Page 5   



project was to provide independent third party verification of this performance so that 
these units could be deployed in rural Alaska.   
 
Unfortunately, the results of the project were not encouraging.  First, the overall system 
efficiency of PEM fuel cell reformer systems was measured to be about 25%, which is 
lower than the current diesel generators operating in the field.  Secondly, PEM fuel cell 
stacks failed in testing rapidly, and none of the systems tested in the program achieved 
more than a few hundred hours of run time operating on pure hydrogen.  The diesel 
reformers provided to the program also experienced significant difficulties, with solid 
carbon formation, materials degradation, and balance of plant and control system issues 
contributing to the poor performance.  Furthermore, costs remained high (well over 
$10,000 per kW for units operating on natural gas), and no commercial production of 
these units occurred.   
 
Based on these results, using diesel/PEM residential fuel cell systems in rural Alaska did 
not appear to be a viable alternative to diesel electric generators.  However, Solid Oxide 
Fuel Cell (SOFC) technology appeared to be advancing rapidly.  Preliminary discussions 
with SOFC suppliers indicated that higher system efficiencies (50% net AC out on large 
systems operating on natural gas) and longer stack lives (more than 69,000 hours in 
laboratory tests), as well as the onset of the SECA program, with aggressive price targets 
for this technology.   
 
Fuel cells are still very much pre-commercial devices, with each of the technologies in 
the product development stage, with differing technical barriers to success.  (Commercial 
product is defined by several characteristics:  fixed product specifications, a fixed 
delivery date, a fixed delivery price, and a warrantee.)   Visiting web sites or booths at 
industry conferences may give the impression that commercial deployment is imminent, 
but the only way to determine the true state of product development is to purchase a fuel 
cell.  This exercise can be thought of as an experiment, which in this work will be 
referred to as a “procurement experiment.”   Many times, these procurement experiments 
do not result in the delivery of a product to the purchaser, and can be thought of as 
failures, but, in fact, this null result contains much information about the state of 
technology development of the product.   
 

Experimental 
 
By the summer of 2001, experience with PEM fuel cell systems for distributed electrical 
power production indicated that suppliers of these systems had vastly overstated the 
capabilities of their product, and near term commercial deployment of these systems for 
use in rural Alaska was unlikely.  Based on this conclusion, a decision was made to 
abandon further testing of this technology.  
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Procurement Experiment #1:  The FCT Solid Oxide Fuel Cell 
 
At a meeting in September 2000, a staff member of NETL stated in a meeting that a 5 
kW  SOFC operating on propane was scheduled for delivery to the Presidio Trust near 
San Francisco sometime in the next few months, and that the company that was 
supplying this unit was intending to market these units starting in late 2001 at a cost of 
$5,000 per kW, or $25,000 for a 5 kW unit.   
 
Attempts to track down the source of this fuel cell were at first unsuccessful, but 
eventually it became clear that the supplier of this unit was a company called Fuel Cell 
Technologies, of Kingston Ontario.  This company had entered into an agreement with 
Siemens Westinghouse for delivery of  5 kW fuel cell bundles, with FCT building the 
balance of plant and control systems.  This agreement was announced in a press release 
found on the FCT web site.  Also on the web site was an announcement  on June 11, 
2001 of the purchase order for the supply of the unit to the Presidio, as well as a second 
unit to the National Fuel Cell Research Center at the University of California.   
 
Initial contact was made with FCT during the summer of 2001, when FCT indicated via 
e-mail on July 23, 2001  that they had “a limited number of field demonstration units 
available between July and December 2002.  These initial units are available at a price of 
US $5000 / kW, or $25,000 per unit, FOB Kingston, Ontario, and excluding applicable 
taxes.  This does not include any cost for installation.  Scheduled maintenance cost will 
be low due to the very few moving parts in the system.  We request a down payment of 
20% with the purchase order.”  
 
During the fall of 2001, UAF entered into an agreement with the USDOE through NETL 
to fund the Arctic Energy Technology Development Laboratory.  Enabling legislation for 
this agreement included language indicating that the funds were to be used for research 
into improving the delivery of electrical power to rural communities in Alaska, with fuel 
cell technologies specifically named as a technology of interest.   A project selection 
process was created using industry panels to review and select projects, and FCT elected 
to submit a proposal in this process, in cooperation with the staff at UAF.   
 
During discussions with FCT in the early part of 2002, FCT indicated that the current 
price for the systems had risen to $50,000 for new orders.  However, we also discussed 
the fact that the University was interested in engaging in cooperative research, and would 
entertain a proposal in which development costs were included as part of the proposal.  
After a few weeks, FCT indicated that they would be interested in engaging in this kind 
of an arrangement, and proposed delivering and installing one of their first systems for a 
total contract value of $170,000 from DOE, with additional cost share from FCT.   This 
proposal was review and ranked highly by the industry panel, and so was selected as a 
project to be funded under AETDL.  A subcontract was sent to FCT in July, 2002 for this 
work.   
 
During the summer of 2002, UAF was told that the system would be delivered to 
Fairbanks in early fall of 2002, in keeping with the announced schedule of FCT.  AETDL 
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sponsored a conference titled “Reliable and Affordable Energy for Rural Alaska” on 
September 17-19, 2002 in Fairbanks, and was hoping to have the fuel cell up and 
operating for that conference.  However, shortly before this event, FCT called with the 
news that the stacks being supplied to them were failing in early tests, and were being 
sent back to the supplier.  They felt it would be unwise on their part to ship a product they 
felt was not up to standards.   
 
During the fall of 2002, discussions with FCT indicated that a stack delivered to them in 
late November was performing well, and that they expected delivery of the stack to FCT 
in early 2003, with delivery of the system to Fairbanks several weeks after they received 
it.   
 
In February of 2003, a stack was to be shipped from the supplier to FCT for the UAF 
system.  However, this stack was dropped and broken while being prepared for shipment 
at the supplier, and it was not clear when another stack would be ready for the system.   
 
At this time, there was also discussion with regards to the fuel to be used in the system.  
Because our interest in Alaska is primarily to provide power to remote villages, our 
ultimate interest is to test units operating on fuels readily available in these places.  For 
this reason, we indicated our interest in testing a unit operating on propane initially, 
followed later by a unit operating on diesel fuel.  However, discussions with FCT 
indicated that they would be more comfortable shipping a unit designed to operate on 
natural gas.  While this fuel is abundant in parts of Alaska (Anchorage and the North 
Slope, and parts of Fairbanks), it is not readily available in most rural communities.  
However, UAF was eager to test the operation of the fuel cell, and agreed to operate the 
unit on natural gas.  A site at the Fairbanks Natural Gas Company in Fairbanks several 
miles from the university was located, and the cooperation of the site owners was 
obtained.   
 
There were also several other issues that were raised with regards to the installation and 
operation of this fuel cell.  First, the natural gas pressure needed was 40 psig, which is 
considerably higher than typical line pressure in most natural gas delivery systems.  
Fortunately, this pressure was available at the Fairbanks Natural Gas site, so we did not 
need to install a gas compressor to make the system work.  The second issue was that the 
fuel cell needs to be heated before it can be started, and the heating in the alpha units is 
done electrically.  The energy required for this heat-up is significant—about 12kW for a 
24 hour period.  Once again, since the unit was being installed in an industrial warehouse 
facility, this power was available, but this is an electrical load significantly higher than 
most residential loads.  The third issue was the need for a 4% hydrogen / 96% nitrogen 
gas mix needed to maintain a reducing atmosphere in the unit during start-up.  All of 
these changes in specifications--the sole use of natural gas, the pressure of the natural gas 
feed, the need for electrical power during start-up, and the need for the H2/N2 gas during 
start up—had an effect on the ability of this unit to meet the intended market needs in 
rural Alaska.   
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The good news is that the completed unit was shipped from FCT in late June, 2003, 
arrived in Fairbanks in mid-July, and was started up on August 1, 2003.  The operation of 
this unit has been nearly flawless, and the project is a real success.  The unit is producing 
both AC electrical power and usable heat, and is operating in a very stable manner.  The 
results of the demonstration project will be covered in the report from that project, and 
will not be dealt with in detail here.   
 
Procurement Experiment #2:  The Diesel Reformer 
 
Operating high efficiency fuel cells from diesel fuels is a high priority for military 
operations, where field deployments are often limed by fuel supply lines.  Using 
logistical fuels for electric power generation would simplify field logistics (in the first 
Gulf war, small portable generators operating on gasoline were the only devices taken to 
the field that did not use diesel fuel, and carrying and tracking that fuel was a logistical 
problem for the soldiers).  Use of fuel cells could also reduce noise and heat signatures 
from operations.   
 
Diesel fuel is also the most common fuel used in rural Alaska, as this is the primary fuel 
for electrical generation in most remote villages and industrial sites.  The high energy 
content, the relative safety with which the fuel can be handled (a match can be dropped in 
a bucket of diesel fuel without igniting), and the investment in current infrastructure are 
all reasons why the continued use of diesel fuel for operating high efficiency electrical 
generators is desirable.  If fuel cells are to be used in these places, the development of a 
reformer technology for diesel fuel is critical.   
 
In the RAPP program, two different diesel reformer technologies were tested.  The first 
was a steam reformer, based on the design of a methanol reformer, with a palladium 
membrane to separate the hydrogen, providing pure hydrogen suitable for operation of a 
PEM fuel cell.  However, the efficiency of this reformer (H2 out/ Diesel fuel in) was at 
best about 35%, leading to an extremely poor overall efficiency.  This reformer also 
experienced significant issues with materials degradation and coking.  A second reformer 
from a different supplier used an Autothermal process to reform diesel.  This unit 
demonstrated a higher efficiency (about 65%) but the gas stream produced was a 
hydrogen rich stream, also containing significant amounts of CO.  This gas stream 
needed to be purified before a fuel cell could be connected to the system, and the gas 
purification system never operated properly.  Other issues with the system included an 
unstable auxiliary burner, catalyst substrate breakdown, and oscillations in output.   
 
Fundamental work being done in National Laboratories in the past few years has led to 
some understanding of the difficulties involved in the reformation of diesel fuels.  This 
include the fact that all components of distillate fuels do not react in reformers at the 
same rate, with aromatic hydrocarbons breaking down at significantly slower rates than 
parafins, and the role of sulfur in the nucleation of solid carbon (coking).   Another issue 
has been the need to completely vaporize the fuel before the reaction begins (liquid 
droplets create local environments rich in fuel, which then thermodynamically favor the 
formation of solid carbon).   
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SOFC systems often permit internal reforming of natural gas.  However, natural gas is 
considerably easier to reform than diesel fuel, since this has the most hydrogen per 
carbon, there are no aromatics in the fuel, and the fuel is a vapor at standard atmospheric 
conditions.  The Siemens technology is designed to do reforming inside the fuel cell stack, 
taking advantage of the heat generated from the stack as the source of energy for the 
reformation process.  However, heavier hydrocarbons require the presence of additional 
steam for the reformation to occur, and there is the increased risk of coke formation 
inside the stack.  One possible way to deal with these issues is to separate the fuel cell 
and the reformer into two separate units.  Doing this, however, changes dramatically the 
heat management of the fuel cell stack, as additional heat must be removed from the fuel 
cell, and (for steam reforming) supplied to the external reformer.   
 
As part of this program, we attempted to purchase diesel reformers from several suppliers.  
Most reformer developers indicated to us that diesel reformers were not yet packaged for 
commercial deployment, and were more than happy to consider cooperative R&D 
projects in which small scale diesel reformers would be built and tested.  However, these 
R&D projects are expensive, and success is not guaranteed.   
 
One supplier did indicate, in the fall of 2002, that a diesel reformer was being packaged 
with a PEM fuel cell, and they were willing to provide units for testing for $80,000.  
However, the longevity of these units was not very good, with a system lifetime of only a 
few hundred hours expected.   
 
Another party, a reformer developer, indicated a willingness to partner on a R&D effort, 
using an Autothermal reformer being developed and tested for a Navy program.  This 
reformer was intended to provide a hydrogen rich fuel stream for a 500 kW PEM fuel cell, 
but no 500 kW PEM fuel cell system is available for testing.  The proposed plan was to 
use a slipstream from the reformer to operate a SOFC stack designed for natural gas.  
Two issues were identified, however:  1)  The energy content of the hydrogen rich gas is 
90 BTU/ft of gas, vs 1000 BTU/ft3 of natural gas, and 2)  The heat generated in the fuel 
cell normally absorbed by the natural gas steam reformation needs to be removed from 
the system in some other way, most likely through an increase in airflow through the 
stack.  Our original intention was to operate the FCT SOFC on this gas, but when we 
contacted FCT with this proposal, initial permission gradually gave way to a suggestion 
that we purchase an additional system engineered to handle the new gas stream.   
 
Experiment #3:  Methanol Fuel Reformer with PEM fuel cell 
 
Methanol is a commonly available industrial substance, usually made in petrochemical 
refineries from natural gas, used for a variety of uses, most frequently for de-icing 
applications, including auto fuel tanks and airplane wings.  Methanol was also a 
precursor to MTBE, an oxygenator added to gasoline to reduce air pollution.  Due to 
environmental concerns associated with the rapid transport of MTBE in water tables from 
leaking fuel tanks, MTBE has been removed from the market, and refineries currently 
have excess capability for producing methanol.    
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Methanol is an ideal fuel for use in fuel cell applications due to the fact that it forms 
hydrogen at much lower temperatures than conventional hydrocarbons, at 350 C rather 
than at 800 C.  This means that the heat required to drive a steam reformer is 
considerably lower, resulting in less energy loss due to heat leaving the system.  Also, the 
lower temperatures enable the use of less costly materials in the construction of the 
reformer.  Furthermore, since methanol and water a miscible, the fuel can be mixed with 
water to create a single feedstock, providing both a constant steam to carbon ration, as 
well as a simplified mechanical system, since only a single pump is required for system 
operation.  In Arctic applications, the fuel mix remains a liquid to -126 F, a temperature 
38 degrees colder than the record recorded in Alaska.   
 
Methanol also has significant disadvantages as a fuel.  It has a much lower energy density 
per unit volume or weight (about half that of conventional liquid hydrocarbons), so is 
more expensive to transport to the final user.  Creating a methanol/water premix for fuel 
only increases this disadvantage.    Methanol is hazardous for human consumption, and 
the miscibility issue with MTBE is also an issue with methanol, where spills could 
contaminate large groundwater areas quickly.  Also, since methanol is a product derived 
from natural gas, a “well to wheels” analysis of efficiency needs to be done if this fuel is 
proposed for a dominant fuel.  Estimates of the efficiency of producing methanol (heating 
value of methanol/ heating value of natural gas) vary depending on the plant design 
where the fuel is produced, but estimates are typically about 65%.   
 
After the difficulties experience with diesel reformers in the RAPP program, this program 
investigated the feasibility of using PEM fuel cells operating on methanol for powering 
remote sites, especially applications such as remote communications repeaters.  Idatech, 
from Bend, Oregon, is marketing methanol reformers, and integrated PEM systems.  As 
part of the FY02 funding request, a project was started to create a system designed for 
Arctic environments using methanol/water premix as the fuel.  The details of the 
performance of that system will be covered in the final report for that project.   
 
The procurement experiment for the methanol/PEM system was quite interesting.  First, 
the suppliers of both sides of the system admitted reliability issues.  On the reformer side, 
the metering pumps used to supply the fuel premix were the weak link in the system, with 
the expected lifetime of these pumps only about 500 hours.  This weakness has been 
remedied, with a new pump supplier located, with an expected lifetime of at least several 
thousand hours.  (The cost of these pumps is an issue—currently the available price of the 
pump alone is comparable to the stated target price of the entire reformer.)  On the Fuel 
Cell side, stack longevity remains an issue.  While some progress is being made in 
understanding the failure mechanisms in membrane failure, currently stack life is 
extended mostly by reducing the maximum power extracted from the stack, limiting the 
maximum current density to no more than about half the maximum predicted from the 
polarization curve.  While this may extend stack life, it de-rates the system power, thus 
increasing the cost per unit output of an already expensive system.   
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Phase 2 of the project, which was not funded, included funds for purchasing a second 
reformer.  However, in the fall of 2002, Idatech announced the commercial launch of a 
methanol/PEM system based on a Ballard stack.  Initial conversations indicated that the 
cost of these systems would be $30,000 for a 1 kilo-Watt system, which was less than the 
$40,000 in our budget for the purchase of a second methanol reformer.  When UAF 
requested a formal quote for the system, however, the price had risen significantly, to 
$45,500 for the base price, plus a charge of $7,900 for spare parts and training.  Cost 
share was listed as a 6 month parts and labor agreement, including a 500 hour warranty, 
parts, and labor, valued at $14,500, for a total system value of  $67,900.  This total is 
more than twice the initial price.   
 
Experiment #4:    The perfect procurement experiment 
 
My clearest understanding of the level of development of the fuel cell industry came in a 
brief conversation with an individual who has been working on fuel cell development for 
more than a decade, in several companies.  He announced that he was starting a new 
company and asked me if I was interested in buying a fuel cell.  I said, “sure, but how 
much does it cost?”, and he replied “how much money do you have?” 
 

Results and Discussion 
 
Fuel Cells have been proposed as an ideal solution for providing efficient electrical 
power for remote villages in Alaska.   However, successful deployment of this 
technology depends on affordable and reliable commercially available fuel cell hardware.   
 
UAF has used the funding provided by DOE to attempt to purchase small scale fuel cells 
and reformers from a wide variety of suppliers.  The performance of individual products 
is not covered in this paper, but the attempts to negotiate product delivery is documented.  
 
The first obvious result of this investigation is that fuel cells for residential power are not 
commercially available.  All product currently being produced is available only through 
cooperative R&D agreements intended as early demonstration projects, and most of the 
information generated is protected through non-disclosure agreements.  No supplier 
currently meets the requirements of commercial product:  fixed product specifications, 
fixed price, fixed delivery date, and a warrantee.   In the Solid Oxide Fuel Cell industry, 
manufacturing of the cells and stacks in a timely and affordable manner appears to be the 
fundamental barrier.  In the PEM industry, stack lifetime and low system efficiency are 
major barriers to successful use of this technololgy 
 
The reforming of suitable fuels also remains problematic.  Natural gas and methanol are 
easy to reform, but are not ideal for use in remote areas.  Heavier hydrocarbons are more 
difficult to reform, and reliable reformers are not currently available. 

Conclusions 
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Fuel Cells promise high efficiency, low emissions, high reliability, and low cost.  
However, these promises have yet to be fulfilled, as all fuel cell technologies are still 
very much in the product development stage.   
 
Fuel cell developers are under tremendous pressure to produce commercial product from 
their investors, both private and public.  Frequently, optimistic targets are set for product 
performance and release, and those who promise the most are rewarded with funding for 
product development.   
 
Obtaining accurate information about the true state of product development is nearly 
impossible to obtain, unless one attempts to purchase product.  This program has 
purchased several fuel cell systems for pre-commercial testing.  While the original intent 
of these programs was to verify the performance of these fuel cells prior to deployment of 
these technologies in rural Alaska, the conclusion that we have reached is that none of the 
systems we have obtained are developed to the point where they would be likely to 
succeed in a field demonstration in remote areas. 
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ABSTRACT 
 
 
Defects and Flaws control the structural and functional property of ceramics. In 
determining the reliability and lifetime of ceramics structures it is very important to 
quantify the crack growth behavior of the ceramics. In addition, because of the high 
variability of the strength and the relatively low toughness of ceramics, a statistical 
design approach is necessary. The statistical nature of the strength of ceramics is 
currently well recognized, and is usually accounted for by utilizing Weibull or similar 
statistical distributions. Design tools such as CARES using a combination of strength 
measurements, stress analysis, and statistics are available and reasonably well developed. 
These design codes also incorporate material data such as elastic constants as well as flaw 
distributions and time-dependent properties. The fast fracture reliability for ceramics is 
often different from their time-dependent reliability. Further confounding the design 
complexity, the time-dependent reliability varies with the environment/temperature/stress 
combination. Therefore, it becomes important to be able to accurately determine the 
behavior of ceramics under simulated application conditions to provide a better 
prediction of the lifetime and reliability for a given component. 

 In the present study, Yttria stabilized Zirconia (YSZ) of 9.6 mol% Yttria composition 
was procured in the form of tubes of length 100 mm. The composition is of interest as 
tubular electrolytes for Solid Oxide Fuel Cells. Rings cut from the tubes were 
characterized for microstructure, phase stability, mechanical strength (Weibull modulus) 
and fracture mechanisms. The strength at operating condition of SOFCs (1000ºC) 
decreased to 95 MPa as compared to room temperature strength of 230 MPa. However, 
the Weibull modulus remains relatively unchanged. Slow crack growth (SCG) parameter, 
n = 17 evaluated at room temperature in air was representative of well studied brittle 
materials. Based on the results, further work was planned to evaluate the strength 
degradation, modulus and failure in more representative environment of the SOFCs.  
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Figure 1: a) Optical micrograph of the thermally etched YSZ indicating uniform 
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phase. 
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Figure 6 Fracture surfaces examined under SEM indicating transgranular fracture. 

At low stress rates (a and b), higher incidence of micro-cleavage in grains 
in visible. At higher stress rates (50MPa/s), grains are relatively smoother 
with reduced micro-cleavage planes. 
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Executive Summary 

Increasing demand for clean fuel and raising global concerns on environmental issues in 
burning of fossil fuels has fuelled the search for alternate source of clean energy. Fuel 
cells represent an important opportunity to utilize fossil fuels in an efficient and 
environmentally friendly manner. Fuel cells produced in small expandable modules and 
manufactured cheaply by taking advantage of economies of production are well suited to 
meet a growing worldwide demand for energy. The modules produced could be made 
scalable allowing application of capital in smaller incremental amounts as electrical 
power demands increase.   

Solid Oxide Electrolyte Fuel Cells (SOFC) has been widely identified as one such 
possible source of clean energy. Although for these fuel cells, the preferred fuel is 
hydrogen, it has been shown that more commonly available fuels such as natural gas 
could also be used. Importantly, controlled oxidation of fuels such as natural gas can be 
carried out in the cell to produce chemical by-products to acts as feeders for the chemical 
industries.  

Solid-oxide fuel cells were once considered the most technically challenging fuel cell 
type. However, many recent breakthroughs in ceramic materials, fuel cell design, and 
manufacturing technology have changed this view.  Advances in ceramic thin film 
processes enabling the development of high power density electrode supported cells; 
compact fuel processing technology; and adoption of manufacturing methods developed 
in related industries such as the semiconductor industry are enabling the quick maturing 
of the technology and making the solid oxide fuel cells a viable option for mass 
applications in the future. A solid-oxide fuel cell is highly efficient. Even without 
cogeneration a solid-oxide fuel cell system can be twice as efficient as competing 
technologies due to the direct conversion of fuel to electrical power.  With thermal 
recovery, system efficiency could reach as high as 85%. In addition, SOFC systems are 
clean. They generate no solid wastes, and due to the higher efficiency and the 
replacement of fossil fuel combustion with a lower temperature electrochemical 
conversion, fuel cells significantly lower emissions of nitrogen compounds and 
greenhouse gases.  

One of the most common fuel cells presently in use is the Zirconia based cell. Fully 
stabilized and Yttria doped Zirconia (YSZ) ceramics, have been successfully used as fuel 
cell for about 10,000 hours. The fuel cells are typically in the form of thin walled tubes 
with fuel passing on one surface and air on the other.  However, as all ceramics YSZ are 
by nature brittle and are prone to catastrophic failure. The high temperature and harsh 
environment make the ceramics more susceptible to slow crack growth and thus exhibit 
time-dependent failure. While this behavior is relatively simplistic (in reality it is 
complex) in bulk and regular bar test specimens, they tend to be more complex when 
irregular components (such as tubes) are involved. Predictions of, and improvements to, 
the reliability of components and systems are thus to be developed by combining the 
approaches of materials science and mathematical reliability analysis 
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Introduction   
  
Fuel cells are electrochemical devices that convert the chemical energy of a reaction directly into 

electrical energy. The basic physical structure or building block of a fuel cell consists of an 

electrolyte layer in contact with a porous anode and cathode on either side. In a typical fuel cell, 

gaseous fuels are fed continuously to the anode (negative electrode) compartment and an oxidant 

(i.e., oxygen from air) is fed continuously to the cathode (positive electrode) compartment; the 

electrochemical reactions take place at the electrodes to produce an electric current.  The fuel cell 

is thus an energy conversion device that theoretically has the capability of producing electrical 

energy for as long as the fuel and oxidant are supplied to the electrodes. In reality, degradation, 

primarily corrosion, or malfunction of components limits the practical operating life of fuel cells.   

 

Solid Oxide Fuel Cells 

Much of the recent effort in the development of fuel cell technology has been devoted to 

reducing the thickness of cell components while refining and improving the electrode structure 

and the electrolyte phase, with the aim of obtaining a higher and more stable electrochemical 
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performance while lowering cost.   Of the various fuel cell being developed Solid Oxide Fuel 

Cell (SOFC) the tubular design has been with the longest continuous development period and has 

since grown in recognition as a viable high temperature fuel cell technology. The operating 

temperature of ~800°C allows internal reforming, promotes rapid kinetics with non-precious 

materials, and produces high quality byproduct heat for cogeneration or for use in a bottoming 

cycle. The high temperature of the SOFC, however, places stringent requirements on its 

materials. The development of suitable low cost materials and the low cost fabrication of ceramic 

structures are presently the key technical challenges facing SOFC’s.  However, since the 

electrolyte is solid, the cell can be cast into flexible shapes, such as tubular, planar, or monolith. 

The solid ceramic construction of the cell also alleviates any cell hardware corrosion problems 

characterized by the liquid electrolyte cells and has the advantage of being impervious to gas 

cross-over from one electrode to the other. The absence of liquid also eliminates the problem of 

electrolyte movement or flooding in the electrodes.  At the temperature of presently operating 

SOFC’s (1000°C) fuel can be reformed within the cell and some of the rejected heat used to 

preheat the incoming process air. The high temperature of the SOFC has its drawbacks. There 

are thermal expansion mismatches among materials, and sealing between cells is difficult. The 

high operating temperature places severe constraints on materials selection and results in difficult 

fabrication processes.   The two major impediments to the widespread use of fuel cells are: 1) 

high initial cost and 2) high-temperature cell endurance operation. These two aspects are the 

major focus of manufacturer’s technological efforts. 
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The solid-state character of all SOFC components means that, in principle, there is no restriction 

on the cell configuration and moreover, it is possible to shape the cell according to criteria such 

as overcoming design or application issues. Cells are presently being developed in different 

configurations; however the flat plate and the tubular design are emerging as the most popular 

designs.     

A brief description of the materials currently used in the various cell components of the more 

developed tubular SOFC, and those that were considered earlier is presented. Because of the high 

operating temperatures of present SOFC’s (approximately 1000°C), the materials used in the cell 

components are limited by chemical stability in oxidizing and reducing environments, chemical 

stability of contacting materials, conductivity, and thermo-mechanical compatibility. These 

limitations have prompted investigations of developing cells with compositions of oxide and 

metals that operate at intermediate temperatures in the range of 650°C. 

Present SOFC designs make use of thin film concepts where films of electrode, electrolyte, and 

interconnect material are deposited one on another and sintered, forming a cell structure. Often 

various thin layers of refractory oxides suitable for the electrolyte, anode, and interconnection 

are deposited.  This procedure has also been used to fabricate the solid electrolyte Yttria 
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stabilized zirconia (YSZ). The anode consists of metallic Ni and an Y2O3 stabilized ZrO2 

skeleton. The latter serves to inhibit sintering of the metal particles and to provide a thermal 

expansion coefficient comparable to those of the other cell materials 

 
 Evolution of Cell Component Technology for Tubular Solid Oxide Fuel Cells 
 

Component Current Status 

Anode • Ni/ ZrO2 cermet 
• Deposit slurry, EVD fixed 
• 12.5 x 10 -6 cm/cm/°C 
• ~150 mm thickness 
• 20-40% porosity 

Cathode • Doped lanthanum manganite 
• Extrusion, sintering 
• ~2 mm thickness 
 • 11 x 10-6 cm/cm/°C expansion from room 
temperature to 1000°C 
• 30-40% porosity 

Electrolyte • Yttria stabilized ZrO2 (8 mol% Y2O3) 
• EVD d 
• 10.5 x 10 -6 cm/cm °C expansion from 
RT-1000°C 
• 30-40µm thickness 

Cell 
Interconnect 

 

• Doped lanthanum Chromite 
• Plasma spray 
10 x 10 -6 cm/cm °C 
• ~100µm thickness 

 
 The anode structure is fabricated with a porosity of 20 to 40% to facilitate mass transport of 

reactant and product gases. Doped lanthanum Magnetite is most commonly used for the cathode 

material. Similar to the anode, the cathode is a porous structure that must permit rapid mass 

transport of reactant and product gases. The cell interconnection material (doped lanthanum 

Chromite), however, must be impervious to fuel and oxidant gases and must possess good 

electronic conductivity. In addition, the cell interconnection is exposed to both the cathode and 

anode environments thus, it must be chemically stable under O2 partial pressures of about ~1 to 

 5 
 



10-18  atmospheres at 1000°C (1832°F). The solid oxide electrolyte must be free of porosity that 

permits gas to permeate from one side of the electrolyte layer to the other, and it should be thin 

to minimize ohmic loss. In addition, the electrolyte must have a transport number for O-  as close 

to unity as possible, and a transport and a transport number for electronic condition as close to 

zero as possible. Zirconia-based electrolytes are suitable for SOFC’s because they exhibit pure 

anionic conductivity over a wide range of partial pressures (1 to 10-20 atmospheres). The other 

cell components should permit only electronic conduction, and inter-diffusion of ionic species in 

these components at 1000°C (1832°F) should not have a major effect on their electronic 

conductivity. Other severe restrictions placed on the cell components are that they must be stable 

to the gaseous environments in the cell and that they must be capable of withstanding thermal 

cycling. The materials listed above appear to have the properties for meeting these requirements.   

As with the other cell types, it is necessary to stack SOFC’s to increase the voltage and 

power being produced. Because there are no liquid components, the SOFC can be cast into 

flexible shapes. As a result, the cell configurations can respond to other design prerequisites. 

This feature has resulted in two major configurations and variations of them. The predominant 

oxide fuel cell configuration at this time is tubular. This tubular configuration (i.e., cylindrical 

design) adopted for SOFC’s minimizes the use of seals, especially in the highest temperature 

parts of the cell. Overlapping components (i.e., electrodes, electrolyte, cell interconnection) in 

thin layers (10-50 µm) are deposited on a porous support tube of Calcia-stabilized Zirconia. The 

very high efficiency cycle uses a configuration that requires seals at the high temperature parts of 

the cells.  An early tubular design is illustrated in the schematic representation of the cross 

section of a SOFC stack    In this tubular design, individual fuel cells are arranged in bands along 
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the support tube and are connected in series by a ceramic interconnect material. The seal-less 

tubular design, however, is the most advanced among the several SOFC configuration concepts. 

 

Seal-less Tubular Configuration: This approach results in eliminating seal problems between 

adjacent cells. A major advantage of this design over earlier designs is that relatively large single 

tubular cells can be constructed in which the successive active layers can be deposited without 

chemical or material interference with previously deposited layers.  Materials and design 

approaches have been developed so that SOFC technology, particularly the tubular cell 

configuration, is technically feasible. However, the application of the materials used in the non-

restrained tubular cell to the restrained alternative planar configurations results in excessive 

mechanical stresses. Moreover, the present approaches exhibit lower than desired performance 

(higher operating costs) and difficult designs and fabrication (higher capital costs). Cost 

reduction of cell components and simplification of the manufacturing are an important focus of 

ongoing development. The major issue for improving SOFC technology is to develop materials 

that sustain good performance while withstanding the high operating temperature presently used 

(1000°C), or to develop alternate cells with mixtures of ceramics and metals that operate at an 
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intermediate temperature of approximately 650°C. Two approaches are being pursued to 

alleviate the many materials and design concerns: 

1) Research to address material and design improvements that allow operation within 

the high temperature environment (1000°C) of the existing state-of-the-art 

components   

2)  Lowering the operating temperature (600 to 800°C), so that metals could be 

substituted for ceramics, especially in the cathode and interconnect. A wider variety 

of materials could be used with lower temperature operation, with a subsequent 

reduction in cost. 

High Temperature Cell Development (Present Operating Temperature, 1000°C) 

Development work for cells operating at 1000°C is focused on increasing the mechanical 

toughness of the cell materials to alleviate the impact of thermal mismatch and to develop 

techniques that will decrease interfacial changes of the various material layers during thin film 

cell fabrication. Interfacial issues among cell components include diffusion, volatization, and 

segregation of trace constituents. For example, La2Zr2O7 and SrZrO3 may form at the 

cathode/electrolyte interface, and Sr and Mn ions diffuse across the interface at temperatures as 

low as 800°C for up to 400 hours. Approaches to resolving the mismatch caused by different 

component materials' thermal expansion coefficient include increasing the fracture toughness of 

the electrolyte, controlling the electrolyte processing faults, varying the component thickness, 

and adding minor constituents to alter the anode properties. The electrolyte of choice at present is 

Yttria, fully stabilized ZrO2. Researchers are investigating partially stabilized ZrO2 and adding 

Al2O3 to fully Yttria stabilized ZrO2 to strengthen the electrolyte matrix. This increased strength 

is needed for self-supporting planar cells. An increase in bending strength of 1200 MPa was 
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observed in the TZP material compared to 300 MPa for cubic zirconia stabilized with > 7.5 

mol% Y2O3.  The TZP was stabilized by taking advantage of fine particle technology and minor 

doping of Y2O3  

Scientific Discussion 

A broad program for resolution of the material and component issues prior to integration into a 

fuel cell require a research program to address various issues such as:  

1) Magnitudes of ionic and electronic conduction, 

2) Thermal expansion issues for compatibility with other cell components,  

3) Phase stability in the fuel cell environment,  

4) Mechanical strength, 

5) Chemical interactions with the electrode materials, and  

6) Stability of ionic conduction in reducing and oxidizing environments. 

In addressing the structural issues of the cell it is essential to have a detailed knowledge of 

constitutive behavior of monolith and composite structures (ex: electrolyte materials over porous 

electrodes etc.).  Along with functional aspects such as conductivity etc., issues such as 

mechanical integrity, long-term performance, and stability in a reducing environment, are of 

paramount importance. The various subtleties in the process conditions and its effect on the fuel 

cell materials structural properties are not entirely understood and have been a fertile area for 

research. There are also no definitive studies on the long term behavior of fuel cell materials at 

high temperatures and under severe reducing conditions/oxygen gradients. Specifically, it is 

important to be able to predict long-term behavior of fuel cells using short term and accelerated 

tests. However, experimental and reliable data on the materials behavior in the application 

environment are few or severely lacking. The results from the proposed study thus intend to 

provide important inputs for the design of fuel cell by characterization of material components in 

various environments.  
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Task 1.2.1   Determination of Crack Growth Parameters 

 
A) YSZ characterization: 
 
Yttria stabilized Zirconia (YSZ) of 9.6 mol% Yttria composition were procured in the form of 

tubes of length 100 mm. The tubes were processed by slip casting and are of the dimensions 9.6 

O.D and wall thickness of ~ 1-1.2 mm. Rings were cut from the tubes and characterized for 

microstructure, phase stability and mechanical strength. 

 
Microstructure: 
 
The YSZ rings were ground and polished to 0.25 µm finish. The polished sample were thermally 

etched at 1400°C for 2 hours and observed under an optical microscope. 

Microstructural analysis indicated a dense and equi-axial grain size of ≈ 15 µm. Isolated porosity 

were observed at triple grain boundary points. Micro pores in the grain were closed and did not 

contribute to the porosity. 

 
Figure 1: a) Optical micrograph of the thermally etched YSZ indicating uniform grain 

size. 
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Figure 1: b) Higher magnification of a single grain of the thermally etched YSZ 

indicating closed porosity in the grain 
 
The YSZ tubes were analysed for phase stability. The X-ray analysis as shown in figure 2, 

indicated full stabilization of the YSZ structure with the Yttria composition. 

 
 
Figure 2: X-ray analysis of the YSZ tube indicating full stabilization of the cubic phase. 
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Mechanical Testing: 
 
The YSZ tubes were sliced into rings and the strength of the rings was determined according to 

ASTM C 1323 - 96 (Standard test method for ultimate strength of advanced ceramics with 

diametrally compressed C-Ring specimens at ambient temperature). Rings of length ~ 4.4 mm 

were cut from the tubes in a low speed saw. The surfaces of the rings were ground and polished 

to a 1µm finish using successive grades of SiC paper and finally with a diamond compound. The 

edges of the rings were chamfered to minimize preferential failures from edge flaws and notched 

by a 0.5mm low speed saw to form a C-ring specimen. The C-rings were placed in an autoclave 

(to ensure uniform temperature and humidity) between two alumina platens in a hydraulic testing 

frame (MTS 858 MiniBionix II). Stabilized Zirconia cloth (0.5 mm) was used as pressure pads to 

reduce frictional stresses and to prevent slippage of the rings during testing (Fig. 1). All the tests 

were done by monotonically loading in plane strain diametral compression (induces a tensile 

field at the mid plane) to fracture at a constant crosshead speed of 1 mm./min. The maximum 

fracture strength of the C-Ring specimens were calculated from the equation   

 
Figure 3: C-ring test configuration for strength evaluation of YSZ tubes 
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Where ro - is the outer radius of the C-Ring, b – the width of the ring, t – thickness and P the 

fracture load.  However, the actual fracture strength is calculated from the measure angle of 

fracture from the mid plane. 
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A total of 12 rings were evaluated and the results plotted as a Weibull graph. For this the sample 

were ranked in a ascending order of their measured strength. The failure probability was 

determined according to:  
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Where F is the failure probability, n is the order of ranking and N is the total number of samples 

tested. 

The results were analyzed in a parameter Weibull distribution, where m is the modulus and σo is 

the characteristic strength. The parameter m in ceramics gives a measure of the strength 

distribution with a higher value denoting higher reliability. 

∫
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Figure 4: Weibull plot for strength evaluation of YSZ tubes at room temperature 
 
The Weibull modulus for the YSZ tubes was determined as 5.6 and σo as 275 MPa.  A detailed 

examination of the fractured surfaces will be important in characterizing the flaws and fracture 

origins to complete the study at room temperature. 

 
Slow Crack Growth Tests: 
 
The YSZ tubes were sliced into rings and the strength of the rings was determined according to 

ASTM C 1323 - 96 (Standard test method for ultimate strength of advanced ceramics with 

diametrally compressed C-Ring specimens at ambient temperature). Rings of length ~ 4.4 mm 

were cut from the tubes in a low speed saw. The surfaces of the rings were ground and polished 

to a 1µm finish using successive grades of SiC paper and finally with a diamond compound. The 

edges of the rings were chamfered to minimize preferential failures from edge flaws and notched 

by a 0.5mm low speed saw to form a C-ring specimen. The C-rings were placed in an autoclave 

(to ensure uniform temperature and humidity) between two alumina platens in a hydraulic testing 
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frame (MTS 858 MiniBionix II). Stabilized Zirconia cloth (0.5 mm) was used as pressure pads to 

reduce frictional stresses and to prevent slippage of the rings during testing (Fig. 1). All the tests 

were done by monotonically loading in plane strain diametral compression (induces a tensile 

field at the mid plane) to fracture. Tests for evaluation of slow crack growth parameters were 

done in accordance with ASTM designation C 1368-97 and in plane strain conditions. The 

applied strain rates were calculated from the specimen geometry  (ASTM C 1323-96) and the 

strength tests done in displacement control at a constant crosshead speed of 0.035, 0.3, 1 and 2.5 

mm./min. according to the test standard, five samples were tested at each strain rate. The 

maximum fracture strength of the C-Ring specimens were calculated from the equation   
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In very low speed tests (0.035 mm/min), the time required for testing was minimized by applying 

a preload to the test specimen prior to testing. The preloads were approximately 0.5 times the 

fracture loads at that stress rate. The fracture strengths determined in this case was not observed 

to show any significant change. 

Results of the strength tests at different crosshead speeds are reported in Table 1. The actual 

stress rates were calculated from the slope in the load vs. displacement curves of the individual 

strength tests in accordance with ASTM C 1368-97. 

 
Table 1: Strength values of YSZ tubes at varying stress rates 
 

Specimen No Cross-head 
Speeds, mm/min 

Stress Rates, 
MPa/s 

Fracture strength, 
MPa 

1 0.035 0.47604 181.92 
2 0.035 0.41663 130.46 
3 0.035 0.43918 194.06 
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4 0.035 0.43956 192.85 
5 0.035 0.49566 170.21 
6 0.3 4.9393 206.43 
7 0.3 4.4950 197.04 
8 0.3 4.3665 222.55 
9 0.3 4.0640 166.03 
10 0.3 4.4046 224.38 
11 1 30.539 240.67 
12 1 30.300 270.05 
13 1 31.506 266.79 
14 1 31.448 283.16 
15 1 32.141 363.44 
16 2  .5 53.066 213.95 
17 2.5 53.473 189.72 
18 2.5 51.343 176.95 
19 2.5 56.633 202.83 
20 2.5 50.528 161.96 

 
he strength values of the YSZ tubes decreased with decreased applied test rates. This behaviour 

is expected, as at lower stress rates, the strength is probably affected by sub-critical growth of 

cracks. The strength value at higher stress rates is however anomalous, since a drop in strength 

values were observed. This observed drop in strength could not be further verified as testing at 

higher stress rates were not possible in the present experimental set up. A detailed analysis of 

fracture surfaces could possibly provide clues to the observed effects. 

The results of the strength tests as a function of stress rates are plotted in Fig 5. The plots are 

conventionally represented as a plot of Log (Fracture Strength) versus Log (Stress Rates) as 

shown in Fig 5b.  

 

T
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ig. 5 C-ring Fracture Strength-Stress Rate Diagram. a) Plot of strength vs. stress 
rate and b) Log (Fracture Strength) versus Log (Stress Rate) 
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Fracture analysis: 
 
The tested samples were sputtered with gold and observed in a SEM for study of fracture. 

Fracture was observed to be dominated from flaws originating from the surface. Although, 

volume pores were observed in the fractured surfaces, their contribution to the fracture processes 

was not significant.  

Fracture in the YSZ material was by brittle trans-granular mode. The grains indicated presence 

of micro-cleavage planes. Micro-cleavage planes were significantly higher in specimens fracture 

at lower stress rates (Fig 2 a and b) indicating sub critical crack growth in the grains. At a stress 

rates of 30 MPa/s (Fig 2 c and d), the specimens indicated less roughness and reduced cleavage 

planes. Specimen fractured at higher stress rates are to analysed to study the reason for drop in 

strength.  

b a 
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Fig. 6 Fracture surfaces examined under SEM indicating transgranular fracture. At low 

stress rates (a and b), higher incidence of micro-cleavage in grains in visible. At 
higher stress rates (50MPa/s), grains are relatively smoother with reduced micro-
cleavage planes. 

 
Slow Crack Growth Analysis 
 
The ASTM test method C-1368, specifically deals with characterising ceramic materials with 

susceptibility to slow crack growth (SCG). SCG may e a product of both mechanical and 

chemical driving process. The present report is on the room temperature behaviour and the only 

consideration is the mechanical driving force. Latter studies will concentrate on the chemical 

driving forces (gas atmosphere and temperature). 

The SCG parameters n and D can be determined by a linear regression analysis using log 

strength values over the complete range of individual log stress rates, based on the following 

equation.  

 

Dloglog
n

log f +
+

=
•

σσ
1

1 5 

 
The slope of the linear regression line can be calculated as: 
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Where α = slope, K is the total number of specimens tested (=20), σj and σj is the stress rate and 

fracture strength of the individual test specimen respectively. 

The SCG parameter n is calculated as  

n = (1/α) – 1       7 

The intercept of the linear regression line is calculated as  
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Where β is the intercept and the SCG parameter D is calculated as D= 

From the above calculations, the SCG parameter for the YSZ tubes at

constant humidity was calculated as n = 16.6 and D = 184.74. Fittin

2, it is possible to calculate the strength values at various loading rates,

conditions. 

The values of n = 16.6 implies a low susceptibility to SCG at room te

ceramic materials exhibits a high susceptibility the values of n would be
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Elevated Temperature studies: 
 
AIR 
 
Results of the strength tests at elevated temperature are reported in Table 1.  As shown below, 

the strength of the YSZ tubes degraded significantly upon exposure to test condition of 1000°C 

in air.  A maximum of 134 MPa corresponded to 37% of the strength observed at room 

temperature. 

Table 2: Strength values of YSZ tube at 1000°C in air. 
 

Test Condition Air, RT Air, 1000°C  
No of Samples 11 11 
Minimum Strength 97 MPa 73.4 MPa 
Maximum Strength 363.4 134.3 MPa 
Mean Strength 231.3 95.4 MPa 

 

 
Fig. 7: Weibull plots of C-ring fracture strength at room temperature and at 

1000°C in air. 
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The strength values plotted as Weibull distribution was similar to data of that of room 

temperature. However, a slight increase in Weibull modulus, m, from 5.6 to 6.2. Although, the 

change is not significant, there are possibilities of change in flaw distribution upon exposure to 

elevated temperature. Macroscopic observation indicated roughening of outer and fracture 

surfaces of the YSZ tubes. Microscopic and SEM studies should reveal more information on the 

strength controlling flaws and their influence on measured strength.  
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CONCLUSIONS 
 
Yttria stabilized Zirconia with 9.6% mol composition of Yttria exhibited reasonable strength but 

with low Weibull Modulus `m’. In air at 1000ºC, the strength of the YSZ component was 

reduced to less 50%. However the Weibull modulus of the YSZ remains relatively unchanged. 

The SCG parameter for the YSZ tubes at room temperature under constant humidity was 

calculated as n = 16.6 and D = 184.74 and implied a low susceptibility to SCG at room 

temperature. SEM analysis of failed C-rings indicated flaws originating from the surface and 

crack progressing transgranularly as the primary mode of fracture as. At low stress rates higher 

incidence of micro-cleavage in grains in visible as compared to grains failing at higher stress 

rates (50MPa/s). The higher incidences of micro-cleavage planes are due to the slow crack 

growth in the YSZ specimens. 
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Abstract 
 
The intent of this project was to demonstrate that Alaskan low-rank coal, which is high in 
volatile content, need not be ground as fine as bituminous coal (typically low in volatile 
content) for optimum combustion in power plants. The grind or particle size distribution 
(PSD), which is quantified by percentage of pulverized coal passing 74 microns (200 
mesh), affects the pulverizer throughput in power plants. The finer the grind, the lower 
the throughput. For a power plant to maintain combustion levels, throughput needs to be 
high. The problem of particle size is compounded for Alaskan coal since it has a low 
Hardgrove grindability index (HGI); that is, it is difficult to grind. If the thesis of this 
project is demonstrated, then Alaskan coal need not be ground to the industry standard, 
thereby alleviating somewhat the low HGI issue (and, hopefully, furthering the salability 
of Alaskan coal).  
 
This project studied the relationship between PSD and power plant efficiency, emissions, 
and mill power consumption for low-rank high-volatile-content Alaskan coal. The 
emissions studied were CO, CO2, NOx, SO2, and Hg (only two tests). The tested PSD 
range was 42 to 81 percent passing 76 microns. Within the tested range, there was very 
little correlation between PSD and power plant efficiency, CO, NOx, and SO2. Hg 
emissions were very low and, therefore, did not allow comparison between grind sizes. 
Mill power consumption was lower for coarser grinds.  
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1.  Executive Summary 
 
The intent of this project was to demonstrate that Alaskan low-rank coal, which is high in 
volatile content, need not be ground as fine as bituminous coal (typically low in volatile 
content) for optimum combustion in power plants. The grind or particle size distribution 
(PSD) affects the pulverizer throughput in power plants. The finer the grind, the lower the 
throughput. For a power plant to maintain combustion levels, throughput needs to be 
high. The problem of particle size is compounded for Alaskan coal since it has a low 
Hardgrove grindability index (HGI); that is, it is difficult to grind. If the thesis of this 
project is validated, then Alaskan coal need not be ground to the industry standard, 
thereby alleviating somewhat the low HGI issue (and, hopefully, furthering the salability 
of Alaskan coal).  
 
A total of 26 field tests were conducted at the Golden Valley Electric Association’s 
(GVEA) Healy Unit #1 to study the relationship between the PSD of pulverized coal 
being burnt at a power plant and its impact on power plant performance. The PSD was 
quantified, as is commonly done in the power industry, as the percentage passing 76 
microns (PSD76). Performance was measured through power plant efficiency (ratio of 
megawatt [MW] generated to MW burned as coal), mill power consumption, emissions 
(SO2, NOx, CO, and CO2) as measured by a continuous emissions monitoring system 
(CEMS), carbon content in fly ash and bottom ash, and Hg emissions in the stack. Other 
data collected included proximate analysis of raw coal, HGI of raw coal, and proximate 
analysis of pulverized coal. Operational data collected included mill amps, coal flow rate, 
air flow rate, and oxygen. 
 
The project reached the following conclusions about low-rank high volatile Alaskan coal: 
 

• For PSD in the tested range (40–80), there is very little correlation between the 
PSD of pulverized coal and power plant efficiency. 

• There is very little correlation between PSD and SO2, NOx, and CO. 
• The data displayed a correlation between PSD and CO2, with finer grinds 

resulting in higher concentration of CO2.  However, this correlation has been 
difficult to explain.  It could be a new revelation or an artifact of measurement 
errors. 

• Mill power consumption is greater when coal is ground more. Additionally, the 
HGI and coal flow rate impact mill power consumption. Harder coal was found 
to consume more power than softer coal, and power consumption went up as the 
coal flow rate increased. 

o If coal were to be burned at a PSD of 50 instead of 70, the 28 MW Healy 
Unit #1 would see a savings of over $56,000 per year. 

• Total Hg emissions are very low. 
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When the tests are split into two groups, one that averaged 50% passing 76 microns (the 
“coarse” group) and the other that averaged 73% passing 76 microns (the “fine” group), 
the following is observed: 

o The coal burned in the fine group had more moisture (17.4%) and less 
heating value (18,774 kJ/kg or 8078 BTU) compared to the coarse group 
(15.2% and 19,337 kJ/kg or 8320 BTU). On a HGI basis, the coal was 
harder in the coarse group (HGI=34) than in the fine group (HGI=37.8). 
The fixed carbon content was higher in the coarse group (32.3%) than in 
the fine group (29.5%). There was no difference in the ash and volatile 
contents. 

o The coarse group had higher unburned carbon in fly and bottom ash. 
However, this could be explained by its higher fixed carbon content. 

o The fine group had an efficiency of 23.75% compared to 23.05% for the 
coarse group. Given that the fine group only had six data points, the 
observed difference could be due to the very low number of tests in the 
fine group or due to differences in the coal type.  

o The coarse group had lower SO2 emissions, though the two groups had 
similar sulfur contents.  

• Observations not central to the project, but interesting nonetheless, included the 
following: 

o Pulverized coal samples that were underweight had PSDs similar to 
recommended weight samples. 

o PSD sometimes varied between pipes. The coal in pipe A1 was generally 
coarser than the coal in pipe A2. 
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2.  Experimental 
 
2.1  The Power Plant 
 
A total of 26 field tests were conducted at Golden Valley Electric Association’s 28 MW 
Healy Unit #1 power plant. The power plant, located on the banks of the Nenana River, is 
adjacent to the Usibelli Coal Mine (UCM). The mine provides low-rank high volatile coal 
to its customers, including GVEA. 
 
The power plant (Figure 2.1a shows the system) has been described in detail in Malav 
(2005). It has two pulverizers (or mills), A and B, which feed the combustion chamber 
through four pipes: A1, A2 and B1, B2.  
 
2.1.1  Pulverizers  
 
Unit #1 has two Foster-Wheeler MBF-19.5 pulverizers, each with a capacity of 
approximately 10,800 kg (24,000 lb) per hour. These medium-speed pulverizers (Figure 
2.1b) are air swept and have fixed rollers and vertical spindles. The plant is designed for a 
particle size of 65% passing 76 microns. The raw coal to the pulverizers is designed to be 
-32 mm (-1¼ in.) in size. The primary air, which comes to the pulverizers from the wind 
box, carries the pulverized coal to the classifiers. Particles that are finer than the desired 
size proceed through the classifiers to the combustion chamber, while the coarser 
particles continue to be retained in the pulverizer.  
 
2.2  Overview of Tests 
 
The basic goal of the project was to conduct the different tests at different PSDs (within 
operational limits) to examine how plant efficiency (ratio of MW, or MW generated to 
MW fed as coal) and emissions varied with PSD. However, since there is no direct way 
to “set” the PSD at a plant, tests were conducted by varying the primary air flow and 
classifier openings to achieve a target PSD. These two parameters affect the PSD of grind 
the most. The primary air flow through the pulverizer ensures that the coal remains in 
suspension. If the primary air flow is increased (without increasing the coal feed), coal 
does not reside in the pulverizer as long as before, resulting in coarser particles exiting 
the pulverizer. Similarly, the PSD is coarser when the classifiers are more open. The 
classifiers are simply vanes that direct the primary air to the outlet of the mill. 
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Figure 2.1a. System layout of GVEA Healy Unit #1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 

Figure 2.1b. The pulverizers (courtesy of GVEA). 
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Given that the PSD was never known at the time of testing (it was only known weeks 
after the test when the results returned from the lab), lab results often revealed that target 
PSD76 was not achieved for a given test. However, given the number of tests done, the 
required spectrum of PSD76 (from really coarse grind to really fine grind) was achieved. 
 
Test duration was usually in the two- to three-hour range. It depended on the duration for 
which the power plant could maintain experiment conditions. Factors such as load 
response or classifier settings could affect the power plant’s ability to maintain stable 
experiment conditions.  
 
The samples collected (and analysis done on them) during the tests are listed in Table 2.1. 
 
Table 2.1. Samples collected during tests 

Sample collected Analysis done on samples 
HGI 

Raw coal feed 
Proximate analysis 
PSD 

Pulverized coal 
Proximate analysis 

Bottom ash Unburned carbon 
Fly ash Unburned carbon 
Stack gas* Hg 

* Done only in two tests 
 
The samples shown in Table 2.1 were sent to commercial labs (SGS or Intertek) for 
analysis. In addition, the automated continuous emissions monitoring system (CEMS) 
was used to obtain data on various emissions such as CO, CO2, NOx, and SOx, and 
operational data such as mill amps, oxygen, coal flow rate, and primary air flow rate. 
 
2.3  Sampling 
 
2.3.1  Raw Coal Sampling 
 
Raw coal samples were collected from a sampling port located just above the pulverizers. 
Each mill, A and B, had a port for collecting raw coal samples. During a test, two 
samples, each approximately 9.5 L (2.5 gal) in volume were collected from each port. 
The diameter of the sampling port was 38 mm (1.5 in.). The two samples from the same 
port were combined, ultimately resulting in just two raw coal samples per test. Figure 2.2 
shows Dr. Terril Wilson and Mr. Abhishek Chowdhury (both with UAF) collecting the 
feed samples. 
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Figure 2.2. Raw (feed) coal sampling. 

 
 
 
 
 
 
 
2.3.2  Pulverized Coal Sampling 
 
Sampling of pulverized coal was by far the most challenging aspect of the project. ASTM 
standard D-197 was used as a guideline for this part for the first 22 tests, with the more 
stringent ISO 9931 standards used for the last 4 tests. See the next section for details on 
the number of pulverized coal samples that were taken during each test. 
 
Figure 2.3 shows the layout of the plant relevant to pulverized coal sampling. Two pipes 
from each mill carry air-pulverized coal mixture to the combustion chamber. Each of 
these four pipes, A1, A2, B1, and B2, have sampling ports, with each pipe having two 
perpendicular ports.  
 
 
 
 
 
 
 
 
 

 
 

 
Furnace 

Mill A Mill B 

C         C 
 
 
 
A1       A2      B1      B2

Section C-C 

Sampling two 
perpendicular  
cross-sections of 
each pipe 

 
 
 
Pipes A1, A2, B1, and B2 carry 
the pulverized coal-air mixture 
from the two mills, A and B, to the 
burners. 

Figure 2.3. Schematic showing pulverized coal sampling (Malav et al., 2008). 
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ASTM D-197 Sampling Procedure 
 
The ASTM D-197 sampling procedure is described in detail in ASTM manuals. For the 
sake of the reader, however, it is described briefly here. 
 
The process requires two sampling ports (in the pipe being sampled) that are 
perpendicular to each other, with the intent being to sample the pipe in two perpendicular 
directions (Figure 2.4). The sampling device consists of a probe connected to a cyclone 
collector (Figure 2.5). It connects to the port through a dustless connection. 
 
 
 

Figure 2.4. The perpendicular sampling ports. 

 

Figure 2.5. The sampling probe connected to the cyclone collector. 
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The procedure calls for isokinetic sampling of the air-coal mixture flowing through the 
pipe. The probe, which contained a sampling aperture of 197 sq. mm (0.305 sq. in.) near 
its tip, is inserted into the port. Over a period of 1 minute, it is slowly withdrawn from the 
pipe. During the withdrawal, the probe is stopped at 12 locations for about 5 seconds so 
that equal areas are sampled each time. This process is illustrated in Figure 2.6. 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 
Figure 2.6. Equal area method of sampling. Each sampling “stop” shown by a dark circle. 

 
The process is repeated at the other (perpendicular) port as well, resulting in a total 
sampling duration of two minutes per pipe. Due to limitations in the equipment, the 
sampling was not isokinetic. However, sample validity was verified using the Rosin-
Rammler plot (as directed by the ASTM method). 
 
Figure 2.7 shows the probe being set up for sampling. 
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Figure 2.7. From left to right, Srdhar Dutta, Dinesh Malav, and Rajive 
Ganguli (all with UAF) setting up the probe.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ISO 9931 Sampling Procedure 
 
During the course of this investigation, the sampling probe for the ASTM method got 
damaged. Therefore, GE Energy, which uses the ISO 9931 isokinetic sampling 
procedure, was hired to obtain the pulverized coal samples. This process is described in 
detail in ISO’s official manual1. However, it is described here briefly for the benefit of 
the reader. 
 
The method uses the Rotorprobe™, a GE Energy device certified for this method. The 
device (Figure 2.8) is similar to the ASTM method probe (shown in Figure 2.5), but with 
a major difference. The Rotorprobe has two sampling tips (each with two sampling 
apertures for a total of four apertures) that rotate on a vertical axis at the end of the probe. 
During sampling, the tips are rotated, resulting in the collection of samples from all 
around the pipe and not just from two perpendicular diameters. 

                                                 
1 www.iso.org 
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 Figure 2.8. GE Rotorprobe and control box. 
 
 
 
Figures 2.9 and 2.10 show sampling using the Rotorprobe procedure. A four-minute 
sample is collected from each pipe, during which time the tips are rotated twice (720°). 
During this rotation, however, the tips are paused for 15 seconds at 8 sampling points 
(similar to what is done in the previous method).   
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Figure 2.9. Dale Wilson, GE Energy, using the Rotorprobe. 

 
 
 
 
 
 
 
 
 
 

Figure 2.10. Frank Coen (GE Energy) and Rupali Panda (UAF) operating the 
Rotorprobe control box. 
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Quantification of PSD 
 
All pulverized coal samples were analyzed for PSD as percent passing 1180 microns, 600 
microns, 300 microns, 150 microns, 76 microns, and 38 microns (16 mesh, 28 mesh, 48 
mesh, 100 mesh, 200 mesh, and 400 mesh). This analysis was necessary for the Rosin-
Rammler plots. However, in the power plant industry, it is common to quantify the PSD 
of grind as percent passing 76 microns (200 mesh). Therefore, the same nomenclature is 
used throughout the report. The “PSD76” of a test implies the percentage of samples that 
are smaller than 76 microns, while “PSD” implies the entire particle size distribution.  
 
2.3.3  Bottom Ash Sampling 
 
Prior to the start of each test, the bottom ash was flushed out of the combustion chamber 
by flooding the bottom with water. At the conclusion of the test, the process was 
repeated, though modified slightly, so that a sample could be collected during the 
flushing. There was no other way to sample the bottom ash. This was a tedious process 
and somewhat hazardous. If not done carefully, hot embers flew out of the chamber when 
the access door was opened. GVEA staff was required to help take the samples. Figure 
2.11 shows the bottom ash sample being scooped up against the flaming red combustion 
chamber in the background. The wet sample was always air dried before being sent to the 
lab. 
 
 
 
 

Figure 2.11. Dr. Terril Wilson (UAF) scoops up the bottom ash sample. 
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2.3.4  Fly Ash Sampling 
 
GVEA Healy Unit #1 has a total of 12 fabric filters (bag houses), arranged in 2 columns, 
A and B, of 6 each. Figure 2.12 shows this arrangement. 
 
 
 

Figure 2.12. The arrangement of fabric filters on either side of the aisle. 
Rupali Panda and Abhishek Choudhury are seen at a distance handling the 
samples. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The fabric filters were emptied prior to each test. Every fabric filter had a sampling port 
and required a probe to obtain the samples. Samples from the same two rows in each 
column were pooled to obtain a composite sample. Therefore, each test resulted in three 
fly ash samples. Figure 2.13 shows a fly ash sample being taken. 
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Figure 2.13. Abhishek Choudhury collecting a fly ash sample. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.4  Reduction in the Number of Pulverized Coal Samples 
 
When the project was started, it was decided to take as many pulverized coal samples as 
possible during a three-hour test. However, given how expensive the analysis was, the 
team decided to examine if indeed that many samples were needed. 
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Initially, the team took six cycles of pulverized coal samples in three hours. A cycle is 
described as samples from all four pipes. Thus, a test typically yielded 24 samples. To 
examine the possibility of reduction in the number of samples, the obtained PSD76 
values from Test 1 were used in a statistical simulation, where “n” samples (out of 23 for 
Test 1) were randomly selected. Selection was such that a value was picked from every 
pipe (A1, A2, B1, and B2); that is, the selection was in complete cycles. Using the t-test, 
the selected group was compared to the entire sample group (size 23). This experiment 
was repeated 500 times for each “n.” The selected group was identical to the entire group 
over 95% of the time according to the t-test for all n≥4. Similar results were produced for 
Test 2 (24 samples total). 
 
Thus, the simulation from the first two tests showed that four samples were sufficient to 
estimate the average PSD76 during the test. Also, according to the same simulation, there 
was no improvement in the standard deviation of the means after 12 samples per test. 
Therefore, it was decided that there was no need to take more than 12 samples per test. 
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Figure 2.14. Lack of significant improvement of the standard deviation of means after 
10–12 samples.  
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3.  Results and Discussion 
 
The data are first presented followed by analysis. Tests 1 and 2 were part of the initial 
seed grant project and, therefore, did not include coal quality analysis. The only sample 
analysis that was done in Tests 1 and 2 was PSD of pulverized coal. 
 
3.1  Data from Tests 
 
3.1.1  Feed (Raw) Coal 
 
The data from raw coal that was fed into the pulverizers are shown in Table 3.1. The 
main goal of the raw coal analysis was determining the HGI. Other analyses (proximate) 
were done based on budget outlook. Note that proximate analysis was always done on 
pulverized coal.  
 
Table 3.1. Raw coal quality data 

 Ash Moisture Volatile  Sulfur Fixed 
Carbon 

kJ/kg (BTU/lb) HGI 

Test 3 11.7 27.2 34.3  0.21 26.9 16,907 (7275) 34 
Test 4 10.2 28.7 34.3 0.19 26.8 16,865 (7257) 31 
Test 5 11.9 25.2 35.2 0.22 27.7 17,309 (7448) 31 
Test 6             32 
Test 7             33 
Test 8             31 
Test 9 12.7 27.5 31.2 0.20 28.3 16,331 (7027) 37 
Test 10 12.2 27.4 31.7 0.19 28.7 16,479 (7091) 34 
Test 11 11.8 27.5 32.2 0.19 28.5 16,633 (7157) 36 
Test 12 12.3 27.5 32.0 0.21 28.2 16,461 (7083) 36 
Test 13 13.5 27.5 31.3 0.21 27.8 16,349 (7035) 36 
Test 14 12.3 27.0 31.6 0.22 29.2 16,747 (7206) 34 
Test 15 11.4 27.3 32.4 0.22 28.9 16,954 (7295) 32 
Test 16 12.7 27.1 32.3 0.21 28.0 16,540 (7117) 33 
Test 17 14.0 27.2 31.7 0.19 27.1   35 
Test 18 13.9 27.2 32.3 0.19 26.7   35 
Test 19 13.6 26.6 32.3 0.20 27.5   36 
Test 20 12.3 26.1 33.1 0.18 28.5   36 
Test 21 14.1 28.2 30.8 0.20 27.0   40 
Test 22 12.8 28.3 31.2 0.20 27.7   40 
Test 23 13.8 29.3 32.5 0.21 24.5   39 
Test 24 13.3 31.3 31.8 0.20 23.6   37 
Test 25 11.4 37.2 29.5 0.18 21.8   35 
Test 26 13.4 29.0 33.2 0.20 24.4   36 

NOTE: All values are as received (unless otherwise mentioned).  
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3.1.2  Pulverized Coal 
 
The pulverized coal was sampled for proximate analysis and PSD analysis.  
 
Table 3.2. Quality analysis of pulverized coal  

 Ash Moisture Volatile  kJ/kg (BTU/lb) Fixed 
Carbon 

Sulfur 

Test 1 15.8 14.1 38.7 19,094 (8216) 31.4  
Test 2 14.1 12.9 39.2 20,026 (8617) 33.9  
Test 3 13.8 15.6 40.0 19,329 (8317) 30.5 0.26 
Test 4 12.9 16.7 40.0 19,324 (8315) 30.4 0.24 
Test 5 13.0 16.0 40.4 19,552 (8413) 30.7 0.25 
Test 6 11.1 19.9 37.6 18,838 (8106) 31.4 0.23 
Test 7 11.6 18.4 37.7 19,096 (8217) 32.7 0.24 
Test 8 10.3 18.5 37.9 19,296 (8303) 33.3 0.23 
Test 9 13.6 17.5 36.3 18,564 (7988) 32.6 0.24 
Test 10 14.3 13.3 38.8 19,640 (8451) 33.9 0.24 
Test 11 14.1 13.1 38.0 19,856 (8544) 34.9 0.24 
Test 12 14.2 12.5 38.2 20,038 (8622) 35.2 0.24 
Test 13 15.5 15.5 36.7 18,941 (8150) 32.3 0.25 
Test 14 14.9 15.3 37.4 19,236 (8277) 32.5 0.27 
Test 15 14.5 15.0 37.6 19,310 (8309) 32.9 0.26 
Test 16 16.1 15.2 37.0 18,766 (8075) 31.7 0.24 
Test 17 15.6 15.1 39.9 19,868 (8162) 29.4  
Test 18 16.2 13.4 39.0 19,154 (8242) 31.4  
Test 19 15.6 12.9 39.3 19,459 (8373) 32.2  
Test 20 15.8 13.1 38.9 19,347 (8325) 32.2  
Test 21 15.1 17.9 37.4 18,357 (7899) 29.6  
Test 22 16.5 14.9 36.7 18,917 (8140) 31.9  
Test 23 13.9 17.9 39.0 19,029 (8188) 29.2  
Test 24 13.2 18.5 40.3 18,957 (8157) 28.1  
Test 25 14.9 18.0 38.1 18,671 (8034) 29.1  
Test 26 16.3 16.9 37.8 18,713 (8052) 29.0  

NOTE: All values are as received (unless otherwise mentioned)

 
Note (by comparing Tables 3.1 and 3.2) the seeming enrichment of the coal (in terms of 
heating value) by grinding. This occurs due to the loss of moisture during grinding. 
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The PSD76 data in the form of average percentage passing 76 microns (200 mesh) are 
given in Table 3.3.  
 

Table 3.3. The average PSD76 (% passing 76 microns or 200 mesh) for the tests 
 

 PSD76 
Test 1 49 
Test 2 42 
Test 3 46 
Test 4 48 
Test 5 48 
Test 6 50 
Test 7 52 
Test 8 46 
Test 9 55 
Test 10 54 
Test 11 52 
Test 12 46 
Test 13 51 
Test 14 52 
Test 15 52 
Test 16 51 
Test 17 46 
Test 18 49 
Test 19 48 
Test 20 50 
Test 21 66 
Test 22 70 
Test 23 75 
Test 24 67 
Test 25 78 
Test 26 81 

 
 
 
The average entire PSD, or percentage passing 1180 microns, 600 microns, 300 microns, 
150 microns, 76 microns, and 38 microns (or 16 mesh, 28 mesh, 48 mesh, 100 mesh, 200 
mesh, and 400 mesh, respectively), is presented as Rosin-Rammler (RR) plots in 
Appendix I. This is because such data are best understood graphically. RR plots are a 
standard way to visualize pulverized coal PSD. Notice how very little coal is retained 
coarser than 300 microns; that is, the points to the right of 300 microns (50 mesh) are 
close to zero. Also, as should be expected, the 3 points at 300, 150, and 76 microns 
usually form a straight line.  
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3.1.3  Fly Ash Data 
 
The fly ash samples were analyzed for ash; the carbon content in them was computed as 
100 - percent ashdry basis. The unburned carbon in fly ash for the various tests is given in 
Table 3.4.  
 

Table 3.4. The average unburned carbon in fly ash for the tests 
 

 Carbon in fly 
ash (%) 

Test 3 3.6 
Test 4 3.1 
Test 5 4.1 
Test 6 3.1 
Test 7 2.6 
Test 8 2.7 
Test 9 3.6 
Test 10 3.7 
Test 11 3.7 
Test 12 4.2 
Test 13 2.8 
Test 14 3.0 
Test 15 3.4 
Test 16 3.2 
Test 17 1.9 
Test 18 1.9 
Test 19 2.6 
Test 20 2.6 
Test 21 2.4 
Test 22 2.5 
Test 23 1.2 
Test 24 1.3 
Test 25 1.0 
Test 26 0.8 
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3.1.4  Bottom Ash Data 
 
The bottom ash samples were analyzed for ash; the carbon content in them was computed 
as 100 - percent ashdry basis. The unburned carbon in bottom ash for the various tests is 
given in Table 3.5. 
 

Table 3.5. The average unburned carbon in bottom ash for the tests 
 

 Carbon in 
bottom ash (%) 

Test 3 18.1 
Test 4 4.6 
Test 5 22.6 
Test 6 17.4 
Test 7 22.3 
Test 8 25.4 
Test 9 5.0 
Test 10 5.9 
Test 11 3.5 
Test 12 4.3 
Test 13 6.9 
Test 14 - 
Test 15 3.4 
Test 16 4.4 
Test 17 3.6 
Test 18 3.6 
Test 19 5.8 
Test 20 5.8 
Test 21 1.9 
Test 22 0.9 
Test 23 4.3 
Test 24 7.1 
Test 25 3.2 
Test 26 5.2 
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3.1.5  Emissions Data 
 
Table 3.6 lists the total Hg (mercury) data (particle bound, oxidized, and elemental) on 
the stack gas samples taken for Tests 23 and 24. Note that Hg testing was added to the 
project at the very end. A contractor (Alaska Source Testing, Anchorage, AK) was hired 
to sample the stack gases and measure Hg emissions using the Ontario-Hydro method.  
 

Table 3.6. Hg emissions through the stack 

Hg type (percent of total)  Hg, kg/hr (lb/hr)  
Particle 
bound 

Oxidized Elemental

Test 23 (finer) 0.000408 (0.000760) 0.19 34.03 65.78 
Test 24 (coarser) 0.000300 (0.000663) 0.66 14.02 85.31 

 
The other emissions—SO2, NOx, CO, and CO2—were measured using the automated 
CEMS. The data are presented in Table 3.7. 
 

Table 3.7. Emissions data from continuous emissions monitoring system 

 SO2 
(ppm) 

NOx 
(ppm) 

CO 
(ppm) 

CO2 
(%) 

Test 3 113 164 817 11.3 
Test 4 104 158 1423 11.2 
Test 5 113 175 1474 10.6 
Test 6 120 151 937 11.9 
Test 7 119 150 918 11.9 
Test 8 131 157 797 11.8 
Test 9 121 147 1654 11.6 
Test 10 107 145 2708 11.7 
Test 11 115 149 1779 11.3 
Test 12 121 150 1725 11.4 
Test 13 120 153 1300 11.8 
Test 14 129 156 2715 11.8 
Test 15 107 165 561 11.3 
Test 16 119 168 1990 11.7 
Test 17 114 165 363 11.2 
Test 18 115 166 411 11.3 
Test 19 107 161 483 11.4 
Test 20 144 164 549 11.5 
Test 21 137 159 321 12.9 
Test 22 135 153 718 12.5 
Test 23 112 134 1096 12.3 
Test 24 123 136 1489 12.4 
Test 25 133 154 221 12.4 
Test 26 136 156 201 12.5 

 24



 
3.1.6  Operational Data 
 
The operational data from CEMS are given in Table 3.8. 
 

Table 3.8. Operational data from CEMS 
 

 Coal flow 
rate kg/hr 

Oxygen Mean 
MW 
generated

Mill 
amps 

Test 3 22,615 2.60 28.12 83.5 
Test 4 23,709 2.54 28.29 88.9 
Test 5 22,828 2.96 27.92 87.4 
Test 6 22,850 2.30 28.47 89.5 
Test 7 23,780 2.37 28.24 90.0 
Test 8 22,460 2.29 28.45 88.6 
Test 9 22,778 3.18 28.28 80.9 
Test 10 22,505 3.20 28.33 77.5 
Test 11 22,377 3.66 28.26 75.3 
Test 12 22,429 3.79 28.29 72.1 
Test 13 23,346 2.29 28.11 90.3 
Test 14 23,084 2.57 28.11 88.3 
Test 15 22,729 2.76 28.07 85.8 
Test 16 23,466 2.75 28.03 81.2 
Test 17 22,635 2.75 28.14 74.6 
Test 18 22,719 2.74 28.05 74.2 
Test 19 22,279 2.49 28.04 74.1 
Test 20 22,365 2.51 27.99 74.8 
Test 21 22,761 2.75 28.41 91.1 
Test 22 22,967 2.73 28.55 91.9 
Test 23 22,663 2.00 27.88 93.7 
Test 24 22,721 2.08 28.06 91.5 
Test 25 22,465 2.33 28.07 93.7 
Test 26 22,688 2.25 28.05 92.9 

 
 
Note that the oxygen data are presented here to satisfy reader curiosity. The presented 
oxygen data are very difficult to use in any analysis since the plant setup (the path taken 
by the air and the location of the oxygen sensor) does not allow a direct relationship to be 
drawn between the oxygen and the nature of combustion. 
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3.2  Analysis 
 
In this section, the important relationships are presented first, followed by other 
interesting observations.   
 
3.2.1  PSD Versus Power Plant Efficiency 
 
The efficiency of the power plant was computed as the ratio of energy burned as coal to 
energy generated as electricity. The energy burned as coal is computed from the coal 
flow rate (Table 3.8) during a test and the coal calorific value (Table 3.2), while the MW 
generated is directly obtained (Table 3.8). 
 
Table 3.9 presents the efficiency of the tests.   
 

Table 3.9. The average PSD76 (% passing 76 microns or 
200 mesh) and power plant efficiency for the tests 

 
 PSD76 Efficiency
Test 1 49 0.2299 
Test 2 42 0.2305 
Test 3 46 0.231 
Test 4 48 0.222 
Test 5 48 0.225 
Test 6 50 0.238 
Test 7 52 0.224 
Test 8 46 0.236 
Test 9 55 0.240 
Test 10 54 0.230 
Test 11 52 0.229 
Test 12 46 0.226 
Test 13 51 0.228 
Test 14 52 0.228 
Test 15 52 0.230 
Test 16 51 0.229 
Test 17 46 0.236 
Test 18 49 0.232 
Test 19 48 0.232 
Test 20 50 0.233 
Test 21 66 0.244 
Test 22 70 0.236 
Test 23 75 0.2323 
Test 24 67 0.2342 
Test 25 78 0.2406 
Test 26 81 0.2377 

 
 
 
 

 26



The relationship between the PSD76 and efficiency is weak, as shown in Figure 3.1. 
 
 

PSD vs. Efficiency y = 0.0003x + 0.2179

R2 = 0.2658

0.22
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0.245
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Figure 3.1. PSD of pulverized coal vs. plant efficiency. 

Finer PSDs Coarser PSDs 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The plot in Figure 3.1 makes the presence of two clusters of PSD76, one to the left of 60 
(coarser PSD76) and the other to the right (finer PSD76), very evident. Therefore, it is 
tempting to compare the two clusters. The coarser PSD76 averaged 50% passing 76 
microns, while the finer PSD76 averaged 73% passing 76 microns.   
 
Table 3.10 presents the previous table (Table 3.9) as two separate clusters. 
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Table 3.10. The two separate groups of PSD76 tested in the project 
 

Cluster 1: Coarse PSD76  Cluster 2: Fine PSD76 
 PSD76 Efficiency   PSD76 Efficiency 

Test 2 42 0.2305  Test 21 66 0.244 

Test 3 46 0.231  Test 24 67 0.2342 

Test 8 46 0.236  Test 22 70 0.236 

Test 12 46 0.226  Test 23 75 0.2323 

Test 17 46 0.236  Test 25 78 0.2406 

Test 4 48 0.222  Test 26 81 0.2377 

Test 5 48 0.225     

Test 19 48 0.232     

Test 1 49 0.2299     

Test 18 49 0.232     

Test 6 50 0.238     

Test 20 50 0.233     

Test 13 51 0.228     

Test 16 51 0.229     

Test 7 52 0.224     

Test 11 52 0.229     

Test 14 52 0.228     

Test 15 52 0.23     

Test 10 54 0.23     

Test 9 55 0.24     

 
 
The average efficiencies of the two groups are 0.2305 and 0.2375, with the finer PSD76 
having an efficiency about 3% higher than the coarser PSD76. However, the almost 
similar efficiencies are statistically different (t-stat: 3.44) when their means are compared 
by t-tests (assuming unequal variances). The t-test could be done since efficiency and 
PSD76 data in the two groups were normally distributed. 
 
To explore if the difference in efficiency can be explained by factors other than PSD76, 
the coal quality (ash, volatile content, moisture, unburned carbon in fly ash and bottom 
ash, and oxygen) differences were studied. Note, however, that coal quality can only be 
used as a very broad guide when discussing combustion, since similar coals can often 
have very different combustion performance/characteristics while different coals have 
similar performance/characteristics (Carpenter et al., 2007). 
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Fuel Type Comparison 
 
Table 3.11a summarizes the coal quality comparison. A comparison based on t-test was 
not done for any data group that failed the Anderson-Darling test for normality. Such 
groups are identified with an “N/A” under the t-stat column. 
 
Table 3.11a. Comparison in the coal quality of the coal burned in coarser PSD76 tests 
and finer PSD76 tests (quality values are for pulverized coal unless mentioned otherwise) 
 

Average  
Coarser Finer 

t-stat Significant* 
difference? 

Ash 14.15 14.98 1.28 No 
Volatile content  38.43 38.22 0.37 No 
Volatile contentRC  32.5 31.5 1.66 No 
Moisture 15.2 17.35 N/A N/A 
MoistureRC 27.1 30.6 MWT Yes 
Heat Val, kJ/kg 
(BTU) 

19,337 
(8320) 

18,774 
(8078) 

4.1 Yes 

Fixed carbon content 32.3 29.5 N/A N/A 
HGI 34 37.8 3.8 Yes 

* at 95% confidence  RC: Raw Coal  MWT: Mann-Whitney Test 

 
The ash and volatile contents are statistically similar for the two groups, with the 
pulverized coal volatile content being almost identical. However, there appears to be a 
difference in the moisture content, though the significance of the difference cannot be 
estimated for pulverized coal. The Mann-Whitney2 test, which could be applied to the 
raw coal data (for moisture), implied that the moisture content was higher for finer 
PSD76. Higher moisture coals are more reactive, leading to more complete combustion 
and higher efficiencies. In this case, the finer grinds had over 14% more moisture than 
coarser PSD76. But higher moisture also means loss of heat in converting the moisture to 
steam, thereby lowering efficiency.  
 
The fixed carbon content is higher in the coarser test coals. Since the fixed carbon data 
for the fine group were not normally distributed, a significance test could not be done to 
compare the two groups based on fixed carbon. Therefore, whether the difference is 
significant is unknown. When combined with their lower moisture contents, it is no 
surprise that they (coarser test coals) have higher heating values, though the heating value 
is impacted by more than just moisture and fixed carbon. Also, heating value is not an 
indicator of the quality and nature of combustion (Carpenter et al., 2007). 
 
While the moisture content and fixed carbon probably help improve the efficiency of the 
coarser tests, their lower HGIs probably hurt their efficiencies. It is not possible to know, 
of course, if these two factors compensated for each other. 
 
Unburned Carbon Comparison 
 

                                                 
2 http://faculty.vassar.edu/lowry/utest.html 
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The unburned carbon (Table 3.11b) was also examined to understand the performance of 
the tests. The t-test was not applicable for bottom ash data, as the data for unburned 
carbon in bottom ash (coarse group) were not normally distributed.  
 
Table 3.11b. Comparison of unburned carbon 
 

Average  
Coarser Finer 

t-stat Significant* 
difference? 

Unburned carbon  
(fly ash) 

3.1 1.53 4.65 Yes 

Unburned carbon  
(bottom ash) 

9.56 3.77 N/A N/A 

* at 95% confidence   

 
The unburned carbon in both fly ash and bottom ash are higher for coarser PSD76, which 
would suggest that there was loss of carbon when coal was burned coarser. This type of 
observation is standard in bituminous coal and could explain the lower efficiencies of 
coarser grind combustion. However, with Alaskan low-rank coal (according to US DOE 
researchers Freeman et al., 1996), almost complete burnout is typical even at significantly 
coarser grinds. Also, the higher unburned carbon contents can be very easily explained by 
the fixed carbon contents of the two groups. As presented earlier, the coarser tests had 
higher fixed carbon content than finer grinds, which could have resulted in higher 
unburned carbon. This is especially possible since the fixed carbon content percentage 
applies to the entire tonnage that is burned, while the unburned carbon percentage applies 
only to a small portion of the total tonnage.  
 
An additional issue that prevents the aggressive use of unburned carbon values in 
differentiating the two groups would be the quality of bottom ash samples. As described 
in section 2.3.4, the bottom ash sampling was not ideal since samples had to be collected 
from whatever bottom ash washed out. Whether these samples are representative of the 
bottom ash is anybody’s guess. As seen in Table 3.5, bottom ash values have had a wide 
range.  
 
Coarse Versus Fine Efficiency Comparison: Summary 
 
The aforementioned factors provide a fuzzy picture with regard to efficiency. One should 
also take into account that the finer grind group has only 6 data points compared with the 
coarse group, which has 18–20 data points. Since the difference in efficiency is small, a 
single high/low data point in the finer group (in a future test) could blur the differences. 
Also notable is that 7 out of the 20 tests in the coarse group have efficiency values that 
are within the fine group PSD76 range. 
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3.2.2  PSD76 Versus SO2, NOx, CO, and CO2 Emissions 
 
Figures 3.2 to 3.5 show the relationship between PSD76 and SO2 (ppm), NOx (ppm), CO 
(ppm), and CO2 (%).  
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Figure 3.2. PSD76 vs. SO2 (ppm). 

y = -0.4091x + 178.38

R2 = 0.2107

120

130

140

150

160

170

180

40 45 50 55 60 65 70 75 80 85

Figure 3.3. PSD76 vs. NOx (ppm). 
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 Figure 3.4. PSD76 vs. CO (ppm). 
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Figure 3.5. PSD76 vs. CO2 (%). 
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Other than PSD76 versus CO2, all the other relationships appear weak. As was done 
before, the tests were split into two groups: coarse (percent passing 76 microns at 55 and 
below) and fine. 
 
Table 3.12. Comparison of emissions between coarser PSD76 tests and finer PSD76 tests 
 

Average  
Coarser Finer 

t-stat Significant* 
difference? 

SO2 118 129 2.5 Yes 
NOx 158 149 1.9 No 
CO 1256 674 2.1 No 
CO2 11.5 12.5 8.8 Yes 

* at 95% confidence interval 

 
SO2 and CO2 emissions seem to rise with finer grind. When sulfur (from Table 3.1) was 
explored as a possible reason for higher SO2, it was found that there was no correlation 
(R2 of 0.001) between the two (S and SO2). The sulfur contents of the coarse group could 
not be compared to the fine group since the sulfur data of the fine group was not normally 
distributed. 
 
As regards CO2, fixed carbon was explored as a reason. As presented earlier, the fixed 
carbon contents of pulverized coal were higher for coarser grinds (mean: 32.3%) than for 
finer grinds (mean: 29.5%). Thus, the CO2 emissions are contrary to what would be 
suggested by the fixed carbon contents. The finer tests did have higher moisture content, 
as seen in Table 3.11a. Higher moisture content could have increased CO2 and SO2 
emissions, though a direct correlation between them (moisture content of pulverized coal 
and CO2 and SO2 concentration) shows negligible correlation (Figure 3.6).  
 
 
 

Figure 3.6. Negligible correlation between moisture content of coal and SO2 and CO2 
emissions. 
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Note that higher moisture content (as for finer grinds) usually results in higher amounts 
of flue gases. Therefore, higher concentrations (in higher amounts of flue gases) of 
emissions are especially significant. 
 
The CO2 observation is critical in light of the current global sensitivity to CO2 emissions.  
The implication of Figure 3.5 and Table 3.12 is that by burning low-rank Alaskan coal at 
a PSD76 of 50% instead of 70%, one could reduce the CO2 emissions concentration by 
about 8% (the difference between 11.5% and 12.5% concentration), though reducing the 
concentration of emissions is not the same as reducing the total quantity of emissions. 
Unfortunately, total CO2 emissions could not be studied, as neither the power plant nor 
the research was set up to conduct a carbon mass balance at the level necessary to 
conclude on CO2 emissions.  Additionally, it is difficult to explain the relationship.  
Measurement bias in the CEMS is a possibility since CO2 data from 2005 (on days of the 
test but not during the test) reveal lower values of emitted CO2 compared to 2006 and 
2008.  Since CO2 tonnage values are based on many constants and assumptions, it is 
possible that a change was made to a factor that resulted in slightly higher values of CO2.  
Note that this is only a suspicion and could not be verified. 
 
Given the current importance of CO2, PSD – CO2 relationship may be worth examining. 
 
3.2.3  PSD76 Versus Hg 
 
Not much can be said about the relationship of PSD76 versus HG besides to note that Hg 
emissions through the stack are very small. These emissions are so close to detection 
limits that the difference evident in Table 3.6, where the coarser test had the lower Hg 
emissions, is negligible.  
 
3.2.4  PSD76 Versus Mill Power Consumption 
 
Ganguli and Bandopadhyay (2008) examined the relationship between mill power 
consumption and PSD76 based on data from Tests 3–22. A direct relationship between 
mill power consumption and PSD76 was not observed (Figure 3.7a).  
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Figure 3.7a. Almost negligible relationship between PSD76 and specific 
mill amperage (Ganguli and Bandopadhyay, 2008). 

 
When HGI and coal flow rates were factored in, the following relationship was observed: 
 
 Amps = -26.3113 + 0.908*PSD76 – 1.652*HGI + 0.00523*Flow (3.1) 
 
where Amps is the combined amperage of the two mills and Flow is the coal flow rate in 
kg/hr. 
 
The correlation coefficient for the relationship jumped from 0.22 (Figure 3.7a) to 0.64. 
Additionally, the coefficients for PSD76, HGI, and Flow were all significant, implying 
that these factors play a role in influencing Amps. Since PSD76 and Flow had positive 
coefficients, the relationship implies that as PSD76 and Flow go up, so do Amps, which 
makes sense.  
 
When Figure 3.7a was updated with data from Tests 23–26, a direct correlation between 
PSD76 and power consumption appeared (Figure 3.7b). 
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Figure 3.7b. Power consumption increases as PSD76 increases (becomes finer). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Equation (3.1) was updated also with the data from Tests 23–26: 
 
 Amps = -76.7 + 0.584*PSD – 0.942*HGI + 0.0071*Flow (3.2) 
 
The addition of the new data further improved the correlation coefficient to 0.68. The 
coefficients for PSD76, HGI, and Flow were all significant. The residuals from applying 
Equation (3.2) were centered at zero and passed the Anderson-Darling test for normality, 
thus validating Equation (3.2). 
 
When the mill power consumption was studied on a coarse grind versus fine grind basis 
(Tables 3.8 and 3.10), the coarse grind tests consumed 13.34% less power (0.0036 amps 
per kg/hr) than the fine grind tests (0.0041 amps per kg/hr). The t-test was not applicable 
to the data; hence, no estimate of the significance of the difference is provided.  
 
Equation (3.2) can be utilized to compute the savings in mill power consumption from 
coarse grinding. The electricity costs for the mill can be computed by the equation 
 
 Amps*Voltage*        *power factor*Hours*Cost of saving electricity 3
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Since the mills are run at about 2.4 kV, 0.7 power factor, 365 days a year, with a 95% 
availability, the cost is (at 20 cents per kwh3 at Healy Unit #1) 
 
 Cost = Amps*2.4*1.732*0.7*(365*24)*0.95*0.2 (3.3) 
 
If the power plant were to be run at 50% passing 76 microns instead of 70% passing 76 
microns, the savings would be (from Equation [3.3]) 
 
 (Amps70 – Amps50)*4843 (3.4) 
 
For the same HGI and Flow, applying Equations (3.2) to (3.4), 
 
 Savings = 0.584*(70-50)*4843 (3.5) 
 
  = $56,566 
 
Ganguli and Bandopadhyay (2008) did not consider power factor, three-phase motors 
(which introduces the        in Equation [3.3]), and power source selection methodology in 
their computation. 

3

3.2.5  Other Relationships 

 
In this section, issues or relationships not directly related to project objectives are 
discussed/presented.  
 
3.2.5.1  Effect of Lower Weight Sample 
 
As evident from the previous sections, Alaskan low-rank coal is very moist, which makes 
sampling difficult. The moist pulverized coal had a tendency to run and clog the sampler. 
This often caused samples to be lower in weight than the recommended weight. 
Therefore, it was of interest to see if the lower-weight (LW) samples had a different PSD 
(and PSD76) than the recommended-weight samples.  
 
The recommended weight is computed based on the coal flow, sampling aperture, and 
sampling duration as follows: 
 
 W = (a / A)*Flow in Pipe/minute 
 
where W is the sample to be collected per minute, a is the area of the aperture in the 
sampling probe, A is the internal area of the pipe, and Flow in Pipe/minute is self-
explanatory. Since the sampling duration was 2 minutes for the first 22 tests, the 
computed sample weight was 2W. The recommended weight, Wr, was 
 
 90% of 2W <= Wr <= 110% of 2W 
 

                                                 
3 The in-plant cost to generate electricity is 6.5¢/kwh. However, reduced mill power consumption makes 
more electricity available for the grid. Since the cheapest power source is always selected by the grid, more 
available power implies cutting down on electricity that is otherwise 20–25¢/kwh. 
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For example, in Test 1 the flow rate was 11,583 kg/hour for mill A, or 5791.5 kg/hr 
through pipes A1 and A2. The ratio of the areas was 0.001726, resulting in W = 333.2 
grams. Therefore, the recommended weight was between 299.9 grams and 366.5 grams.  
Note that the above method does not apply to data from tests that used the ISO sampling 
method (Tests 23-26). 
 
Tests 1 and 2 had samples that were either recommended weight or under weight. 
Therefore, they presented an excellent opportunity for comparison. WR is the ratio of the 
actual weight of the sample to the recommended weight. Since multiple samples were 
taken in each test, each sample usually being just minutes apart from the next one, this 
was an appropriate comparison. The comparison is done on a pipe basis as PSDs between 
pipes can and do vary (discussed later).  
 
Tables 3.13a–3:13e present the results, while Figures 3.8–3.12 present the Rosin-
Rammler (RR) plots. Note in the figures that the x-axis is labeled in SI units at the top 
and in US mesh sizes at the bottom, while the y-axis is percentage retained (and not 
percentage passing, as in the tables).  
 
From the tables, it is apparent that particle sizes coarser than 150 microns are captured in 
identical proportions in samples of all sizes, while the RR plots and Figure 3.13 show that 
the PSD76 (the benchmark number since it was used in all analyses) is near-identical 
between lower-weight and recommended-weight samples in each case. In other words, 
the same line is a good fit no matter whether we fit the “red” dots or the “blue” dots.  
Table 3.13a. PSD76 (% passing) of lower-weight samples vs. recommended-weight 
samples for Pipe A1 in Test 1 
 

Lower weight Recommended weight Sample 
size  Ave  Ave 
WR 81.5 60.5 86.5 76.2 93.2 94.6 93.9 
1180+ 100 100 100 100.0 100 100 100 
600 – 
1180 

100 100 100 100.0 100 100 100 

300 – 600 100 100 100 100.0 100 100 100 
150 – 300 98.9 100 98.9 99.3 98.7 100 99.4 
76 – 150 83 87.21 87.5 85.9 84.3 86.9 85.6 
38 – 76 44.5 57.0 52.4 51.3 49.1 50.0 49.6 
0 – 38 19.9 27.7 25.0 24.2 23.1 20.3 21.7 
        
PSD76    51.3   49.6 
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Figure 3.8. Rosin-Rammler plot of the average particle size distribution for the lower-weight 
samples and those of recommended weights (Pipe A1, Test 1). 
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Table 3.13b. PSD76 (% passing) of lower-weight samples vs. recommended-weight 
samples for Pipe A2 in Test 1 
 

Lower weight Sample size 
 Ave 

Recommended 
weight 

 
WR 77.1 88.7 48.3 58.5 68.2 105.0 
1180+ 100 100 100 100.0 100.0 100.0 
600 – 1180 100 100 100 100.0 100.0 100.0 
300 – 600 100 100 100 100.0 100.0 100 
150 – 300 98.9 99.0 100 98.5 99.1 100 
76 – 150 85.4 84.8 89.1 80.4 84.9 85.7 
38 – 76 50.5 48.9 59.2 40.4 49.8 50.1 
0 – 38 22.1 22.3 29.3 18.3 23.0 23.2 
       
PSD76     49.8 50.1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe A2, Test 1). 
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Table 3.13c. PSD76 (% passing) of lower-weight samples vs. recommended-weight 
samples for Pipe A2 in Test 2 
 

Lower weight Recommended weight Sample 
size  Ave  Ave 
WR 55.6 73.8 86.6  72 103.9 91.2 97.55 
1180+ 100 100 100  100 100 100 100 
600 – 
1180 

100 100 100  100 100 100 100 

300 – 600 100 100 100  100 100 100 100 
150 – 300 98.7 98.7 100.0  99.1 100 98.37 99.2 
76 – 150 86.2 80.5 80.1  82.3 80.35 80.51 80.4 
38 – 76 52.0 47.6 43.4  47.6 46.48 40.75 43.6 
0 – 38 26.5 25.2 21.9  24.5 21.14 19.31 20.2 
         
PSD76     47.6   43.6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe A2, Test 2). 
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Table 3.13d. PSD76 (% passing) of lower-weight samples vs. recommended-weight 
samples for Pipe B1 in Test 2 
 

Lower weight Recommended weight Sample 
size  Ave  Ave 
WR 88.5 82.0 85.3 92.1 104.2 97.1 97.8 
1180+ 100 100 100 100 100 100 100 
600 – 
1180 

100 100 100 100 100 100 100 

300 – 600 100 100 100 100 100 100 100 
150 – 300 97.3 100 98.7 97.6 100 100 99.2 
76 – 150 70.6 73.5 72.1 75.4 71.35 75.0 73.9 
38 – 76 36.6 38.5 37.5 38.7 36.4 38.9 38.0 
0 – 38 17.5 17.7 17.6 17.5 17.5 18.81 17.9 
        
PSD76   37.5    38.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe B1, Test 2). 
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Table 3.13e. PSD76 (% passing) of lower-weight samples vs. recommended-weight 
samples for Pipe B2 in Test 2 
 

Lower weight Sample 
size  Ave 

Recommended 
weight 

WR 86.3 77.4 70.9 54.5 54.8 68.78 92.1 
1180+ 100 100.0 100.0 100.0 100.0 100 100 
600 – 1180 100 100.0 100.0 100.0 100.0 100 100 
300 – 600 100 100.0 100.0 100.0 100.0 100 100 
150 – 300 97.6 100.0 97.7 97.7 100.0 98.6 100 
76 – 150 74.9 74.3 77.9 78.3 77.3 76.5 71.9 
38 – 76 38.3 44.1 44.4 46.4 47.0 44.0 43.2 
0 – 38 18.6 20.6 22.9 23.5 24.0 21.9 22 
        
PSD76      44.0 43.2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe B2, Test 2). 
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Figure 3.13. Comparing the PSD76 of the samples that are lower weight (LW) to those 

W). 
 
that are of recommended weight (R 

 
The average PSD76 of the two sets were 46 and 45, respectively, for LW and RW.   
 
In summary, it can be concluded that underweight samples were similar to the samples 
with the recommended weight. 
 
3.2.5.2  PSD in Different Pipes  
 
Table 3.14 presents the average PSD76 (percent passing 76 microns) in each of the four 
pipes for the various tests. Remember that A1 and A2 carry coal from mill A, while B1 
and B2 carry coal from mill B. From Figures 3.14 and 3.15, it appears that while A1 and 
A2 seemed to have a consistent difference in their PSD76 (with A2 always being a bit 
finer), that was not the case for B1 and B2. However, the data demonstrate that in any 
particular test it was possible that the four pipes could have PSD76s that are different 
from each other. In other words, in any test, all four pipes should be sampled to 
determine the average PSD76 being burned.  
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Table 3.14. The average PSD76 in the four pipes for the tests 
 

 A1 A2 B1 B2 
Test 3 41.2 47.2 44.9 51.0 
Test 4 40.3 42.8 56.2 54.2 
Test 5 41.5 51.7 49.0 50.4 
Test 6 48.4 54.9 48.9 47.3 
Test 7 52.7 55.6 51.7 49.5 
Test 8 46.7 50.1 40.3 46.0 
Test 9 52.1 56.4 54.7 60.0 
Test 10 43.2 58.9 55.2 57.6 
Test 11 42.3 65.3 48.3 53.8 
Test 12 33.2 46.5 55.7 47.6 
Test 13 49.1 50.2 57.0 59.0 
Test 14 40.3 56.5 55.2 54.6 
Test 15 56.1 44.7 52.1 54.5 
Test 16 40.9 54.0 61.5 46.0 
Test 17 37.1 50.0 51.0 44.8 
Test 18 38.8 47.5 64.5 44.7 
Test 19 38.6 45.8 59.9 46.9 
Test 20 39.9 49.7 58.4 50.4 
Test 21 62.0 64.0 69.0 68.1 
Test 22 64.6 66.3 72.9 74.2 
Test 23 79.2 77.5 74.7 68.5 
Test 24 66.8 68.6 66.2 63.4 
Test 25 83.8 85.7 71.4 72.7 
Test 26 84.8 86.8 77.9 76.1 
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PSD: A1 v. A2
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Figure 3.14. The coal in pipe A2 is usually finer than A1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.15. No consistent difference in the PSD76 between pipes B1 and B2. 

PSD: B1 v. B2
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4.  Conclusions and Recommendations 
 
4.1  Conclusions 
 
Through a series of field tests at GVEA’s Healy Unit #1, this project reached the 
following conclusions about low-rank high-volatile-content Alaskan coal: 
 

• For PSD76 in the tested range (40–80), there is very little correlation between 
the PSD76 of pulverized coal and power plant efficiency. 

• There is very little correlation between PSD76 and SO2, NOx, and CO. 
• The data displayed a correlation between PSD and CO2, with finer grinds 

resulting in higher concentration of CO2.  However, this correlation has been 
difficult to explain.  It could be a new revelation or an artifact of measurement 
errors. 

• Mill power consumption is greater when coal is ground more. Additionally, 
HGI and coal flow rate impact mill power consumption. Harder coal was found 
to consume more power than softer coal, and power consumption rose as the 
coal flow rate increased. 

o If coal were to be burned at a PSD76 of 50 instead of 70, the 28 MW 
Healy Unit #1 would see a savings of over $56,000 per year. 

• Total Hg emissions are very low. 
• When the tests are split into two groups, one that averaged 50% passing 76 

microns (the “coarse” group) and the other that averaged 73% passing 76 
microns (the “fine” group), the following is observed: 

o There was a difference in the quality of coal in the two groups. The coal 
burned in the fine group had more moisture (17.4%) and less heating value 
(18,774 kJ/kg or 8078 BTU) compared with the coarse group (15.2% and 
19,337 kJ/kg or 8320 BTU). On a HGI basis, the coal was harder in the 
coarse group (HGI=34) than in the fine group (HGI=37.8). The fixed 
carbon content was higher in the coarse group (32.3%) than in the fine 
group (29.5%). There was no difference in the ash and volatile contents. 

o The coarse group had higher unburned carbon in fly and bottom ash. 
However, this could be explained by its higher fixed carbon content. 

o The fine group had an efficiency of 23.75% compared with 23.05% for the 
coarse group. Given that the fine group only had six data points, the 
observed difference could be due to the very low number of tests in the 
fine group or due to differences in the coal type.  

o The coarse group had lower SO2 emissions, though the two groups had 
similar sulfur contents. 

• Observations not central to the project, but interesting nonetheless, include the 
following: 

o Pulverized coal samples that were underweight had PSD76 samples 
similar to recommended weight samples. 

o The PSD76 sometimes varied between pipes. The coal in pipe A1 was 
generally coarser than the coal in pipe A2. 
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4.2  Conclusions: Implications 
 
This project has profound implications for the US coal and power industries, since a 
significant portion of the two industries involves coal (such as the Powder River Basin 
[PRB] coal) similar to the tested low-rank high-volatile-content Alaskan coal:  
 
Help Sell Low-Rank Alaskan Coal 
 
The primary conclusion of the project, that low-rank high volatile coal can be burned at a 
coarser particle size than the industry standard for bituminous coal, makes Alaskan coal 
attractive to utilities which otherwise are deterred by its hardness. This project implies 
that utilities can improve mill throughput simply by not grinding the coal as much. 
Alaska has had issues exporting its low-rank coal because of hardness concerns. This 
project will go a long way towards alleviating those concerns, and hopefully will help sell 
Alaskan coal to Pacific Rim and other nations, which would help the Alaskan economy. 
 
Provide Significant Savings ($$$) in Energy Costs 
 
Another important implication is the cost savings with coarser grind, which, as the cost of 
energy rises, will become substantial. The savings for GVEA, which is a relatively small 
utility, is not insignificant (over $56,000/year). The savings for larger utilities around the 
country would be substantially greater, though plants burning blends would see less in 
savings. 
 
Reduce CO2 Emissions 
 
Though CO2 emissions were specifically not the focus of this project, it may be that the 
most important, though currently dubious, conclusion of the project is that CO2 emissions 
are related to the PSD of low-rank coal. In the near future, CO2 emissions will prove very 
expensive to utilities. What the project data imply is that by simply burning low-rank 
high-volatile-content coal at a coarser grind, a utility could reduce its emissions by as 
much as 8% without incurring any cost or lowering plant efficiency. Power plants 
burning tested-type coal as part of a blend will not see the entire benefit. Still, given that 
PRB coals amount to approximately 40% of the coal-based electricity in the US4, the 
savings or prevented-cost is huge. According to the US DOE5, the cost of CO2 removal is 
in the $27/ton to $70/ton range. An 8% reduction in CO2 generation will result, therefore, 
in substantial prevented-cost.  
 
Unfortunately, as mentioned before, the CO2 projections from this project are just 
observations rather than phenomena explained by other data/observations. That is 
because this research project was never designed to conduct a carbon mass balance, 
something that would be essential to make firm conclusions on CO2 emissions. However, 
given the importance of the issue and the fact that observed data cannot, and should not, 
be dismissed, this significant observation/conclusion needs more fundamental research 
for verification and explanation.  

                                                 
4 http://en.wikipedia.org/wiki/Powder_River_Basin 
5 http://www.netl.doe.gov/technologies/carbon_seq/FAQs/benefits.html# 
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4.3  Recommendations 
 
It is recommended that 
 

• power plants that burn low-rank high-volatile-content coals examine the effect of 
burning their coals coarser. It is possible that power plants may stand to benefit 
from grinding the coal less. 

• the US DOE initiates a research project examining the relationship between the 
PSD76 of low-rank high-volatile-content coal and CO2 emissions.  
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Abstract 
 
Alaska's rural village electric utilities are isolated from the Alaska railbelt electrical grid intertie 
and from each other. Different strategies have been developed for providing power to meet 
demand in each of these rural communities. Many of these communities rely on diesel electric 
generators (DEGs) for power. Some villages have also installed renewable power sources and 
automated generation systems for controlling the DEGs and other sources of power. For 
example, Lime Village has installed a diesel battery photovoltaic hybrid system, Kotzebue and 
Wales have wind-diesel hybrid systems, and McGrath has installed a highly automated system 
for controlling diesel generators. Poor power quality and diesel engine efficiency in village power 
systems increases the cost of meeting the load. Power quality problems may consist of poor 
power factor (PF) or waveform disturbances, while diesel engine efficiency depends primarily on 
loading, the fuel type, the engine temperature, and the use of waste heat for nearby buildings. 
These costs take the form of increased fuel use, increased generator maintenance, and 
decreased reliability. With the cost of bulk fuel in some villages approaching $1.32/liter 
($5.00/gallon) a modest 5% decrease in fuel use can result in substantial savings with short 
payback periods depending on the village’s load profile and the cost of corrective measures. 
This project over its five year history has investigated approaches to improving power quality 
and implementing fuel savings measures through the use of performance assessment software 
tools developed in MATLAB® Simulink® and the implementation of remote monitoring, 
automated generation control, and the addition of renewable energy sources in select villages. 
The results have shown how many of these communities would benefit from the use of 
automated generation control by implementing a simple economic dispatch scheme and the 
integration of renewable energy sources such as wind generation.   
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1. Introduction 
 
Alaska's rural village electric utilities are standalone systems without connections to the main 
Alaska “Railbelt” electrical grid intertie. Of the approximately 5,646,290 MWh of electric power 
generated commercially in Alaska by power utilities in 2001, 24% of the generated power is 
distributed over unconnected grids [1]. Many of these rural communities rely solely on diesel 
electric generators (DEGs) for electric power and heat with electrical energy costs subsidized 
through the state’s power cost equalization (PCE) program. A 2003 report by the Alaska Energy 
Authority (AEA) shows that 92% of the electrical production in Alaska communities not 
connected to the “Railbelt” electrical grid was produced by DEGs [2]. Based on a survey 
referenced in the Screening Report for Alaska Rural Villages (2001) most village utilities have a 
minimum of three DEGs within their systems [3]. For those communities that have installed 
hybrid power systems, such as wind turbine generators and solar photovoltaic arrays, DEGs are 
still required to make up the base load (see Figure 1.1). DEGs have the advantage of being able 
to generate the required electrical power when necessary. However, the use of DEGs comes 
with the high cost of supplying diesel fuel and the high cost of maintenance over their 
operational lifetime. 
 

 
 

Figure 1.1: Alaska village hybrid power system. 

The installation of renewable sources and automated generation control in some communities 
has helped to reduce fuel consumption. These fuel displacement and savings schemes are 
becoming more economically viable with shorter payback periods as the bulk fuel costs in some 
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communities approaches $1.32/liter ($5.00/gallon). On average rural communities spend 
significantly more for electrical energy than those communities connected to a large electrical 
infrastructure. For example, based on a 2001 study, villages that are a part of the Alaska Village 
Electric Cooperative (AVEC) on average pay $0.42/kWh compared to $0.11/kWh for those 
connected to the Railbelt electrical grid [1]. The rise in fuel prices has seen these average costs 
rise to $0.52/kWh for AVEC villages and $0.24/kWh for railbelt communities. As of June 1, 
2008, residences tied to the interior railbelt system managed by Golden Valley Electric 
Association were paying about $0.24/kWh because of the increase in the fuel surcharge. There 
is currently a proposal which would increase the minimum price for electric power in all Alaska 
villages to $1.12/kWh for the power cost equalization (PCE) program which would likely put the 
average costs up around $1.50/kWh. This indicates a need for the application of technologies to 
reduce the cost by improving the efficiency of the DEGs and utilizing renewable energy 
technologies which are dependent upon the available local resources. Methods of improving the 
efficiency of the DEGs such as economic dispatch of generation using control systems can be 
used in conjunction with renewable energy technologies. 
 
The intent of this project was to assess the current operational state of standalone power 
systems in select rural communities in Alaska within Alaska Energy Authority’s service territory 
by installing remote monitoring systems, developing a performance assessment method and 
providing recommendations for improvement of the efficiency of these DEG systems through 
analysis of data collected from existing and newly installed remote monitoring systems. The 
purpose of this research is to develop simulation models of the diesel-electric generation 
systems in rural communities using MATLAB® Simulink® for predicting the impact of using 
renewable energy sources and economic dispatch on the system efficiency and to determine if 
such system upgrades would be economically viable for these villages in terms of payback from 
displacement of fuel costs. The model also includes a simplified thermodynamic model of the 
DEGs to study the effects of ambient temperature on the generation efficiency. This power 
system simulation model is intended to help rural utility managers to investigate methods for: 1) 
increasing the diesel-electric generation efficiency, 2) decreasing the DEGs fuel consumption, 
3) decreasing the maintenance costs, and 4) determining if the installation of renewable sources 
and automated generation control systems would be economical. 
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2. Executive Summary 
 
Alaska's rural village electric utilities are isolated from the Alaska railbelt electrical grid intertie 
and from each other.  Different strategies have been developed for providing power to meet 
demand in each of these rural communities. However, many of the communities in rural Alaska 
rely solely on diesel electric generators (DEGs) for power. The project was conducted in 
cooperation with the Alaska Energy Authority (AEA). The main goal of this project was to create 
a partnership with rural utilities and state energy organizations to coordinate the collection of 
energy system data in a representative set of rural Alaska communities in order to establish 
general performance assessments, and identify strengths and weaknesses of plant operations.  
These results will be used to improve system design and operation.  
 
The project technical approach involved monitoring and analyzing the performance of a 
representative number of systems which reflect general operating conditions in Alaska village 
power systems served by the Alaska Energy Authority. The studies conducted in this project 
centered around five main tasks: 1) the development of a consortium of Alaska rural utilities, 2) 
the in-house (at UAF) testing of RTUs, flow meters and sensors for DEGs like those found in 
Alaska village communities, 3) survey of village power systems and data collection, 4) the 
deployment of remote monitoring systems in 25 villages in AEAs service territory, and 5) the 
development of system models in MATLAB® Simulink® to determine the optimal mix of DEGs 
and renewable sources of power as well as the feasibility of employing economic dispatch of 
power from these sources to serve the village loads. 
 
A consortium of Alaska rural utilities and state energy organizations was developed as the 
project progressed for the collection and sharing of ideas for monitoring remote power systems. 
UAF PIs Richard Wies and Ron Johnson have been promoting the standardization of 
instrumentation and data collection systems in the villages since 2002. After setting up remote 
monitoring systems for large amounts of data in various formats with different sampling rates, 
AEA and the AVEC partnered to develop a standard instrumentation system for collecting and 
downloading the data.  
 
A number of villages in AEAs service territory were surveyed and available data was collected 
from a number of villages in the AEA service territory. However, a lot of this data was found to 
have significant portions missing or consisted of only one or two days of recordings of the 
electric load at 15 minute intervals when maintenance personnel were on site. AEA was able to 
upgrade the switchgear in 25 villages which included remote monitoring as part of the package. 
A $60k subcontract with AEA on this project helped in the purchase and install of some basic 
remote monitoring equipment in a couple of villages and a central server for collecting the large 
amounts of data from village monitoring systems. There is currently online access to real-time 
monitoring provided for about 25 villages in AEAs service territory 
http://www.aidea.org/aea/aearemotemon.html with limited data collection capabilities. 
 
The UAF portion of the project consisted of three phases which resulted in one book, three 
peer-review journal publications, fifteen conference publications, one Ph. D. dissertation and 
three M. S. theses with work supervised by the PI Richard Wies and the co-PI Ron Johnson as 
outlined in the Project Publications section following the References section. Phase 1 (Aug 2003 
- Dec 2004) consisted of testing and evaluation of a remote terminal unit, coolant flowmeters, 
fuel flow meters, and temperature and pressure sensors on the UAF Energy Center Diesel. 
Specific types of flow meters that were tested included the turbulent flow, ultrasonic, and 
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magnetic types. A magnetic flow meter was also tested independently in a small coolant flow 
loop in a UAF lab. Phase 2 (Aug 2003 - Aug 2006) overlapped phase 1 and consisted of the 
development of a hybrid power system model to investigate the economic feasibility of 
integrating renewable energy sources into existing rural village power plants. Phase 3 (Aug 
2006 - Aug 2008) consisted of the development of an economic dispatch model for investigating 
the feasibility of integrating automated generation control to dispatch the most efficient 
generators to serve the load at the given operating point. 
 
Results of testing a remote terminal unit, various types of fuel and coolant flow meters, and 
temperature and pressure sensors on the125 kWe Detroit DEG at UAF showed the importance 
of the proper selection of flow meters and sensors and remote metering. The energy balance 
calculated using the data collected in the RTU showed an overall error of about 2.5% using the 
manufacturer’s specifications as a basis for comparison. A significant result occurred when fire 
ash in the summer of 2004 clogged the cooling system radiator and the operating temperature 
increased by 20 °C. In a village system without remote monitoring this situation might have led 
to a costly generator failure if left unchecked. 
 
The hybrid power system model was used to evaluate the performance of power systems in 
Kongiganak, Lime Village, Stevens Village, and Wales Village and compared with results from 
the well known HOMER software developed at the National Renewable Energy Laboratory 
(NREL) with similar results. Our efforts were the first to include economic impacts of emissions 
from DEGs in Alaska rural villages in a simulation model. Results show economic feasibility 
through fuel savings of installing wind turbine generators in some villages. Puvarnaq Power 
which serves Kongiganak, AK received a Denali Commission grant for a new 3 wind-2 diesel 
system. A feasibility analysis using our model for the proposed system estimates the village will 
displace about 37,800 liters (10,000 gallons) of diesel fuel per wind turbine per year with a 
payback of about 3.5 years, while the contractor estimates about 45,360 liters (12,000 gallons) 
of diesel fuel per wind turbine per year with a payback of about 2.5 years. 
 
A thermodynamic model of the DEG was also developed to investigate economic load dispatch 
incorporating ambient temperature variations. This was tested on load and ambient temperature 
data from Buckland, AK and Kongiganak, AK. Results of economic dispatch analysis show that 
Buckland, AK needs to turn off the less efficient 175 kW DEG and just operate the 455 kW 
DEG, so there is no real need for economic dispatch at this time. Results of an economic 
dispatch feasibility analysis show that Kongiganak, AK would reduce fuel consumption by about 
9% by employing an economic dispatch system. Given their current cost of bulk fuel at 
$0.93/liter ($3.50/gallon) and the installed cost of a basic economic dispatch system at $115k 
results in a payback of just under a year. With respect to our analysis regarding the impact of 
ambient temperature on performance, a 3 °C rise in temperature over the next 50 years would 
result in less than 0.2% change in DEG efficiency. 
 
The results of this project have the following benefits: 1) The development of a centralized 
remote monitoring system for Alaska village power systems leading to efficiency and power 
quality improvements that have a direct impact on the reduction of fuel consumption and 
operating expenses, and 2) The development of energy, economic and environmental 
assessment tools for evaluating long term performance of remote village power systems in 
Alaska incorporating diesel electric generators as their main source of electric power and heat. 
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3. Experimental 
 
The following sections provide a brief discussion of the project tasks and the procedures and 
equipment used to complete them. A more detailed discussion of the specific procedures used 
to obtain the results for the items in the two lists below are presented in the Ph. D. dissertation 
and three M. S. theses listed in the Project Publications section. 
 
There were five main tasks which were completed on this project with procedures as discussed 
in sections 3.1-3.5. 
 
3.1 Consortium of Alaska Rural Utilities 
A partnership of village electric utilities and state energy organizations was created in order to 
coordinate the collection of energy system data in select rural communities in order to establish 
general performance assessments, and identify strengths and weaknesses of plant operations. 
An initial meeting was held in February 2002 at AEA to discuss the needs for remote monitoring 
of village power systems in Alaska. After that initial meeting the PI Richard Wies met with 
personnel from the village electric utilities and state energy organizations at the Alaska Rural 
Energy conferences in September 2002, April 2004, September 2005, and April 2007, and 
September 2008. 
 
3.2 RTU, Flow Meter, and Temperature Sensor Testing at UAF 
Remote monitoring systems, specifically remote terminal units (RTUs), temperature sensors 
and flow meters were tested and evaluated on the 125 kWe Detroit diesel electric generator at 
the University of Alaska Fairbanks (UAF) Energy Center as shown in Figure 3.1. The detailed 
procedures of these tests are presented by Tyler Chubb in a master’s thesis, Performance 
Analysis for Remote Power Systems in Rural Alaska, under the direction of the project PIs (see 
MS Thesis 2 under Project Publications). Tests were conducted using an ElectroIndustries 
Nexus 1252 RTU, various temperature sensors, and three types of flow meters: 1) inline 
turbulent flow, 2) inline electromagnetic, and 3) ultrasonic. Data was collected and accessed 
through the Nexus 1252 RTU which was available online with password protection. The actual 
testing of the flow meters and temperature sensors on the 125 kWe Detroit diesel was 
conducted using all or parts of the load profile shown in Figure 3.2 below.  
 

 
Figure 3.1: Diesel Electric Generator (125 kWe Detroit Diesel) at UAF Energy Center. 
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Figure 3.2: Sample load profile for the UAF Energy Center DEG. 

 
3.2.1 RTU 
Four different brands of RTU were considered for testing on the 125 kWe DEG. The first RTU 
that was evaluated was a National Instruments Fieldpoint 2015 [4]. The second RTU was an 
ION 7350 manufactured by Power Measurement Inc [5]. Much of the summer of 2003 was 
spent performing experiments with and programming settings into this RTU. PowerCorp, an 
Australian company attempting to expand into Alaska manufactures the Commander, the third 
brand of RTU that was considered [6]. The project did not have a chance to examine this device 
in as much detail as would have been sufficient to come to any conclusions about its usefulness 
to the project. A NEXUS 1252 series RTU manufactured by ElectroIndustries was the final 
device that was examined [7]. ElectroIndustries was very helpful and even loaned the project an 
RTU on a trial basis. Consequently, the Nexus RTU was chosen for this project. 
 
3.2.2 Temperature Sensors 
The monitoring system uses type K thermocouples to measure the temperature of different 
entities involved with the diesel generator. Thermocouples consist of wires made from two 
dissimilar metals touching at one end and left open at the other end. When the connected end is 
subjected to a different temperature than the open end, a voltage signal will be induced from the 
electron transfer caused by two different types of heated metals being in close proximity to each 
other. The magnitude of the generated voltage is mathematically related to the temperature 
difference between the open end and closed end of the thermocouple and can therefore be 
used to calculate the temperature at the open end. The different models of thermocouples (type 
D, F, K etc.) are referring to the types of metals used in the thermocouple design as this affects 
the magnitude of the induced voltage.  The type K thermocouples utilized in this project are 
constructed of Nickel Chromium and Nickel Aluminum wires [8]. 
 
The relationship between voltage and temperature is highly nonlinear and the generated voltage 
must be conditioned as illustrated by the diagram in Figure 3.3 to produce a linear 4-20mA 
signal suitable for input into the NEXUS RTU. The signal conditioner digitizes the thermocouple 
voltage signal, applies it to the appropriate temperature conversion equation, and outputs a 4-
20mA signal that is directly proportional to temperature at the closed end of the thermocouple.  
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Figure 3.3: Process of acquiring data from a thermocouple. 

 
Two Type K thermocouples are utilized to measure the input and output temperature of the 
glycol-water mixture used to cool the generator. The closed end of the thermocouple is inserted 
directly into the fluid using a “thermocouple well,” basically a compression fitting that allows the 
thermocouple insertion to pass through a hole in the pipe. Knowing the input and output 
temperature of the generator coolant allows the heat transfer rate of the system to be 
calculated. Additional thermocouples are used to measure the engine block temperature of the 
generator and ambient temperature of the generator container. Knowing the temperatures of 
these parameters is useful to gauge the amount of energy being lost as engine heat. 
 
3.2.3 Coolant Flow Meters 
Coolant flow meters were evaluated independently in a test loop in the Duckering building as 
shown in Figure 3.4. Three types of flow meters were tested including: 1) inline turbulent flow, 2) 
inline electromagnetic, and 3) ultrasonic. The system consists of two tanks (supply and fill) and 
a ¾ HP pump. A series of tests were conducted at various coolant flow rates to determine the 
range and accuracy of the three types of flow meters used in this DEG application. 
 

 
 

Figure 3.4:  Apparatus constructed to test flow meters. 
 
3.2.3.1 Turbine Flow Meter 
The principle of operation of the turbine flow meter is quite straightforward. A probe is inserted 
directly into the coolant line through a tee section of pipe. The end of the probe is equipped with 
a small, plastic spinning wheel, better known as a turbine which is put into motion by the fluid 
flow through the pipe. There are magnets located at the end of four of the turbine blades and a 

Turbulent 
Flow Meter 

Ultrasonic 
Flow Meter 

Magnetic Flow 
Meter 



 8

“high” voltage signal is emitted each time one of these magnets passes by a large magnet 
located at the end of the turbine shaft. The subsequent output of the meter is therefore a “pulse 
train” or a series of low and high voltage signals. The “K-factor” or conversion rate between the 
number of pulses and the volumetric flow rate is 60 pulses/gallon. The model of flow meter 
being used is the Omega FTB 720 [9]. 
 
The NEXUS RTU has the ability to count pulse signals and an attempt was made to utilize this 
feature. Recording the number of pulses over the time taken to create the pulses gives an 
accurate indication of flow rate. However, this attempt was unsuccessful and a signal 
conditioner had to be ordered that processed the pulse signal coming from the turbine meter 
and converted it to a 4-20 mA sign proportional to the flow rate. This signal could then be easily 
sent to the analog input module of the NEXUS RTU.  
 
3.2.3.2 Magnetic Flow Meter 
Magnetic flow meters, commonly known as electromagnetic flow meters, operate on the 
principle that fluids with charged particles moving at right angles to a magnetic field will induce 
an electric field or voltage. The voltage will be induced on a pair of electrodes mounted on the 
flow meter. There is a mathematical relationship between the magnitude of induced voltage and 
the velocity of the fluid. A fluid velocity is calculated by the microprocessor on the flow meter 
using the induced voltage and this relationship.  A mass or volumetric flow rate can be 
calculated using the fluid velocity, density, and the cross sectional area of the fluid flow. A 
diagram showing the orientation of the magnetic fields used to operate the flow meter is shown 
in Figure 3.5. The model of flow meter used was the Siemens Magflo 7000 [10]. 
 

 
Figure 3.5: Principle of operation of magnetic flow meter [11]. 
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3.2.3.3 Ultrasonic Flow Meter 
The EESiFlo 5000 is an ultrasonic meter that is used to measure the coolant flow [12]. It 
consists of two sensors (upstream and downstream) that clamp around the coolant pipe for 
transmitting and receiving ultrasonic signals, therefore, it can be installed without cutting into the 
coolant loop. Ultrasonic flow meters present a distinct advantage over turbine or other in-line 
style meters as little time and effort is required for the installation process. The principle of the 
ultrasonic flow meter is centered on the apparent propagation velocity of the ultrasonic wave 
through a medium flowing through a pipe. If the medium is stationary and remains at a constant 
temperature and density, the time taken for an ultrasonic signal to be transmitted by one sensor, 
travel down the line a short distance, and then be received by another sensor will remain 
constant. However, if the medium is dynamic, the time taken for the transmitted signal to be 
received by a downstream sensor will be reduced proportional to the fluid speed. For the 
EESiFlo meters used in this project, the upstream sensor transmits an ultrasonic signal to a 
receiving sensor located approximately one to two inches downstream, the exact distance 
depending on the diameter of the pipe. The upstream sensor emits the testing signal 60 times 
per second, thus producing a very accurate profile of the fluid velocity. The microprocessor 
within the flow meter then compares the reception time for the dynamic fluid flow to the 
reception time if the fluid were static. This data provides sufficient information for the 
microprocessor to calculate the velocity and subsequent flow rate.  
 
The EESiFlo 5000 meter is specifically designed to measure high volumetric fluid flows through 
pipes with a large cross sectional area. Due to the sizeable cross-sectional diameter of coolant 
line piping, the path of the ultrasonic signal will be distorted by a considerable amount as it 
travels through the medium. Therefore, a detailed set of information about the fluid parameters 
such as density and viscosity must be programmed into the flow meter. Also, the parameters 
regarding the pipe wall material, lining, and roughness are also very important for the meter to 
calculate appropriate correction factors and provide accurate flow rate data. 
 
3.2.4 Instantaneous Fuel Flow 
The amount of fuel consumed by the generator can be monitored in two ways: 1) on a real-time 
basis by using a flow meter to monitor the amount of fuel flowing through the supply and return 
fuel lines and 2) by measuring the known volume of fuel consumed from a day tank using a 
pressure transducer for timing. The momentary change in fuel consumption is useful to know as 
it allows the fuel consumption trend to be distinctly seen during times of changing electrical load 
on the generator.  
 
3.2.4.1 Fuel Flow using Ultrasonic Flow Meter 
The EESiFlo Inc. S-Series ultrasonic flow meter was used in this project to measure the flow of 
diesel fuel from a storage tank into the electric generator [13]. The operation of this ultrasonic 
flow meter for fuel is the same as that presented in section 3.2.3.3 for coolant accept for one 
major difference. This particular EESiFlo ultrasonic meter is designed to measure fluid flow in 
small pipes with a diameter of three-quarters of an inch or less. Also, according to the 
manufacturer, the EESiFlo ultrasonic meters are advantageous over other ultrasonic meters 
because there are no requirements as to the mounting location on the pipe. The inner cross 
sectional area of the fuel line is programmed into the flow meter by the user and the meter 
performs the necessary calculations and outputs a 4-20 mA signal that is proportional to the 
volumetric flow rate of fluid through the line. In addition, the meter has an accumulator function 
that records the total amount of fuel that has passed through the line.  
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3.2.4.2 Fuel Flow using Day Tank Volume 
The actual fuel flow rates were measured from the small day tank which fuels the DEG. The 
monitoring system contains two different sensors that are capable of measuring the volume of 
fuel in the day tank. These sensors include an ultrasonic rangefinder and a pressure transducer.  
 
The ultrasonic rangefinder emits a 4-20mA analog signal proportional to the depth of fuel in the 
tank. The rangefinder transmits a 26 kHz signal from its base and then receives this signal after 
it is reflected off the medium. The microprocessor contained inside of the rangefinder measures 
the time between the signal transmission and reception and translates this into a distance 
between the bottom of the rangefinder and the medium below. Once the depth of the fuel in the 
tank is known, the volume of fuel can be easily calculated by factoring in the dimensions of the 
tank. Proper selection of the mounting location is the most important parameter that must be 
taken into consideration to ensure proper operation of the rangefinder. The device emits an 8 
degree conical beam meaning that the larger the distance between the bottom of the 
rangefinder and the medium below, the larger the radius occupied by the ultrasonic signal. If a 
portion of this signal is obstructed by the wall of the fuel tank, a portion of it will be reflected 
prematurely and will cause erroneous calculations to be made by the microprocessor in the 
device.  
 
The second method of measuring the fuel consumption is through the use of a pressure 
transducer located in the bottom of the day tank. The pressure transducer emits a 4-20mA 
signal proportional to the weight of the fuel in the tank. The pressure exerted on the transducer 
by the fluid is sufficient to distort a plastic diaphragm located within the transducer a small 
amount. The amount of distortion in the diaphragm is proportional to the pressure at the bottom 
of the fuel tank measured in lbs/in2 (PSI) and a 4-20 mA signal proportional to the PSI is 
emitted. This signal can then be converted to volume by multiplying it by the surface area and 
the density. The change in volume over time can be used to calculate the fuel consumption rate 
of the generator.  
 
3.2.5 Exhaust Flow 
The mass flow rate of the exhaust is measured using a thermal anemometer. The primary 
component of a thermal anemometer is two temperature sensors that are inserted directly into 
the flowing exhaust gas. One sensor measures the ambient temperature and the other is heated 
120 °F to 200 °F above ambient temperature. The motion of the exhaust gas passing by the 
heated sensor will cause a cooling process to occur. A feedback control system within the 
thermal anemometer will attempt to keep this heated sensor at a constant temperature by 
supplying more power to compensate for the temperature decrease.  The corresponding 
increase in current due to the greater power draw will be related to the exhaust velocity.  
 
A microprocessor within the meter records the current increase and combines this information 
with other settings to calculate a value for exhaust gas velocity. Applying the same concepts 
that were described in the description of the flow meters, a volumetric or mass flow rate value 
can be found from velocity. This value is then outputted from the meter as a 4-20 mA signal. 
The meter also has the ability to output the temperature of the exhaust gas as a 4-20 mA signal. 
This is advantageous as it negates the need for a thermocouple fixture to measure the exhaust 
temperature.  
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3.2.6 Electrical Outputs 
Monitoring the electric power output of a generator is relatively simple; all that needs to be found 
are the voltage and current values of each phase between the generator and load. If the 
sampling rate is sufficiently high, all of the subsequent calculations that are needed to calculate 
power parameters can be found through manipulation of the current and voltage data. The 
primary equipment needed to monitor the level and trends of the electrical power produced by 
the generator are three current transformers situated on the wiring between the generator and 
load. The purpose of the current transformers is to step the current down to an acceptable level 
to be read and digitized by the data recorder. The current transformers used by this project are 
500:5, meaning that 5 A will be sent to the NEXUS RTU for every 500 A of actual current 
flowing from the generator to the load. The size of the current transformer is programmed into 
the NEXUS RTU and enables the original current reading to be digitally reconstructed. Probes 
are connected at the load terminals to monitor the voltage being supplied to the load. The 
NEXUS RTU is equipped to measure up to 300V, enabling the voltage signal to be directly 
measured without the need for transformers to step the voltage down. Once the current and 
voltage signals have been sent to the RTU, the signals can be digitized and calculations can be 
performed to find all of the pertinent electrical information. The real power, power factor, and 
energy usage (kWh) are just a few of the parameters that the NEXUS can calculate once the 
current and voltage are known. The sampling rate of the NEXUS RTU pertaining to the electrical 
data (512 samples/cycle) is sufficient to perform in-depth calculations of the power quality 
parameters that may be used later in subsequent phases of the project. 
 
3.2.7 Energy Balance of DEG Plant 
Data from all the flow meter and sensor tests was then used to calculate the energy balance of 
the plant (see Figure 3.6) and compared to the energy balance calculated using the 
manufacturer’s performance data for the DEG. The energy balance, the total amount of energy 
leaving the system in different forms compared to the total amount of energy entering the 
system as fuel, was calculated for the given load profile. The energy input for the DEG is the 
fuel while the energy outputs are the aftercooler, coolant loop, exhaust gas, electrical power, 
and miscellaneous losses in the engine and generator such as friction. The partial purpose of 
the energy balance calculations was to provide a means to verify the accuracy of the collected 
data. Also, viewing the energy balance provided a great deal of information in a concise format.  
 

 
Figure 3.6:  Power distribution within a diesel generator. 
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Sufficient data were recorded by the monitoring system to calculate the energy in the output 
coolant. The amount of energy being transported from the engine in the form of heated coolant, 
Q, can be found by the equation [14]:  
 

TCmQ p Δ=
∗

**                                                                                 (Eq. 3.1) 
 

The entities that need to be monitored to utilize this equation are
∗

m , the flow rate of the coolant 
through the system, and ΔT, the temperature difference between the coolant before and after it 
has passed through a radiator or heat exchanger. Cp, the specific heat of the coolant, can be 
obtained through lookup tables. Using 0.81 BTU/lb ºF for the specific heat of the 60/40 glycol-
water mixture, the energy output through the generator coolant was calculated and equated to 
the amount of fuel lost due to the coolant. 
 
The energy lost to the aftercooler and radiant heat along with the energy contained in the input 
fuel are the only items that remain to be found to complete the energy balance. Calculating the 
input fuel energy simply involved multiplying the heating value of the fuel by the instantaneous 
flow rate of the fuel into the engine. As the instantaneous fuel energy input was unknown due to 
the EESiFlo fuel flow meters malfunctioning, this information was obtained through sensors 
incorporated into the UAF Energy Center DEG. 
 
Another element that needed to be calculated for the energy balance was the output energy 
from the aftercooler. The monitoring system built for this project did not have thermocouples in 
the necessary locations to perform this task and the data for these calculations had to be 
obtained from thermocouples that were installed as part of the Energy Center DEG. The energy 
output of the aftercooler was calculated by using Eq. 3.1 with 0.23 BTU/lb °F for the specific 
heat of air [15]. 
 
The final element that needed to be calculated for the energy balance was the radiant heat 
emitted by the generator. This was calculated by incorporating the engine block heat, Tb, with 
the temperature of the generator enclosure, Tin. This information was entered into Eq. 3.2 to 
calculate the amount of radiant heat.  
 

                       ][ 44
inbb TTAQ −=

•

σ                                                                                     (Eq. 3.2)   
 
The symbol σ is the Stefan-Boltzmann constant and has a value of 5.67 x 10-8 W/(K4m2). Ab is 
the surface area of the engine-generator set. 
 
The energy output data from the aftercooler, the exhaust gas, electric generator, and coolant 
loop were all plotted and compared to the fuel input energy. 
 
3.3 Village Power System Survey and Data Collection 
Data was collected from a representative set of village power systems which have been 
instrumented with monitoring equipment by AEA. AEA provided the available power system 
data from a number of villages in its service territory. AEA also provided a plan of the current 
equipment used in some of the village power systems. Because of the variations in location, 
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population, and general village demographics, these villages were classified in terms of their 
average electric load requirement. This information was used to create a map which marks the 
location and average electrical load of each village represented in the survey. 
 
3.4 Installation of Remote Monitoring Equipment 
Remote monitoring equipment and switchgear upgrades were installed in 21 Alaska rural 
villages served by AEA using Denali Commission funding. Limited online access to the power 
systems including webcams in 16 of these villages was made available at 
(URL:http://www.aidea.org/aea/aearemotemon.html). A central server at AEA in Anchorage, 
Alaska and some basic remote monitoring equipment was installed in two more villages with the 
$60k project subcontract. 
 
3.5 System Models 
Two system models were developed in MATLAB® Simulink®: 1) for long-term performance 
assessment of hybrid village power systems, and 2) for economic dispatch analysis of multi-
DEG systems. Our efforts were the first to include economic impacts in a simulation model of 
emissions from DEGs in Alaska villages. 
 
3.5.1 Hybrid Power System Model 
Integrating other energy sources into power systems in Alaska rural villages could significantly 
reduce fuel consumption and operating costs for DEGs. A power system model was developed 
specifically for Alaska rural village power systems taking into account temperature effects, rising 
fuel costs, and plant emissions to investigate the feasibility of integrating renewable energy 
sources such as wind turbines and solar PV.  
 
3.5.1.1 Overall Hybrid Model 
An overall block diagram of the model developed in MATLAB® Simulink® is shown in Figure 3.7. 
The details of the hybrid power system model for Alaska rural villages is presented by Ashish 
Agrawal in a Ph. D dissertation, Hybrid Electric Power Systems In Remote Arctic Villages: 
Economic And Environmental Analysis For Monitoring, Optimization, and Control, under the 
direction of the project PIs (see Ph. D. dissertation 1 under Project Publications).  
 

 
 

Figure 3.7: Overall PV-wind-diesel-battery hybrid power system model. 
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The model is used to perform an economic feasibility analysis for integrating renewable energy 
sources into existing DEG systems. Various hybrid power systems studied in this analysis 
include the diesel-battery system, the PV-diesel-battery system, the wind-diesel-battery system, 
and the PV-wind-diesel-battery system. Inputs to the model are the electrical load, wind, and 
solar profile for the village, and the manufacturer’s performance curves for the DEGs, PV, wind 
turbines, and the battery bank. The outputs are the fuel consumption, efficiency (kW-hr/liter), 
total cost of fuel, and total emissions from CO2, NOx and PM10. The life cycle costs (LCC) and 
sensitivity analysis of net present value (NPV), cost of energy (COE), and payback were also 
evaluated by porting data to Excel. The model was validated by comparing the results obtained 
from the Simulink® model, for supplying the annual load profile, with the available data obtained 
from the Hybrid Optimization Model for Energy Efficient Renewables (HOMER) software. At the 
time of this analysis HOMER was not set up to calculate payback period or NOx and PM10 
emissions.  
 
3.5.1.1.1 DEG Model 
The DEG consists of two parts: the electric generator and the diesel engine. The electric 
generator model consists of the efficiency curve that describes the relationship between the 
electrical efficiency and the electrical load on the generator. Figure 3.8 shows a typical electrical 
efficiency curve for a 21 kW Marathon electric generator. The performance curve data were 
obtained from the manufacturer of the electric generator. 

 

 
Figure 3.8: Electrical efficiency for a 21 kW Marathon electric generator [16]. 

 
A fourth order polynomial fit for the electrical efficiency curve at unity power factor and 0.8 
power factor is given by Eq. 2-1 and Eq. 2-2, respectively, 
 

81.372+L*0.201          
+L*4-9.858e-L*7-2.932e+L*9--6.953e 234

el1 =η                          (Eq. 3.3) 

 

 
81.652+L*0.034         

+L*3-e996.2L*5-4.424-L*7-e540.1 234
el2 +=η                             (Eq. 3.4) 

 
where ‘L’ is the load on the electric generator (%). The actual load on the electric generator is 
converted to its percentage value by dividing the actual load with the rating of the electric 
generator as given by Eq. 3.5,  
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 100*
rating generator

load actualload percentage = .                                         (Eq. 3.5) 

 
This operation is performed so that the same efficiency equations are independent of the rating 
of the electric generators. The values from Eq. 3.3 and Eq. 3.4 are used to obtain the value for 
the electrical efficiency of the generator for any given power factor ‘pf’ by means of linear 
interpolation as follows: 
 

 ⎟
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2elel                                                      (Eq. 3.6) 

 
where ηel is the electrical efficiency of the generator for a given power factor ‘pf’. 
 
The load on the diesel engine (the input to the electric generator) is obtained from the system 
load (the output of the electric generator) and the electrical efficiency of the generator as 
follows: 
 

 
el

gen
eng

L
L

η
=                                                                                             (Eq. 3.7) 

 
where ‘Leng’ is the load on the engine, ‘Lgen’ is the load on the generator, and ‘ηel’ is the electrical 
efficiency of the generator. 
 
The block diagram representation of Eq. 3.3 through Eq. 3.7 as developed in Simulink® is 
shown in Figure 3.9, and the subsystem for the electric efficiency model for the generator is 
shown in Figure 3.10. Inputs to the model are the percentage load on the DEG and the power 
factor data, while outputs from the model are the electrical efficiency (%) of the generator and 
the engine load (% of rated).  
 

2
Engine Load (%)

1
Electrical Eff (%)

1/100
Gain

f(u)

Electrical Eff for unity pf

f(u)

Electrical Eff for given pf

f(u)

Electrical Eff for 0.8 pf

Divide

2
power factor

1
Load (%)

 
Figure 3.10: Details of the electrical efficiency model block. 
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Figure 3.11: Subsystem of the electrical efficiency model for the generator. 

 
The fuel curve for a diesel engine describes the amount of fuel consumed depending on the 
engine load. A typical engine fuel curve is a linear plot of load versus fuel consumption as 
shown in Figure 3.12 for the 24 kW John Deere DEG. 
 

 
Figure 3.12: Fuel consumption curve of a 24 kW John Deere DEG [17]. 

 
The linear curve fit for the John Deere’s engine fuel curve is given as: 

 

 44.0)
100

A_kW*L(*5.0F engc
.

−=                            (Eq. 3.8) 

 

 ∫=
T

0
c

.
c dt.FF Total               (Eq. 3.9) 

where ‘ c
.
F ’ is the fuel consumption rate in kg/hr (lbs/hr), ‘Leng’ is the percentage load on the 

engine, ‘kW_A’ is the rating of the electric generator, ‘Fc’ is the total fuel consumed in kg (lbs), 
‘dt’ is the simulation time-step, and ‘T’ is the simulation period. The fuel consumed in kg (lbs) is 
obtained by multiplying the fuel consumption rate of kg/hr (lbs/hr) by the simulation time-step ‘dt’ 
(given in hours), and the total fuel consumption in kg (lbs) is obtained by integrating the term 

‘ dt.F
.
c ’ over the period of the simulation.  
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The block diagram representation and the subsystem for the engine model block are shown in 
Figure 3.13 and Figure 3.14, respectively. 
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Figure 3.13: Details of the engine model block. 
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Figure 3.14: Subsystem for the engine model. 

 
3.5.1.1.1.1 Optimization of DEG Model 
When there are two DEGs to supply the load, it is important that DEGs operate optimally. In the 
Simulink® model, the data are supplied in such a way that DEG 1 is more efficient than DEG 2. 
The following steps are performed to find the optimal point of operation for DEG 2.  

 
1) The electrical generator performance curve (Figure 3.8) and the diesel engine 

performance curve (Figure 3.12) are combined to obtain the overall fuel consumption 
for the given load profile.  

2) The load on the DEGs is varied from 0 to 100%.  
3) The fuel consumption for each DEG is noted at different load points. 
4) The point of intersection of the two curves is the optimal point of operation for DEG 

2. Beyond this point DEG 1 is more efficient than DEG 2. 
5) If the two curves do not intersect, the optimal point is taken as 0. This situation 

implies that DEG 1 is efficient throughout the operating range of the load. 
 
Figure 3.15 shows the overall fuel consumption curves for the two DEGs and the optimal point 
of operation for DEG 2. In order to avoid premature mechanical failures, it is important that 
DEGs operate above a particular load (generally 40% of rated). The long-term operation of 
DEGs on light loads leads to hydrocarbon built-up in the engine, resulting in high maintenance 
cost and reduced engine life [18]. In the Simulink® model, if the optimal point is less than 40% 
load, the optimal point is adjusted so that DEG 2 operates at or over 40% load.  



 18

             
Figure 3.15: Optimal point of operation for DEG 2. 

 
The block diagram representation and the subsystem for the optimization model are shown in 
Figure 3.16 and Figure 3.17, respectively. The ‘DEG_Load’ in Figure 3.17 is the s-function 
written in MATLAB® Simulink®. This s-function compares the load on two DEGs and divides the 
load based on the optimal point of operation.  
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Figure 3.16: Details of the optimization model block. 
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Figure 3.17: Subsystem for the optimization model 
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3.5.1.1.2 Heat Exchanger Model 
The heat flux recovered from the jacket water of a DEG using a heat exchanger is calculated as 
follows [14]: 

 

  T*Cp*m*Q
.

HE
.

Δη=                                                                              (Eq. 3.10) 

where ‘
.

Q ’ is the rate at which heat is transferred in Joules/sec (BTU/sec), ‘ HEη ’ (eta_HE in 

Figure 3.18 and Figure 3.19) is the efficiency of the heat exchanger, ‘
.

m ’ is the mass flow rate of 
the coolant in kg/sec (lbs/sec), ‘Cp’ is the specific heat of the coolant in Joules/(kg °K) (BTU/(lb 
°F)), and ‘ TΔ ’ is the temperature difference in °K (°F) of the coolant in and out of the jacket. 
The total heat recovered ‘Q’ (kWh) is calculated by integrating the heat recovery rate over the 
entire time of the simulation and is calculated as follows: 
 

  ∫=
T

0

.
dt.QQ .                                                                                               (Eq. 3.11) 

 
In addition to the total heat recovered, the heat exchanger model also calculates the total 
avoided pollutants including CO2, PM10, and NOx. The method used to calculate the avoided 
pollutants is discussed in Section 3.5.1.3.4.  
 
The subsystem and the block diagram representation for a heat exchanger model block are 
shown in Figure 3.18 and Figure 3.19, respectively. 
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Figure 3.18: Subsystem for the heat exchanger model. 



 

 

 
 

Figure 3.19: Details of the heat exchanger model block. 
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3.5.1.1.3 Boiler Model 
The boiler model block calculates the fuel saved if the total heat recovered from the heat 
exchanger, given by Eq. 3.11, is supplied using a boiler. The total fuel saved is obtained using 
the following equation: 
 

 
bη*HV

QFs =                                                                     (Eq. 3.12) 

             
where ‘Fs’ in liters (gallons) is the total fuel saved due to the heat recovery, ‘Q’ is the total heat 
energy recovered (kWh), ‘HV’ is the heating value of the boiler fuel in kWh/liter (kWh/gallon), 
and ‘ bη ’ (eta_boiler in Figure 3.20 and Figure 3.21) is the efficiency of the boiler. 
 
The block diagram representation and the subsystem for the boiler model block are shown in 
Figure 3.20 and Figure 3.21, respectively. 
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Figure 3.20: Details of the boiler model block. 
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Figure 3.21: Subsystem for the boiler model. 

 
3.5.1.1.4 WTG Model 
The wind model block calculates the total power available from the wind turbines based on the 
power curve. The power curve gives the value of the electrical power based on the wind speed. 
Figure 3.22 shows the power curve for the 15/50 Atlantic Oriental Corporation (AOC) wind 
turbine generator [19].  
 
The fifth order polynomial for the power curve is given as follows: 
 

 
63.12S*7.81S*1.59            

S*2e22.5S*47.58eS*64.12eP
2

345
WTG

+−

+−−−+−−=
                        (Eq. 3.13) 

 

 ∫=
T

0
WTGWTG dtPE                                                                                       (Eq. 3.14) 
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where ‘PWTG’ is the power output (kW) from the WTG, ‘S’ is the wind speed in m/s (miles/hour), 
‘EWTG’ is the energy obtained from the WTG (kWh), ‘T’ is the simulation time (hours), and ‘dt’ is 
the simulation time-step (hours). 
 

 
Figure 3.22: Power curve for 15/50 Atlantic Oriental Corporation WTG [[18]]. 

 
The wind model block also calculates the second law efficiency of the WTG. The second law 
efficiency of the WTG is given as follows: 
 

  
le_powermax_possib

eractual_powηsecond_law =                                  (Eq. 3.15) 

 
where ‘ηsecond_law’ is the second law efficiency of the WTG, ‘actual_power’ is the actual power 
output from the WTG and ‘max_possible_power’ is the maximum possible power output from 
the WTG. 
 
The actual power of the wind turbine is obtained from the manufacturer’s power curve given by 
Eq. 3.13 and the maximum possible power is obtained from the Betz formula described in [20] 
and given as follows: 
 

 59.0.V.A.
2
1P 3

max ρ=                       (Eq. 3.16) 
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where ‘Pmax’ is the maximum possible power, ‘ρ’ is the density of air taken as 1.225 kg/m3 (0.076 
lb/ft3) at sea level, 1 atmospheric pressure  i.e. 101.325 kPa (14.7 psi), and a temperature of 
15.55°C (60°F), ‘A’ is the rotor swept area in m2 (ft2), ‘V’ is the velocity of wind in m/s 
(miles/hour), and the factor ‘0.59’ is the theoretical maximum value of power coefficient of the 
rotor (Cp) or theoretical maximum rotor efficiency which is the fraction of the upstream wind 
power that is captured by the rotor blade. 
  
The air density ‘ρ’ can be corrected for the site specific temperature and pressure in accordance 
with the gas law and is given as follows: 
 

 
RT
pρ =                                                                                         (Eq. 3.17) 

 
where ‘ρ’ is the density of air, ‘p’ is the air pressure, ‘R’ is the gas constant, and ‘T’ is the 
temperature. 
 
It should be noted from Eq. 3.16 that the wind power varies with the cube of the air velocity. 
Therefore, a slight change in wind speed results in a large change in the wind power. 
 
The block diagram representation and the subsystem for the wind model are shown in Figure 
3.23 and Figure 3.24, respectively. 
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Figure 3.23: Details of the wind model block. 
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Figure 3.24: Subsystem for the wind model. 
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3.5.1.1.5 PV Model 
The PV model block calculates the PV power (kW) and the total PV energy (kWh) supplied by 
the PV array using the following equations: 
 

 PV*A*ins*ηP pvPV =                                                                            (Eq. 3.18) 

 ∫=
T

0
PVPV .dtPE                                    (Eq. 3.19) 

 
where ‘PPV’ is the power obtained from the PV array (kW),  ‘ηpv’ is the efficiency of the solar 
collector, ‘ins’ is the solar insolation (kWh/m2/day), ‘A’ is the area of the solar collector/kW, ‘PV’ 
is the rating of the PV array (kW), and EPV is the total energy obtained from the PV array.  
 
The efficiency of the solar collector is obtained from the manufacturer. The solar insolation 
values are available from the site data or can be obtained by using the solar maps from the 
National Renewable Energy Laboratory website [21]. The area of the solar collector depends on 
the number of PV modules and the dimensions of each module. The number of PV modules 
depends on the installed capacity of the PV array and the dimensions of each PV module are 
obtained from the manufacturer’s data sheet. 
 
The block diagram representation and the subsystem for the PV model block are shown in 
Figure 3.25 and Figure 3.26, respectively. 
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Figure 3.25: Details of the PV model block. 
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Figure 3.26: Subsystem for the PV model. 
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3.5.1.1.6 Battery Model 
In the Simulink® model, the battery-bank is modeled so that the battery-bank acts as a source of 
power, rather than back-up power. The battery model block controls the flow of power to and 
from the battery bank. A roundtrip efficiency of 90% is assumed for the battery charge and 
discharge cycle. The battery model incorporates the effect of ambient temperature as described 
in [22] into the hybrid power system model. Therefore, the model can be used for cold region 
applications. The manufacturer’s data sheet for the battery-bank is available in Appendix 5. The 
details of the battery model block are shown in Figure 3.27.  
 
The details of the temperature dependent available battery energy model are shown in Figure 
3.28 and the subsystem for the battery model is shown in Figure 3.29. 
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Figure 3.28: Details of the temperature dependent available battery energy model. 
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Figure 3.29: Subsystem for the battery model. 
 
The life of the battery bank depends on the depth of discharge and the number of charge 
discharge cycles. In the Simulink® model the battery-bank is modeled so that it acts as a source 
of power rather than back-up power. Therefore, the depth of discharge of the battery-bank is 
assumed between 95% and 20% of the rated capacity. This higher depth of discharge reduces 
the number of battery operating cycles for the same energy output. It should be noted that the 
number of battery cycles plays a more significant role in the life of the battery-bank.



 

 
 
 

Figure 3.27: Details of the battery model block. 

26

3
unmet load

2
Bat Voltage

1
Bat Current

SOC

Av ai kWh
T Av ai kWh

Temperature Dependent
Available kW-hr of Battery

Memory1

Memory
em

t_step

Constant9

i_kWhr

Constant8

b_kWhr

Constant7

n_cells

Constant6

i_kWhr

Constant5

kW_B

Constant4

kW_A

Constant3

0

Battery kWh supplied
LV_battery_model_final

Battery Model

2
volt/cell

1
Bat Load



 

 

27

3.5.1.2 Economic Parameters Used in the Model 
It is very important for the system designer to get acquainted with different economic 
parameters used in the modeling process of hybrid power systems. Economic parameters are 
used to calculate the COE, the payback period, and the life cycle cost of the system. The 
various economic parameters used in the hybrid power system model are discussed in the 
following sections [23]. 

 
3.5.1.2.1 Investment Rate, Inflation Rate, and Discount Rate 
The investment rate is the percentage rate at which the value of money increases every year.  
 
Inflation rate is the tendency of prices to rise over time. Inflation rate takes into account the 
future price rise in the project commodities including fuel and different power system 
components. 
 
Discount rate is the difference between the investment rate and the inflation rate. Discount rate 
is generally used in life cycle cost analysis calculations. 

 
 rate Inflation - rate Investment  rate Discount = .                  (Eq. 3.20) 

 
3.5.1.2.2 Life Cycle 
The life cycle is the life-time of the project. It is the time at the end of which the system 
components require replacement. 

 
3.5.1.2.3 Net Present Value 
The net present value (NPV) is the money that will be spent in the future discounted to today’s 
money. The NPV plays an important role in deciding the type of the system to be installed. The 
NPV of a system is used to calculate the total spending on the installation, maintenance, 
replacement, and fuel cost for the type of system over the life-cycle of the project. Knowing the 
NPV of different systems, the user can install a system with minimum NPV. The different 
equations used in the calculation of NPVs are given as follows: 

 

  
( )NI1

FP
+

=                (Eq. 3.21) 

  
I

]I)(1A[1P
N−+−

=               (Eq. 3.22) 

 
where ‘P’ is the present worth, ‘F’ is the money that will be spent in the future, ‘I’ is the discount 
rate, ‘N’ is the year in which the money will be spent, and ‘A’ is the annual sum of money. 
  
3.5.1.2.4 Life Cycle Cost 
The life cycle cost (LCC) is the total cost of the system over the period of its life cycle including 
the cost of installation, operation, maintenance, replacement, and the fuel cost. The life cycle 
cost also includes the interest paid on the money borrowed from the bank or other financial 
institutes to start the project. The life cycle cost of the project can be calculated as follows: 
 

 SREMCLCC −+++=              (Eq. 3.23) 
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where ‘LCC’ is the life cycle cost, ‘C’ is the installation cost (capital cost), ‘M’ is the overhead 
and maintenance cost, ‘E’ is the energy cost (fuel cost), ‘R’ is the replacement and repair costs, 
and ‘S’ is the salvage value of the project. 
 
3.5.1.2.5 Payback Period 
Payback period is the time in which the total extra money invested in a project is recovered and 
is given as, 

 

 
ReturnofRate

Investment Extra  Period Payback = .            (Eq. 3.24) 

  
Payback period is the major deciding factor for the feasibility of the project. If the payback period 
of the system is less than the life cycle of the system, the project is economically feasible.  
 
3.5.1.3 Environmental Parameters in the Model 
The different environmental parameters in the analysis of the Simulink® model include carbon 
dioxide (CO2), nitrogen oxide (NOx), and particulate matter (PM10). The environmental 
parameters are discussed in detail in the following sections. 

 
3.5.1.3.1 Carbon Dioxide (CO2) 
CO2 is released in the atmosphere due to the combustion of fossil fuels including coal, oil, 
natural gas, wood, and biomass. In the Simulink® model the total CO2 was calculated based on 
the equation for the combustion of diesel fuel. For example, one empirical formula for light 
diesel CnH1.8n is given in [24]. For this empirical formula, with 0 % excess air the combustion 
reaction is given as follows: 

 

 
. ))(3.76N(1.45NO0.9nHCO                                 

 )3.76N(1.45n)(OHC

2222

221.8nn

++
=++

n
            (Eq. 3.25) 

   
For any n, the mass in kg (lb) of CO2 per unit mass in kg (lb) of fuel =  44/(12 + 1.8) = 3.19. So, 
to get the emissions per unit electrical energy output, the above is combined with an engine 
efficiency of 3.17 kWh/liter (12 kWh/gallon) and a fuel density of 0.804 kg/liter (6.7 lb/gallon). 
Doing this results in specific CO2 emissions of 3.1*(0.804/3.17) = 0.786 kg (1.73 lb) of CO2 per 
kWh of electricity. This figure of 0.786 kg/kWh (1.73 lb/kWh) agrees closely with the data 
obtained from the manufacturer 0.794 kg/kWh (1.75 lb/kWh). The annual CO2 amount was 
calculated from the lb CO2/kWh and the annual kWh produced and is given as follows: 
 

 GenkWh*
kWh

pollutant  (lb) kg in pollutant Total =                      (Eq. 3.26) 

 
where kWhGen is the total kWh supplied by the diesel generator during the simulation period. 

 
3.5.1.3.2 Nitrogen Oxide 
Nitrogen oxide (NOx) is one pollutant responsible for acid rain and is the major source for the 
formation of ground ozone. In the Simulink® model, the total NOx emitted is calculated based on 
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the value of 0.0088 kg (0.0194 lb) of NOx per kWh of electricity produced, as obtained from the 
manufacturer. The annual NOx was calculated using Eq. 3.26. 

 
3.5.1.3.3 Particulate Matter 
Particulate matter (PM) is the complex mixture of extremely small particles and liquid droplets. 
During the combustion of diesel fuel, PM may contain carbon particles and unburned 
hydrocarbons. In the Simulink® model, the total PM was calculated based on the value of 
0.00037 kg (0.00082 lb) of PM10 per kWh of electricity produced as obtained from the 
manufacturer. The annual PM10 was calculated using Eq. 3.26. 

 
3.5.1.3.4 Avoided Cost of Pollutants 
Generally, a power plant incorporating renewable energy is more expensive than a non-
renewable energy plant because of the high installation cost associated with the renewable 
energy systems. The avoided cost of pollutants is the extra cost associated with the low 
emissions power plant (the plant incorporating renewable energy sources) due to the use of 
renewable energy. The avoided cost of pollutants is given as follows [25]: 
 

 
LH

HL

E-E
COE-COE  AC =           (Eq. 3.27) 

 
where ‘AC’ is the avoided cost of pollutants in USD/metric ton (USD/US ton), ‘COEL’ is the COE 
from the low emissions plant, ‘COEH’ is the COE from the high emissions plant, ‘EH’ is the 
amount of emissions from the high emissions plant in metric ton (US ton), and ‘EL’ is the amount 
of emissions from the low emissions plant in metric ton (US ton).  
 
3.5.2 DEG Model with Economic Dispatch 
Rural utilities that do not have automated control and monitoring systems that perform economic 
dispatch (ED) must rely on operators to regulate system efficiency; however, an automated 
control system has the capability of accurately regulating system efficiency through economic 
dispatch and unit commitment [3]. In isolated villages with multiple generating units, the use of 
classical ED and normal unit commitment does not ensure a system is running at its most 
efficient point. In these villages where large fluctuations in load can occur, having the ability to 
bring units online or take units offline can help to ensure that the system is running efficiently. 
This type of automated control is a combination of economic dispatch and unit commitment 
running in real-time. An analysis tool was developed for economic load dispatch taking into 
account the fuel efficiency curves, the output power factor, and the thermodynamic model of 
each DEG. 
 
3.5.2.1 Overall DEG Model 
An overall block diagram of the thermodynamic model of the DEG developed in MATLAB® 
Simulink® is shown in Figure 3.30. This is a more detailed model than that presented in Section 
3.5.1.1.1 for the hybrid power system model. The complete diesel generator model calculates 
the fuel consumed by a single diesel generator based on inlet air temperature, exhaust air 
temperature, diesel engine specifications, and the heating value of the fuel. The fuel consumed 
is also adjusted to meet manufacturer’s fuel consumption data at standard operating 
temperatures. The details of the DEG model and the economic dispatch algorithm are 
presented by Larre Brouhard in a master’s thesis, Economic Dispatch and Control for Efficiency 
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Improvements on Diesel Electric Power Systems in Alaska Rural Villages, under the direction of 
the project PIs (see MS Thesis 1 under Project Publications).  
 

 

 
Figure 3.30: Overall Thermodynamic Model of DEG for Economic Dispatch 

 
3.5.2.2 DEG Thermodynamic Model Block 
The internal diagram and setup of the DEG block is illustrated in Figure 3.31. The DEG block 
consists of many sub-blocks which are described in detail in Chapter 4 of Larre Brouhard’s M. 
S. thesis Economic Dispatch and Control for Efficiency Improvements on Diesel Electric Power 
Systems in Alaska Rural Villages. The inputs to the DEG blocks are data that come in from 
other blocks within the simulation or external data files.
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Figure 3.31: DEG Model internal diagram. 
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These other forms of input values are: 

• Diesel Generator Power Rating [kW]  

• Diesel Generator Power Factor Rating  

• Diesel Engine Compression Factor – Rc 

• Diesel Engine Exhaust Temp at Rated Power [C] – ETFR 

• Fuel Rating: Temperature [C] – Trated 

• DEG Performance Curves: Power Variables [Vector] – Eff_pwr_G 

• DEG Performance Curves: Efficiency Variables [Vector] – Eff_eff_G 

• DEG Performance Curves: Power Factor Variables [Vector] – Eff_pf_G 

• Efficiency Adjustment Parameters for Power [Table Row] – AdjEff_p 

• Efficiency Adjustment Parameters for Efficiency [Table Column] – AdjEff 

• Fuel Curve Manufacturers Data: Power [kW] – fulcrv_pwr 

• Fuel Curve Manufacturers Data: Power Factor – fulcrv_pf 

• Fuel Curve Manufacturers Data: Fuel Efficiency[L/kWh] – fulcrv_eff 

The input values above are either directly input or referenced by variables within a parameter 
window. 
 
The outputs of the DEG block are T kWh total power in (kW) produced per hour, T.Eff overall 
efficiency for the generator, T. Liters Consumed total fuel consumed by fuel type, Consumption 
[L/h] fuel consumption rate of the generator by fuel type, Run Time [hrs] the amount of time that 
the generator was in operation, and kWh/L efficiency of generator at each time step in energy 
(kWh) per liter of fuel. 
 
3.5.2.2.1 DEG Block: Exhaust Temperature Selection 
From examining data on the UAF Energy Center diesel generator as the load on the generator 
changes there is a corresponding change in the exhaust temperature. Therefore, to more 
accurately show how exhaust temperature may affect the efficiency of the diesel a sub-block to 
calculate changes in the exhaust temperature from the rated value was created. Figure 3.32 
shows the diagram of the Exhaust Temperature Selection block. 
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Figure 3.32: Diagram of the Exhaust Temperature Selection block. 

 
The Exhaust Temperature Selection block subtracts the generators full load rating the full load 
exhaust temperature rating to establish a change in exhaust temperature with varying load 
requirements. Multiplying by 1/10th was chosen due to the observation that the temperature for 
the UAF diesel’s exhaust increased approximately one degree Celsius for every 10 kW. This 
value was based on an average change in temperature. The output of the Exhaust Temperature 
Selection block is then used by the E-Gen Efficiency & Input Power and Heating Values For #1 
& #2 Diesel blocks. 
 
3.5.2.2.2 DEG Block: E-Gen Efficiency & Input Power 
Manufacturer’s specification sheets contain information on the diesel engine and/or AC 
generator. This information usually includes the fuel consumption at various loads of the diesel 
generator as a set or on just the diesel engine. The fuel consumption data is often listed within a 
table. However, the fuel consumption data can also be given as a figure which requires 
conversion into a data set for implementation in this simulation model.  
 
The fuel consumption of the diesel generator or diesel engine is usually based on steady state 
operating conditions at a specific temperature, pressure, and fuel type. The curve defined by 
this data, as seen in Figure 3.33, does not lend itself to calculation of fuel consumption with 
variable parameters such as intake air temperatures, fuel temperatures, and exhaust 
temperature. Since this simulation is to study the effects of how changing load and ambient 
temperature may affect the efficiency of the diesel generator set, an adaptation of the diesel 
cycle and diesel combustion formula is utilized for such analysis and is discussed in Section 
3.5.2.2.2.1. 
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Figure 3.33: CATERPILLAR® 175 kWe diesel generator fuel consumption efficiency in kWh/L [26]. 

 
To analyze the temperature effects of both the inlet air and exhaust air on diesel efficiency, a 
model block of the diesel engine was necessary and is seen in Figure 3.34. 
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Figure 3.34: Internal structure of DEG Efficiency block. 

 
3.5.2.2.2.1 Engine Efficiency Calculation Block: DengineE_Block 
The model in Figure 3.34 utilizes the Diesel cycle to calculate the diesel engines efficiency. This 
calculation is programmed into the S-function DengineE_Block. Figure 3.35 illustrates the 
curves associated with the Diesel cycle. 
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Figure 3.35: Diesel Cycle P-v diagram [27]. 

 
The equations that are derived from the Diesel cycle are as follows [24]: 
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where V1, V2, V3, and V4 are the volumes of the piston at each point in the cycle. Eq. 3.28 shows 
that r (compression ratio) is a ratio of volumes at points 1 and 2 of the diesel cycle and 

cr (exhaust ratio) is a ratio of volumes between points 2 and 3 of the Diesel cycle. 
 
Process 1-2 is isentropic compression of an ideal gas given constant specific heats: 
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where 1T  is the inlet temperature, 2T  is the temperature of the working fluid after compression, 
P1 and P2 is the pressure within the cylinder at points 1 and 2, and k is the specific heat ratio 
value of air at room temperature. 
 
Process 2-3 is constant pressure heat addition to an ideal gas: 
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 23 PP = , (Eq. 3.33) 
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where P3 is the cylinder pressure and T3 is the temperature at point 3. 
 
Process 3-4 is isentropic expansion of an ideal gas given constant specific heats: 
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where P4 (exhaust pressure) is the cylinder pressure and T4 (exhaust temperature) is the 
temperature at point 4 of the Diesel cycle. 
 
From the above equations diesel thermal efficiency can be calculated by the following equation: 
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where Dieselth,η  is the thermal efficiency of the ideal Diesel cycle, netw  is the net work of the 

cycle, inq  is the heat transferred into the working fluid, and outq  is the heat transferred out of the 
working fluid. 
 
The variables that are given for calculation of efficiency are: 1T , 4T , and r . 4T and r  are given by 
the manufacturer’s data sheet and 1T  is a variable determined by the ambient air temperature. 
Calculation of the diesel engine efficiency requires knowing 2T  and 3T . 2T  is easily calculated 
using Eq. 3.31. The calculation of 3T  requires knowing cr  and the calculation of cr  can be 
accomplished by algebraic manipulation utilizing the relationships defined in Eqs. 3.28 - 3.30 as 
follows: 
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Now, factoring the exponent and substituting the relationship between 2T  and 3T  we get: 
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Solving for cr , 
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3T  can then be calculated using cr  and the four temperatures can be input into Eq. 3.37 to find 
the diesel thermal efficiency based on inlet and outlet temperatures. Another method to 
calculate thermal efficiency is to use the values of r , cr , and k directly into the thermal 
efficiency equation re-arranged as a function of r , cr , and k as seen in Eq. 3.41 below. 
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However, it must be noted here that the value of cr  is calculated by using the exhaust 
temperature, 4T  rating of the DEG based on the manufacturer’s data and an inlet temperature, 1T  
at STP which is 25 °C. Since the values of 1T  and 4T  used in the calculation of cr  remain 
constant for a given diesel engine, cr  will remain constant for a given diesel electric generator. 
This means that the ratio 4T / 1T  must remain constant as well.  This, combined with a constant 
r , results in a constant ideal cycle efficiency, since the efficiency becomes dependant only 
on r , cr , and k seen in Eq. 3.41. For this thesis it is assumed that r  and cr  are to remain 
constant. The changes in diesel generator efficiency that are seen in the simulation are not 
directly due to temperature effects on the diesel cycle, but are an effect of temperature on 
combustion discussed in a following section. However, if cr  was based on 4T , an increase in 
efficiency would be seen for an increase in inlet temperature. The S-function DengineE_Block 
contains a program script for the calculation of diesel thermal efficiency. 
 
3.5.2.2.2.2 Adjustment Coefficient Table Construction 
The thermal efficiency of the diesel generator calculated by the model does not take into 
account thermal losses. Therefore, to more accurately define the efficiency of the diesel 
generator at standard operating conditions the curves of diesel thermal efficiency and the 
efficiency based on the manufacturer’s curves Fuel Curve block are compared to create a table 
that defines the percentage of losses, this table is the Adj Coefficient block in Figure 3.36 and is 
determined by the Adjustment Coefficient Simulation seen in Figure 3.37. This allows the 
simulation when run at standard operating conditions for the generators to calculate fuel 
consumption equal to that of the manufacturer’s curves. Now, when there is a change in 
operating temperatures the final efficiency will account for thermal and mechanical losses within 
the generator. 
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Figure 3.36: Efficiency adjustment calculation simulation diagram. 

 
These thermal losses are affected by factors such as the difference between ambient room 
temperature and the generator’s operating temperature. However, these factors affecting the 
thermal losses are not considered in this model for simplicity and computational time 
considerations. If we were to include these losses, we could say the convective heat loss rate 
from the engine to the surroundings decreases as Tamb increases. This is because this loss rate 
is proportional to Teng –Tamb which decreases as Tamb increases. Here, Teng is the engine surface 
temperature and Tamb is the ambient temperature. 
 
To calculate the diesel efficiency from the manufacturer’s curves requires knowing what other 
parameters and conditions the data is based on. This information is included on the data sheets. 
For example, for the 445 kWe CATERPILLAR® diesel, the manufacturer’s curves are based on 
steady state operating conditions of 25 °C and fuel rates based on #2 diesel fuel with a LHV of 
42780 kJ/kg when used at 29 °C and weighing 0.08389 kg/L [28]. By taking this information and 
the fuel consumed for a value of output power in kWe, the overall percent efficiency between 
the fuel input and the electrical output for the diesel electric generator can be calculated based 
on manufacturer’s data.  
 
The following equation demonstrates these calculations and its representative Simulink® 
equivalent can be seen in the upper portion of Figure 3.34 showing the process diagram in the 
simulation.  
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where DEGEff%  is the diesel generator efficiency in percent, Load  is the load to be supplied by 
the generator in kW, fuelEff%  is the efficiency of the generator supplied by the manufacturer’s 

curve in (kWh/L), fuelρ  is the density of the fuel, and fuelLHV  is the heating value of the fuel 
supplied on the manufacturer’s specification sheet.  
 

 
Figure 3.37: Adj. Coefficient block diagram calculating adjustment percentage for diesel thermal efficiency 

based on manufacturer’s fuel consumption curves. 
 
The following pieces of Figure 3.35 are identical to those found in the E-Gen Efficiency & Input 
Power block of the Main System Simulation and are discussed in Section 3.5.2.2.2.5:  
 

• Fuel Curve Block 

• AC Gen Eff Block 

• S-Function GenBlock 

• S-Function DengineE_Block 

• Inputs & Constants: 

 Prated 

 -C- 

 Load_Req 

 Tamb 
 
With the diesel generators calculated efficiency and the manufacturer’s efficiency known then 
the manufacturer’s efficiency can then be divided by the calculated efficiency to acquire an 
adjustment factor that can be used to create the adjustment Adj Coefficient block.  To 
accomplish this, the Adjustment Coefficient for Fuel Curves block in Figure 3.36 which 
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represents the diesel generator has to be simulated at the standard operating condition given by 
the manufacturer’s data sheet. The information of each generator was input manually at first, 
however, currently the information is transferred from the Main System Simulation to this 
Adjustment Coefficient Simulation prior to the main simulation running. The Switch1 block seen 
in Figure 3.36 is normally set to route the Ramp2 block output to the Product blocks. The range 
of values that the Ramp2 block outputs is from 0 to 1 in steps of 0.1. This allows the Adjustment 
Coefficient Simulation to calculate the efficiency adjustment coefficient for any generator from 
zero load to full rated load. Upon completion of this pre-simulation the values for the adjustment 
coefficients for each generator are saved to the MATLAB® workspace for use in the Adj 
Coefficient block in the E-Gen Efficiency & Input Power block of the Main System Simulation. 
 
3.5.2.2.2.3 Generator Input/Output Power Calculation Block 
The Generator Input/Output Power Calc block located in the center of both Figures 3.34 and 
3.35 is a MATLAB® S-Function block titled ‘GenBlock’. The S-Function was originally written to 
allow for adjusting the AC generator curves of diesel generators that had their rotating speed 
reduced to 1,200-rpm from a rated speed of 1,800-rpm like the UAF Energy Center’s generator. 
However, technological advancement in metallurgy, improved engine design, and better engine 
lubricants have narrowed the difference between 1,200-rpm and 1,800-rpm engines [3]. In 
addition, due to increasingly competitive markets in the size range of engines used in rural 
Alaska, the 1,800-rpm configuration provides more installed kW per dollar spent than the 1,200-
rpm engine can provide. Therefore, it will be assumed that the approximately 23 percent of 
Alaska utilities having de-rated engines will in the future upgrade to 1,800-rpm engines. This will 
allow the program script in the S-function to be re-written to simplify the calculation and 
decrease computational time of the simulation. The new script is based on the following:  
 

 
effr
P

P sys
in = ,        (Eq. 3.43) 

 
where sysP  is the output power of the generator required to supply the load, effr  is the efficiency 
in percent of the AC generator at converting input power to output power as is a function of the 
required output power in kWe, and inP  is the input power from the diesel engine required to 
provide the required output power demanded by the load. This input power inP  in kW then goes 
to a Product block where it is multiplied by the engine efficiency. Due to the change in 
Generator Input/Output Power Calc block program script, the UAF diesel generators curves 
were adjusted prior to inclusion within the simulation.  
 
3.5.2.2.2.4 AC Generator Efficiency Table 
The AC Gen Eff block seen in Figures 3.34 and 3.36 are based on the manufacturer’s 
specifications for the AC generator in the diesel generator unit. The manufacturer normally 
specifies the efficiency of the generator at a power factor (pf) of 0.8. After analyzing data from a 
number of villages, the power systems normally operate with a power factor that varies between 
0.8 and close to 1.0. Therefore, to allow for the calculation of necessary input power with these 
higher power factors a 2.0 % increase in the data for the 0.8 pf was added to obtain the 1.0 pf 
curve. The 2.0 % increase was determined by taking the curves of an actual generator that 
provided curves for both 0.8 pf and 1.0 pf. Figure 3.38 shows the curves for a Marathon electric 



   

 

41

generator. Four points have been labeled and are: point 1 (82.5%), point 2 (83.7%), point 3 
(90.1%), and point 4 (83.4%).  
 

2
1

4

3

 
Figure 3.38: Electrical efficiency for a 21 kW Marathon electric generator [29]. 
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The average difference between the points was calculated as illustrated in Eq. 4.24. The value 
was then multiplied by 50% to account for variations between different makes and models of 
generators.  Figure 3.39 illustrates the AC generator efficiency curves at 0.8 pf and 1.0 pf for the 
UAF diesel generator.  
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Figure 3.39: UAF Energy Center diesel generator unit’s AC generator efficiency curves [30]. 

 
The UAF DEG curves in Figure 3.39 are in terms of percent load. These curves will be the basis 
for all other AC generators of DEGs used within the simulation. In addition, a 50% reduction was 
considered to be too conservative, therefore the 2% adjustment was applied to the 0.9 pf curve 
data and the base curve was readjusted. However, some of the manufacturers list the AC 
generator efficiencies only at rated power. Therefore, the data used to create the curves above 
are adjusted to match the specific AC generator efficiency at rated load. In addition, since the 
data pertaining to the curves in Figure 3.39 are in percent load, the percent load is multiplied by 
the generator’s power rating to achieve a data set for the x-axis in kWe load. This process is 
repeated for all AC generators simulated in the system analysis and the data sets are utilized to 
create the table in the AC Gen Eff block. This data is then input into the AC Gen Eff block by 
use of the block parameters screen seen in Figure 3.40 where the load power data is the input 
to the block, the power factors are input in the column index, and the output values of efficiency 
are listed in the parameters output values as vectors. 
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Figure 3.40: Block parameters screen for the AC Gen Eff block showing input data variables. 

 
3.5.2.2.2.5 E-Gen Efficiency & Input Power: Inputs and Outputs 
There are four direct inputs and two direct outputs to the E-Gen Efficiency & Input Power block, 
the inputs labeled Required Load, Power Factor, A.Temp, and Texh are tied to the direct inputs 
in the DEG blocks. Required Load is used as the input to the AC Gen Eff table block, the Adj 
Coefficient table block, and to the S-Function block Generator Input/Output Power Calc through 
a multiplexer block. Power Factor is only used as inputs to the AC Gen Eff table block and to the 
S-Function block Generator Input/Output Power Calc again through the multiplexer block. Both 
A.Temp and Texh inputs are directed through another multiplexer as inputs to the S-Function 
DengineE_Block. 
 
The outputs of the E-Gen Efficiency & Input Power block are D.Eff and Pin which are inputs to 
other blocks within the DEG block. D.Eff is the total diesel generator efficiency after adjustment. 
It is the multiplication of the AC generator efficiency, the diesel engine efficiency, and the 
adjustment coefficient shown in Eq. 3.45.  
 
 ( )( )tCoefficienAdjEffBlockDengineEEffGenACEffD _. = ,   (Eq. 3.45) 
 
Pin is the total power in kW required as an input to achieve the desired output to meet the load. 
The value of Pin is calculated as 
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3.5.2.2.3 DEG Block: Manufacturer’s Fuel Curve 
The manufacturer’s data on fuel consumption in kWh/L as a function of output load in kWe as 
specified in the data sheets in graphical format is illustrated in Figure 3.41 for two diesel 
generators. As can be seen there is only one curve for each generator using #2 diesel with a 0.8 
pf load. Higher power factor will lead to a higher efficiency, and therefore, lower fuel 
consumption. The fuel consumption efficiencies in kWh/L at higher power factors are calculated 
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by taking the data for the curves at 0.8 pf and adding approximately 0.2 kWh/L to the values for 
0.8 pf to arrive at values for a 0.9 pf rating. 
 
The 0.2 kWh/L was determined by using the 2% increase in the AC efficiency determined in a 
previous section, standard heating value (HV) of #2 diesel fuel (42780 kJ/kg), and the density of 
#2 diesel fuel (0.838 kg/L). First convert fuel HV from kJ/kg to kWh/L using fuel density and 
appropriate conversion factors, Eq. 3.47 illustrates this step. 
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Now, assuming an AC generator efficiency within the range of normal generators at 0.8 pf of 
90% and now add 0.2% for an efficiency of 92% at 0.9 pf. Multiplying these two efficiencies with 
the value of the fuels HV converted above results in 
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Figure 3.41: Manufacturer’s fuel curve for CATERPILLAR® 175 kWe and 455 kWe diesel electric 

generators [26] [28]. 
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Finally, the difference between the values above in Eq. 3.48 is 0.19936 kWh/L. This value is 
rounded up to 0.2 kWh/L and added to the value of efficiency at 0.8 pf to arrive at the value of 
fuel efficiency at 0.9 pf. 
 
The data from the manufacturers is organized in vector form for input into the Fuel Curve table 
block parameter window in MATLAB® as seen in Figure 3.42 below. By listing this data as 
variables it allows multiple generators with their own fuel curves to be associated with just one 
Fuel Curve table block located within each DEG block. 

 

 
Figure 3.42: Fuel Curve table block parameter screen for manufacturer’s fuel curve data variables. 

 
3.5.2.2.4 DEG Block: Value Integration Total Block 
The Total-lizer block shown in Figure 3.43, allows for the integration of a variable over time and 
is placed within the library for use throughout the Main System Simulation and the Adjustment 
Coefficient Simulation. The way the Total-lizer block works is that the Memory block stores the 
value output by the sum block for reuse as an input to the sum block on the next simulation time 
step. The sum block then adds the current value with the previous value and outputs the 
summed value to be held by the Memory block. The output of the Memory block is also 
multiplied by the simulation’s sampling rate and the value 24 found within the Gain block. The 
value 24 represents 24 hours in a day, thereby converting the incoming hourly data into a daily 
value. The Gain block converts the current Memory block output value into a value based in 
hours.  
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Figure 3.43: Inner diagram of the Total-lizer block. 
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3.5.2.2.5 DEG Block: Diesel Electric Generator Overall Efficiency Block 
The DEG Efficiency block shown in Figure 3.44 multiplies the diesel generator units efficiency 
by the efficiency of the fuel which is based on the heating value of the fuel at the specified 
temperature divided by the heating value of the fuel at STP. The efficiency of the fuel is an 
output of the Heating Values for Diesel block. The outputs of the DEG Efficiency block are the 
diesel generator unit’s efficiency and the diesel generator’s overall efficiency for both fuel types. 
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Figure 3.44: Inner diagram of the DEG Efficiency block within the DEG block. 

 
3.5.2.2.6 DEG Block: Incoming Air Control Block 
The Incoming Air Control block allows for the specification of the incoming air not to drop below 
a specific threshold. In Figure 3.45, the threshold specified is 5° C (41° F).  
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Figure 3.45: Incoming Air Control block diagram. 

 
This value of the threshold will be maintained if the value of the incoming ambient air 
temperature is below the threshold value. The simulation is run at this value based on the 
following assumptions: 

• Extreme cold temperature effects on diesel fuel combustion is difficult to model 
[31], [32]. 

• Optimal diesel engine efficiencies have been found to occur with inlet air 
temperatures above 5 °C. 

• The model does not properly predict possible effects that icing and extreme cold 
air may have on the diesel engine internal components or on the combustion 
process, therefore in conjunction with the previous assumption a value of 5 °C was 
chosen. 
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3.5.2.2.7 DEG Block: Heating Values for Diesel Fuel Block 
 
3.5.2.2.7.1 Fuel Energy Component Development 
A combustion chamber typically has large amounts of heat output, and little or no heat input. In 
this case, the energy balance for a typical steady-flow combustion process becomes 
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, (Eq. 3.49) 

 
where Qout,comb is the heat output during combustion, Nr and Np are the number of moles of the 
reactant r and the product p, respectively, per mole of fuel, and ho

f is the enthalpy of formation 
at the standard reference state. The reference state refers to the temperature in degrees Kelvin 
for the enthalpy in question. The Nr and Np values are picked directly from the balanced 
combustion equations. 
 
Eq. 3.49 expresses that the heat output or heating value of a fuel during the combustion 
process is simply the difference between the energy of the reactants entering and the energy of 
the products leaving the combustion chamber [24]. The heating value of a fuel is equal to the 
absolute value of enthalpy of combustion of the fuel. Therefore, in a reacting system the heating 
value of a fuel is represented by the difference between h (sensible enthalpy at a specified 
state) and oh (sensible enthalpy at the standard reference state) and is expressed in kJ/kmol 
(Btu/lbmol) of fuel. A simplified form of Eq. 3.49 is illustrated in Eq. 3.50 below: 
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H

h
Q −= ,      (Eq. 3.50) 

 
where hQ  represents the energy input into the system by fuel combustion, Hr is the enthalpy of 
the reactant (intake air/fuel mixture), and Hp is the enthalpy of the product (exhaust gases). 
Examining Eq. 3.49 shows that, as the specified state changes so will the heating value. In 
simple terms efficiency is defined by the electrical work out produced elW , divided by hQ , Eq. 
3.50. The simplified efficiency equation can be seen in Eq. 3.51.  
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Q
Wη = ,            (Eq. 3.51) 

 
Now, if the temperature of the reactants was to increase, enthalpy of those reactants would 
likewise increase, thereby increasing the energy input into the system from the combustion 
output of the fuel, Eq. 3.50. This would result in a decrease in efficiency, assuming that 
electrical work out does not increase proportionally. However, this is assuming that the enthalpy 
of the products does not increase with the increase in the reactants temperature. A change in 
inlet temperature affects the exhaust temperature. However, since it is expected that small 
changes in inlet air temperature will have little effect on efficiency and since many variables 
relate inlet air temp to exhaust temperature, changes in exhaust temperature maybe even 
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smaller. Therefore, we will not attempt to incorporate changes in exhaust temperature for this 
study. This effect is examined by simulation in the results section of this thesis. 
 
To examine the possible effects of temperature on fuel consumption and DEG efficiency, table 
blocks were developed in Simulink® that use NASA’s 9-constants polynomials to calculate 
individual products and reactants change in sensible enthalpy over a range of temperatures, this 
calculation is represented by Eq. 3.52 [33-35]. 
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where a1, a2, a3, a4, a5, a6, a7, and b1 are polynomial constants, T is the reference temperature, 
R is the gas constant, and H°

T is the enthalpy of a component on a unit-mole basis.  
 
Thermobuild an interactive tool which uses the NASA Glenn thermodynamic database was used 
to create a table of thermodynamic properties at specified temperatures that then could be input 
into the table blocks for use in the Simulink® model of Eq. 3.48 as shown in Figure 3.46 for # 1 
diesel and Figure 3.47 for #2 diesel [24], [33]. The chemical formulas for #1 and # 2 diesel fuel 
chosen are C10H22 and C12H26, respectively.  
 
Using the chemical formulas and the associated balance combustion, Eqs. 3.53 and 3.54, the 
molar units could be added to Eq. 3.48 as gain blocks in Figure 3.47. 
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and 
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Combustion Equation for Decane ( C10H22 ): @ AF=20

C10H22 + 15.5*(O2 +3.76*N2) --> 10*CO2+11*H2O+0*CO+0*O2+15.5*3.76*N2

1
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Figure 3.46:  Simulink® model of the combustion equation (Eq. 3.53) for #1 diesel fuel. 
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Combustion Equation for Heavy Diesel ( C12H16 ): @ AF=20

C12H16 + 18.5*(O2 +3.76*N2) --> 12*CO2+13*H2O+0*CO+0*O2+18.5*3.76*N2

1
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Figure 3.47:  Simulink® model of the combustion equation (Eq. 3.54) for #2 diesel fuel.
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3.5.2.2.7.2 Fuel Energy Component Testing 

 The systems in Figures 3.46 and 3.47 were simulated at STP to examine possible error 
between the simulated heating values for #1 and #2 diesel fuels. Table 3.1 shows the simulated 
values for both fuels at STP, compared to the higher heating value (HHV) and lower heating 
value (LHV) given in [24]. The simulated values for both diesel fuels are within the range of HHV 
and LHV from [24]. 
 

Table 3.1: Comparison table of simulation heating values to referenced values. 
Reference Heating Value kJ/kg 
(Btu/lbm) [13] 

Parameter Higher Lower 

Simulated Heating 
Value (@ STP) kJ/kg 
(Btu/lbm) 

# 1 Diesel 47640 (20490) 44240 
(19020) 44580 (19166.2) 

#2 Diesel 45500 (19600) 42800 
(18400) 44450 (19109.3) 

 
3.5.2.2.8 DEG Block: Fuel Use Conversion Block 
The input energy divided by the fuel’s heating value will result in the amount of fuel energy in 
(L/h) required to meet the load demand. This is illustrated by Eq. 3.55 and in the Simulink® 
version of the equation seen in Figure 3.48.  
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Figure 3.48: Diagram of Fuel Use Conversion block representing Eq. 3.55. 

 
3.5.2.3 Dispatch Techniques 
The model is used to perform an economic feasibility analysis for integrating economic dispatch 
control systems into existing DEG systems. Inputs to the model are the electrical load and 
power factor profile for the village, and the manufacturer’s performance curves for the DEGs. 
The outputs are the fuel consumption, efficiency (kW-hr/liter), total cost of fuel, and total 
emissions of CO2, NOx and PM10. The fuel efficiency curves for the DEGs in each system tested 
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were constructed from manufacturer’s data and three different load dispatch schemes were 
implemented: 1) even load distribution (ELD) 2) pre-configured control (PCC) and 3) economic 
dispatch. ELD assumes all generators are operating to the supply the load with the demand 
distributed evenly based on each DEGs capacity. PCC (see Figure 3.49 and Table 3.2 for 
Kongiganak, Alaska) turns on and off generators in order of their maximum rating to meet the 
total demand neglecting efficiency. In this case one of the 190 kWe DEGs is used strictly as a 
back up. ED (see Figure 3.50 for Kongiganak, Alaska) finds the optimal operating point to 
satisfy the demand at the best possible efficiency. Although ELD is used as the base case, this 
is not necessarily the general operating condition in the village, as all generators would normally 
not be running unless there was a very high demand. So for comparison to ED, PCC was used 
to represent the closest possible scenario to the actual operating condition in the village where 
only the generators that need to be operated to supply the load are used.  
 
This same economic dispatch program was also used to incorporate the effects of ambient 
temperature variations and was tested on ambient temperature and load data from Kongiganak, 
Alaska. A 3 °C rise in ambient air temperature over the next 50 years as predicted by scientist at 
the UAF Geophysical Institute’s Alaska Climate Research Center was used in the model to 
determine the effect on DEG efficiency. 
 

 
Figure 3.49: PCC zoned manufacturer’s fuel curves for the Kongiganak DEGs. 
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Table 3.2: PCC control scheme for Kongiganak DEGs. 

Load Demand (kWe) 
DEG 
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line 
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line 

On-
line 

Off-
line Off-line On-

line 
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kWe 

On-
line 
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line 
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line 
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line 
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Back-
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up 

Back-
up 

Back-
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Figure 3.50: ED zoned manufacturer’s fuel curves for the Kongiganak DEGs. 

 
3.5.2.4 Classical Economic Dispatch Algorithm 
The algorithm for classical economic dispatch is a minimized cost function for plant operation 
that includes all operating plants as follows in [36]. Given a system with m  generators 
committed, pick the GiP to minimize the total cost 
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where power output is GiP , fuel cost as a function of power output is )( Gii PC in the form 
  

 2
GGGii γPβPα)(PC ++= ,     (Eq. 3.59) 

 
 with positive coefficients, TC  is the total cost, DP  is the total load demand, min

GiP  is the minimum 

power capability of the generating unit, max
GiP is the maximum power capability of the generating 

unit and m is the number of units committed [36].  
  
Now, take the derivative of the fuel cost function with respect to power out to reach a solution in 
terms of incremental costs (ICs) 
 

 
Gi

Gii
i dP

PdCIC )(
=   = slope of fuel-cost curve, (Eq. 3.60) 

 
assuming the incremental cost curves are linear to arrive at  
 

 Gi PIC γβ += .       (Eq. 3.61) 
 
Now, apply the above equations to a known fuel-cost curve and a known total load to be 
supplied. Figure 3.51 shows an example of two generators with differing fuel-cost curves at 
different incremental costs. Assuming that the same incremental cost can be achieved by every 
generator, choose a value for iIC , and solve for each GiP , check if Eq. 3.56 is satisfied. If not 
increase (decrease) iIC  until Eq. 3.56 is satisfied.  
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Figure 3.51: Two generator cost curves with both operating at different incremental costs [7], [8]. 

 
One significant difficulty in performing classical economic dispatch on any standalone DEG 
system in rural villages is the fact that not all DEGs are available to operate all the time. 
Therefore, unit commitment must be established before performing economic dispatch. In other 
words, the available units need to be determined and committed for operation before the 
economic dispatch problem can be solved and the program needs to allow for any DEG to go to 
the off state. 
 
3.5.2.5 Unit Commitment Development  
Unit commitment involves finding the combinations of DEGs that will most efficiently supply the 
given load using economic dispatch. Simply defined, a unit combination is feasible if it meets the 
following two criteria [37]: 
 

1) The sum of all maximum power ratings (MW, kW, etc) for the units committed is 
greater than the load. 

2) The sum of all minimum power ratings (MW, kW, etc) for the units committed is 
less than the load. 

 
In equation format: 
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Therefore, if the system is to be optimized, units must be shut down as the load goes down and 
then recommitted as the load goes back up.  
 
The unit commitment problem can be very difficult as discussed in [37]. Very large numbers for 
enumerations can be required. This results in practical barriers in the optimized unit 
commitment problem with high dimensionality and a number of possible solutions. The following 
three techniques are the most commonly used to overcome the unit commitment problem: 
 

- Priority-list schemes, 
- Dynamic programming (DP), 
- Lagrange relation. 

 
However, after evaluating the three above techniques, the dynamic programming technique was 
utilized within the MATLAB® environment for modeling. Since the DP technique can create 
similar priority lists as a priority-list scheme, only the priority list and DP technique will be 
discussed here. 
 
A simple shut-down rule or priority-list scheme could be obtained after an exhaustive 
enumeration of all unit combinations at each load level. However, a much simpler approach can 
be applied by noting the full-load average production cost of each unit, where the full-load 
average production is simply the net heat rate at full load multiplied by the fuel cost. Table 3.3 is 
an example of a simple priority list. 
 

Table 3.3: Example priority list for a three generating unit system [37]. 

Unit 
Combination 

Min kW from 
Combination 

Max kW 
from 

Combination 
2 + 1 + 3 300 1200 
2 + 1 250 1000 
2 100 400 

 
A chief advantage of dynamic programming over the enumeration scheme is a reduction in the 
dimensionality of the problem [37]. For example suppose we have a system with four units and 
any combination of them could serve the load. There would be a maximum of 24 – 1 = 15 
combinations to test. However, if a strict priority order was imposed, there would only be four 
combinations to try: 
 

Priority 1 unit 
Priority 1 unit + Priority 2 unit  
Priority 1 unit + Priority 2 unit + Priority 3 unit 
Priority 1 unit + Priority 2 unit + Priority 3 unit + Priority 4 unit 

 
Theoretically, a priority list arranged in order of the full-load average-cost rate would result in a 
correct dispatch and unit commitment only if [37]: 
 

1. No load costs are zero. 
2. Unit input-output characteristics are linear between zero output and full load. 
3. There are no other restrictions. 
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4. Start-up costs are a fixed amount. 
 
In the following approach, assume that: 
 

- A state consists of an array of units with specified units operating and the rest off-
line. 

- The start-up cost for a unit is a fixed amount. 
- There are no costs for shutting down a unit. 
- There is a strict priority order, and in each interval a specified minimum amount 

of capacity must be operating. 
 
A feasible state is one where the committed units can supply the required load and meet the 
minimum amount of capacity each period. 
 
A forward dynamic programming algorithm is shown by the flowchart in Figure 3.52 [37]. The 
recursive algorithm to compute the minimum cost in hour K with combination I is as follows, 
 
 ,L)](KF,L:K,I)(KS(K,I)[P(K,I)F ttt{L}t 11min coscoscoscos −+−+=  (Eq. 3.63) 

where 
 
State ),( IK  is the Ith combination in hour K, 

),(cos IKF t  = least total cost to arrive at state ),( IK , 
),(cos IKP t  = production cost for state ),( IK , and 

),:,1(cos IKLKS t −  = transition cost from state ),:,1(cos IKLKS t − to state ),( IK  
 
For the dynamic programming approach shown in Figure 3.52, a strategy is defined as the 
transition from one state at a given hour to a state at the next hour. In addition the two variables, 
X and N, in Figure 3.52 are as follows: 

 
X = number of states to search each period 
N = number of strategies to save at each step. 
 

These variables allow control of the computational effort. For example, with a simple priority-list 
ordering, the upper bound on X is n, the number of generating units. Reducing the number of N 
means that the highest cost schedules at each time interval are discarded and only the lowest N 
strategies are saved. However, there is no reassurance that the theoretical optimal schedule will 
be found using a reduced number of strategies and search range (the X value); experimentation 
with a particular program is the only way of indicating any potential error associated with limiting 
the values of X and N. 
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Figure 3.52: Forward dynamic programming flowchart recursive algorithm for unit commitment [37]. 
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4. Results and Discussion 
 
The results of studies conducted in this project have centered around the in-house (at UAF) 
testing of RTUs, flow meters and sensors for DEGs like those found in Alaska village 
communities, the development of a consortium of Alaska rural utilities, the deployment of 
remote monitoring systems in 25 villages in AEAs service territory, and the development of 
software programs and system models in MATLAB® Simulink® to determine the optimal mix of 
DEGs and renewable sources of power as well as the economic dispatch of power from these 
sources to serve the village loads. 
  
4.1 UAF Energy Center Diesel 
Results of testing a remote terminal unit, various types of fuel and coolant flow meters, and 
temperature and pressure sensors on the125 kWe Detroit DEG at the UAF Energy Center 
showed the importance of remote metering and the proper selection of flow meters and sensors. 
The detailed results of these tests are presented by Tyler Chubb in a master’s thesis, 
Performance Analysis for Remote Power Systems in Rural Alaska, under the direction of the 
project PIs (see MS Thesis 2 under Project Publications). 
 
4.1.1 Flow Meter Test Loop 
The results of the independent test on a magnetic and ultrasonic flow meter in a small coolant 
flow loop are illustrated in Figures 4.1 and 4.2 for a high and low flow rate, respectively. These 
results showed that electromagnetic flow meters are more accurate across the measurement 
range than the ultrasonic flow meters. The ultrasonic meter suffered from the effects of air within 
the coolant loop at lower flow rates which could be attributed to the pump and was also simply 
less accurate in this measurement range. Consequently, the range of flow rates to be measured 
is important in selecting the proper flow meter. In other words, if we know the coolant flow rate is 
nominally 45 liters/minute (12 gallons/minute) and varies by +/- 40 liters/minute during generator 
operation, then we would need to select a fuel flow meter that exhibits the highest degree of 
accuracy in the range from 5 to 85 liters/minute.  
 

 
Figure 4.1: Magnetic and ultrasonic flow meter performance for high coolant flow rate. 
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Figure 4.2: Magnetic and ultrasonic flow meter performance for low coolant flow rate. 

 
4.1.2 Flow Meter and Temperature Sensor Tests on UAF DEG 
A number of tests were conducted with flow meters on the UAF DEG coolant loop and fuel input 
line. The ultrasonic fuel flow meter that clamps around the fuel line was tested and found to be 
problematic because of generator vibration causing consistent errors with the fuel flow 
measurements as shown in Figure 4.3. The actual fuel flow rates were measured by timing the 
removal of fuel from a small day tank with a known volume using a pressure transducer and a 
level sensor as illustrated in Figure 4.4.  An example of the increase in fuel flow rate with the 
increase in electrical load is shown in Figure 4.5. 
 

 
Figure 4.3: Ultrasonic fuel flow meter tests. 
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Figure 4.4: Using pressure transducer data to find fuel consumption rate. 

 

 
Figure 4.5: Changing fuel consumption rate for UAF DEG. 

 
The magnetic and ultrasonic coolant flow meters were tested with the following results. Figure 
4.6 shows the coolant flow rates (gal/min) for each meter and the electrical output (kWe) of the 
DEG over time. This illustrates that the coolant flow rate is directly proportional to electrical 
power output of the DEG. The ultrasonic flow meter suffers from high frequency noise (jitter) 
due to the generator vibration.  
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Figure 4.6: Magnetic and ultrasonic coolant flow meter comparison on UAF DEG. 

 
Exhaust and coolant temperature sensors were also tested with the following results. Figure 4.7 
shows the exhaust temperature (°F) and the electrical output of the DEG (kWe) over time. The 
exhaust temperature is directly proportional to the electrical power output of the DEG.  
 

 
Figure 4.7: Exhaust system temperature and electrical power output over time for UAF DEG. 
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Figure 4.8 shows the coolant temperature (°F) and the electrical output (kWe) of the DEG over 
time. The coolant temperature is directly proportional to the electrical power output of the DEG. 
 

 
Figure 4.8: Coolant temperature and electrical power output over time for UAF DEG. 

 
A significant result (see Figure 4.9) with regards to coolant temperature occurred when forest 
fire ash in the summer of 2004 clogged the cooling system radiator and the coolant operating 
temperature increased by 20 °C. In a village system without remote monitoring this situation 
might have led to a costly generator failure if left unchecked. 
 

 
Figure 4.9: Effects of particle build-up in generator radiator. 
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The flow meter and temperature sensor measurements were used to develop the energy 
balance for the DEG plant. Using Eq. 3.1, the amount of energy contained in the coolant was 
calculated at 2,245,000 BTUs (658 kWh) over the course of the 24 hour load profile. Using the 
heating value of the Syntroleum fuel, 121,500 BTU/gallon [38] the lost energy in the coolant 
equates to 18.5 gallons of fuel per day. If a heat exchange system that were 80% efficient were 
utilized in this application, harnessing this wasted energy would be equivalent to saving 14.8 
gallons of fuel per day or 5395 gallons of fuel over the course of a year. Using an estimated 
price for diesel fuel in rural Alaska, $3.00/gallon, this is equivalent to $16,185 over the course of 
a year in lost energy. Using Eq. 3.2, the average radiant heat emitted by the diesel engine was 
approximately 1.5 – 2.0 kW, or 2-3% of the input fuel energy. A value of 2.5% is used in the 
following energy balance calculations. 
 
The overall energy balance plot is shown in Figure 4.10.  

 
Figure 4.10: Energy output broken into individual forms. 

 
Comparing the total output energy with the total input energy gives a means to verify the overall 
accuracy of the monitoring system as these two entities should ideally be equal. The 
comparison is shown in Figure 4.11. The accuracy of the energy balance was not perfect, but it 
must be taken into consideration that there were 11 sensors used to compile the information. 
Given that there was inaccuracy inherent with each sensor, an overall error of this magnitude 
should not be unexpected. At high electrical loads on the generator, the output energy 
exceeded the input energy by up to 30 kW (maximum 10% error) and at lower electrical load 
this situation was reversed by 35 kW (maximum 12% error). The output and input energies 
seemed to optimally correspond when the electrical load on the generator was 80 kW to 100 
kW. It can be deduced from the energy balance that several of the sensors were in their optimal 
operating range when loads of 80 – 100 kW were placed on the generator. 
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Figure 4.11: Energy balance input compared to energy balance output. 

 
 
Figure 4.12 shows pie charts of the energy balance calculated for the DEG from the measured 
data (a) and generator specifications (b). A significant portion of the energy is lost in the exhaust 
and heated coolant. The heated coolant is used to heat buildings in the village by piping the 
heated coolant from the generator house to buildings in the village. 
 

          
(a)      (b) 

Figure 4.12: Average energy outputs of UAF DEG operating near full load using a) data from tests and b) 
generator specifications. 

 
4.2 Village Power Survey and Data Collection 
A number of villages in AEAs service territory were surveyed to collect current system 
information and existing data. These villages were classified in terms of their average electric 
load requirement as illustrated in Figure 4.13. However, much of the existing load data is of poor 
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quality, consisting of missing time windows, sampling errors, or only small time windows of data 
when service technicians were on site for a few days. An example plot of load profiles for five 
random villages in Figure 4.14 illustrates this point.  
 
Both AEA and AVEC have partnered to install standard remote monitoring equipment in a 
number of villages in their service territories in order to work towards creating a standard data 
collection system. AEA currently has limited online access to real-time monitoring in many of its 
villages at http://www.aidea.org/aea/aearemotemon.html. The 21 villages included in this study 
are: Atka Diesel Powerhouse and Hydro Facility, Arctic Village, Buckland, Chefornak, 
Chuathbaluk, Crooked Creek, Diomede, Golovin, Hughes, Kongiganak, Koyukuk, Kwigillingok, 
Pedro Bay, Larsen Bay Hydro Facility, Manokotak, Nikolski, Ouzinkie Diesel Powerhouse and 
Hydro Facility, Sleetmute, Stevens Village, Stony River, and Takotna. This includes password 
access to the actual computer terminal in the village power house as well as video cameras in 
the power house. The problem has been collecting information from all of these communities in 
a standard format that can be stored and processed at a central server. Two more villages, 
Chitina and Chignak, in AEAs service territory received basic remote monitoring upgrades and 
were included in this study. 
 

 
 

Figure 4.13: Map of select villages in AEAs service territory grouped by average load. 
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Figure 4.14: Sample load profiles from five Alaska rural villages. 

 
4.3 Village Hybrid Power Performance Analysis 
UAF evaluated the performance of systems at Kongiganak, Lime Village, Stevens Village, and 
Wales Village, Alaska using the hybrid power system model developed in MATLAB® Simulink® 
specifically for the Alaska rural village power systems. The model is used to perform an 
economic feasibility analysis for integrating renewable energy sources into existing DEG 
systems. 
 
4.3.1 Performance Analysis for Kongiganak, Alaska 
The hybrid power system model was used to study the performance of the system at 
Kongiganak, Alaska. Our model was used to study the feasibility of integrating a PV array, a 
WTG, and a battery bank with the existing DEGs to meet the village load demand. Currently, 
DEGs are the only source of power for the load demand. Load demand for the village of 
Kongiganak is supplied by Puvurnag Power Company which operates four diesel generator 
units: one 235 kWe John Deere® 6125AF, two 190 kWe John Deere® 6081AF, and one 140 
kWe John Deere® 6081TF. 
 
The annual synthetic load profile from January 1st, 2003 to December 31st, 2003 with one hour 
samples, the annual synthetic wind speed profile, and the annual solar flux profile used for 
analyzing the performance of the Kongiganak Village are shown in Figure 4.15, 4.16, and 4.17, 
respectively. The clearness index data for the solar insolation profile is obtained using the solar 
maps developed by the National Renewable Energy Laboratory (NREL) [39]. It can be observed 
from Figure 4.15 that the maximum load of the system is about 150 kW, the minimum load is 
about 45 kW and the average load is about 95 kW. From Figure 4.16 it can be observed that the 
annual average wind speed is about 7 m/s (15.66 miles/hr). From Figure 4.17 it can be 
observed that the village has low solar flux during winter months and high solar flux during 
summer months. 
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Figure 4.15: Synthetic annual load profile for Kongiganak Village, Alaska. 
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Figure 4.16: Synthetic annual wind speed profile for Kongiganak Village, Alaska. 
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Figure 4.17: Annual solar flux for Kongiganak Village, Alaska. 

 
Various hybrid power systems studied in this analysis include the diesel-battery system, the PV-
diesel-battery system, the wind-diesel-battery system, and the PV-wind-diesel-battery system. 
Table 4.1 shows the installation cost (USD) for different components for the Kongiganak Village 
hybrid power system. The model was validated by comparing the results obtained from the 
Simulink® model, for supplying the annual load profile, with the available obtained from the 
HOMER software. The simulation results obtained from the HARPSim model were compared 
with those obtained from the HOMER software. Table 4.2 shows the comparison of results from 
the HARPSim model with HOMER for the Kongiganak Village hybrid power system. At the time 
of this analysis HOMER was not set up to calculate payback period or NOx and PM10 emissions. 
The LCC and sensitivity analysis of NPV, COE, and payback for Kongiganak were examined as 
shown in Figures 4.18-4.21.  
 
Results of the performance analysis showed the economic feasibility and fuel savings of 
installing WTGs and PV arrays. The life cycle costs LCC and sensitivity analysis of fuel cost and 
investment rate showed that as the price of bulk fuel rises, the payback period of the WTG and 
the PV array decreases. The cost of energy COE and the net present value NPV increases 
linearly while the payback period decreases with the increase in the fuel price. However, the 
current economic feasibility analysis of integrating PV alone into Alaska rural village systems 
results in paybacks that are near or longer than the life cycle of the project because of the cost 
of the PV panels and the lack of light in the winter months. As fuel costs increase and the cost 
of PV panels decreases in the future, PV panels will become more economical in Alaska rural 
village power systems. 
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Table 4.1: Installation cost for different components for Kongiganak Village. 
 

Item 
Cost per 

unit  
(USD) 

No of 
units 

Diesel-only 
system 
(USD) 

Diesel-battery 
system 
(USD) 

PV-diesel-
battery 
system 
(USD) 

Wind-diesel-
battery 
system 
(USD) 

PV-wind-
diesel-
battery 
system 
(USD) 

2 wind-
diesel-
battery 
system 
(USD) 

140 kW diesel 
generator 40,000 1 40,000 40,000 40,000 40,000 40,000 40,000 

190 kW diesel 
generator 45,000 1 45,000 45,000 45,000 45,000 45,000 45,000 

Switch gear to 
automate control of the 

system 
16,000 1 16,000 18,000 20,000 20,000 22,000 30,000 

Rectification/Inversion 18,000 1 0 18,000 18,000 18,000 18,000 28,000 

New Absolyte IIP 6-
90A13 battery bank 2,143 16 0 34,288 34,288 34,288 34,288 68,576 

AOC 15/50 wind 
turbine generator 55,000 1 0 0 0 55,000 55,000 110,000 

Siemens M55 solar 
panels 262 180 0 0 47,160 0 47,160 0 

Engineering  1 3,000 3,500 4,000 4,000 4,500 6,000 

Commissioning, 
Installation, freight, 

travel, miscellaneous 
 1 13,000 14,000 16,000 18,000 20,000 30,000 

  TOTAL 117,000 172,788 224,448 234,288 285,948 357,576  
 

Table 4.2: Comparison of energy and economic analysis results for Kongiganak. 
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Since the wind-diesel-battery system was observed to be the most cost effective, further work 
was carried out to study the effect of installing another WTG into the wind-diesel-battery system. 
The addition of a second WTG required an increase in the capacity of the battery bank to 
accommodate more energy storage. Therefore, the battery bank capacity and the inverter rating 
were increased from 100 kW and 100 kVA to 200 kW and 200 kVA, respectively. Table 4.3 
shows the comparison of results from the HARPSim model with HOMER for the two wind-
diesel-battery hybrid power system for Kongiganak Village. It can be observed that the addition 
of the second WTG into the wind-diesel-battery hybrid power system resulted in the further 
reduction in the NPV and the COE, while the payback period with the two WTGs increased 
slightly. The WTG penetration level increases to 50% for this case. The payback period of the 
WTGs increased to 1.56 years due to the extra cost involved in the addition of the second WTG. 
 
A new 3 WTG-2 DEG system for Kongiganak has been commissioned through a Denali 
Commission grant and is currently in the design and procurement phase. A feasibility analysis 
using our model for the proposed system estimates the village will displace about 37,800 liters 
(10,000 gallons) of diesel fuel per wind turbine per year with a payback of about 3.5 years, while 
the contractor estimates about 45,360 liters (12,000 gallons) of diesel fuel per wind turbine per 
year with a payback of about 2.5 years. 
 

Table 4.3: Comparison of results for two wind-diesel-battery hybrid power system. 
 

Item 
Two wind-diesel-battery 

system 

 HARPSim HOMER 

System cost (USD) 357,576 357,576 

Engine efficiency (%) 29.3 26.6 

kWh/liter (kWh/gallon) for the engine 3.11 
(11.75) 

2.78 
( 10.53) 

Fuel consumed in liters (gallons) 151,252 
(39,961) 

201,444 
(53,222) 

Total cost of fuel (USD) 119,883 159,876 

Energy supplied   

(a) Diesel engine (kWh) 469,542 561,741 

(b) WTG  
     (kWh) 470,015 475,999 

Energy supplied to load (kWh) 832,152 832,205 
Operational life   

(a) Generator (years) 5 1.8 
(b) Battery bank (years) 5.5 12 

Net present value  (USD) with  i = 7% and n = 20 years 1,748,988 2,407,895 
Cost of Electricity (USD/kWh) 0.22 0.273 
Payback period for WTG (years) 1.56 - 
Emissions   

(a) CO2 in metric tons (US ton) 367 (405) 517 (570) 

(b) NOx in kg (lbs) 4,068 
(9,112) - 

(c) PM10 in kg (lbs) 171 (383) - 
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Figure 4.18: 20-year LCC analysis of the proposed Kongiganak hybrid power system. 
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Figure 4.19: Sensitivity analysis of fuel cost and investment rate on the NPV for Kongiganak. 
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  The NPV of the system, with i = 7% and fuel cost = 0.79 USD per liter (3.0 USD per gallon), is 1,974,389 USD 
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Figure 4.20: Sensitivity analysis of fuel cost and investment rate on the COE for Kongiganak. 
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Figure 4.21: Sensitivity analysis of fuel cost and investment rate on the payback period for Kongiganak. 

 
4.3.2 Performance Analysis for Wales Village, Alaska 
The wind-diesel-battery hybrid power system of Wales Village has been in reliable operation 
since the summer of 2000. A Simulink® model for the hybrid power system was developed. The 
load and wind profiles shown in Figures 4.22 and 4.23 were input into the model. The annual 
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load data were recorded at Wales Village from August 1st, 1993 to July 31st, 1994 with the 
sampling period of 15 minutes. The average wind speed is about 8.4 m/s.   
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Figure 4.22: Annual load profile for Wales Village, Alaska. 
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Figure 4.23: Annual wind speed profile for Wales Village, Alaska. 

 
The model was validated by comparing the results obtained from the Simulink® model, for 
supplying an annual load profile, with those obtained from the HOMER software. Table 4.4 
shows the overall comparison chart for the two models. It should be noted that the LCC analysis 
for 20 years with an investment rate of 7% is performed with the battery bank indoors. This is  
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Table 4.4: Comparison of results for Wales Village with HOMER. 
Parameter Simulink® Model HOMER 

 
Diesel-
battery 
system 

Wind-diesel-battery system 
Diesel-
battery 
system 

Wind-  
diesel-
battery 
system 

 

 
Battery 
Indoors 

(@ 20 °C) 

Battery 
Indoors 

(@ 20 °C) 

Battery 
Outdoors 

(Avg: -0.5 °C) 

Battery 
Indoors  

(@ 20 °C) 

Battery 
Indoors  

(@ 20 °C) 

System cost (USD) 167,800 283,800 - 167,800 283,800 
Engine efficiency (%) 29.55 29.55 29.55 29.4 29.55 
kWh/liter 
(kWh/gallon) for the 
engine 

3.13 
(11.85) 

3.13  
(11.85) 

3.13 
(11.85) 

3.09 
 (11.7) 

3.13  
(11.85) 

Fuel consumed in 
liter (gallons) 

199,890 
(52,881) 

155,762 
(41,207) 

185,020 
(48,947) 

196,621 
(50,016) 

156,653 
(41,443) 

Total cost of fuel 
(USD) 158,643 123,621 146,841 156,039 124,320 

Energy generated      
(a) Diesel engine 
(kWh) 626,876 488,484 580,239 606,501 490,507 

(b) WTG (kWh) 0 137,266 137,266 0 139,830 
(c) Excess 
energy (kWh) 28,939 0 119,568 92.8 11,988 

Energy supplied to 
load (kWh) 597,937 597,937 597,937 597,871 597,871 

Operational life      
(a) Generator 
(years) 5.5 5.5 5.5 3.62 4.6 

(b) Battery bank 
(years) 5.0 5.5 3.0 12 12 

Net present value  
(USD) with i = 7% 
and n = 20 years 

- 1,652,820 1,923,997 2,008,969 1,754,711 

Cost of Electricity 
(USD/kWh) 0.32 0.28 0.32 0.32 0.28 

Payback period for 
WTGs (years) - 4.867 Never - - 

Emissions      
(a) CO2 in metric 
tons (US tons) 

498.65 
(549.67) 

388.57 
(428.33) 

461.55 
(508.77) 

497.10 
(547.96) 

*402.41 
(443.58) 

(b) NOx in kg 
(Pounds) 

5516.45 
(12161.69) 

4298.62 
(9476.83) 

5106.048 
(11256.91) - - 

(c) PM in kg 
(Pounds) 

231.94 
(511.34) 

180.74 
(398.49) 214.69 (473.3) - - 

      *Based on 88% carbon content in the diesel fuel 

because in HOMER the battery bank is assumed to be kept at an optimal temperature. The 
results obtained with the battery bank kept outdoors are also presented in Table 4.4. The LCC 
and air emissions results of the Simulink® model were comparable with those obtained from the 
HOMER software. It was observed that the COE for the wind-diesel-battery hybrid power 
system is less than the COE for the diesel-battery system, thus making the wind-diesel-battery 
system more economical while emitting less pollution. The payback period of the WTG with a 
fuel cost of 0.793 USD per liter (3.00 USD per gallon) was less than 5 years and it decreases 
with the increase in the cost of fuel. The wind-diesel-battery hybrid power system will consume 
less fuel and emit less CO2, NOx, and PM10. If the external costs associated with these 
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emissions are taken into account (see Table 4.5), the PV system payback period will decrease 
further, thus making these systems more viable and affordable. 
 

Table 4.5: Avoided cost for different pollutants for Wales Village, Alaska. 
Emission Avoided costs 

CO2 -194 USD/metric ton (176 USD/US ton) 

PM10 -478 USD/kg (-217 USD/lb) 

NOx -20 USD/kg (-9 USD/lb) 

 
4.3.3 Performance Analysis for Lime Village, Alaska 
The PV-diesel-battery hybrid power system of Lime Village has been in reliable operation since 
July 2001. A Simulink® model for the hybrid power system was developed. The load and wind 
profiles shown in Figures 4.24 and 4.25 were input into the model. Table 4.6 shows the costs of 
the different components installed at Lime Village. The costs of the different components were 
obtained from the various manufacturers. The engineering cost, commissioning, installation, 
freight and other miscellaneous costs were obtained from a report prepared by the Alaska 
Energy Authority (AEA) [40]. Due to the remoteness of the site, the cost for transporting and 
installing the various components is relatively high.  
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Figure 4.24: Annual load profile for Lime Village, Alaska. 
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Solar insolation for Lime Village

0

1

2

3

4

5

6

Ja
n

Fe
b

M
ar

Ap
ril

M
ay

 
Ju

ne
Ju

ly
 

Au
g

Se
pt

O
ct

N
ov

D
ec

Solar insolation

Poly. (Solar
insolation)

kW
hr

/m
2 /d

ay

 
Figure 4.25: Annual solar insolation profile for Lime Village, Alaska. 

 
The model was validated by comparing the results obtained from the Simulink® model, for 
supplying an annual load profile, with those obtained from the HOMER software. Table 4.7 
shows the results obtained from the HARPSim model. In this model the roundtrip efficiency of 
the rectifier/inverter and the internal loss in the battery bank per cycle was considered as 90%. 
The collector efficiency for the PV array is assumed as 12%. As mentioned in HOMER, the 
heating value of fuel is assumed to be 48.5 MJ/kg (20,852 BTU/lb) and the density of fuel is 
assumed to be 840 kg/m3 (52.44 lb/ft3). The post-simulation analysis includes an economic and 
environmental component illustrating the simple payback and avoided cost of emissions using 
the PV array. The results obtained from HARPSim for the three systems shows that the addition 
of the battery bank and the PV array with the DEGs improves the system efficiency and 
reliability and decreases the fuel consumption and the environmental pollutants.  
 
Table 4.8 shows the comparison of results from HARPSim with HOMER for the current Lime 
Village hybrid power system. The LCC and air emissions results of the Simulink® model were 
comparable to those obtained from the HOMER software. Although there is a significant capital 
investment to purchase a PV system for this application, the PV system may have acceptable 
20-year life cycle costs for many remote locations. Furthermore, over its life cycle the PV-diesel-
battery hybrid power system will consume less fuel and emit less CO2, NOx, and PM10 than the 
diesel-battery system. If the external costs associated with these emissions are taken into 
account (see Table 4.9), the PV system payback period will decrease further, thus making these 
systems more viable and affordable. A simple payback period for the PV array of Lime Village 
with a fuel cost of 1.057 USD per liter (4.00 USD per gallon) was about 18 years and it 
decreases with the increase in the cost of fuel. The long payback period here is a direct result of 
the cost of the PV array and the lack of sunlight in the winter months. 
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Table 4.6: Component and installation costs for Lime Village. 

Item 

Cost per 

unit 

(USD) 

No of units 

Diesel-only 

system 

(USD) 

Diesel-

battery 

system 

(USD) 

PV-diesel-

battery 

system 

(USD) 

 35 kW diesel generator 28,000 1 28,000 28,000 28,000 

21 kW diesel generator 18,500 1 18,500 18,500 18,500 

Switch gear to automate 

control of both diesels 
16,000 1 16,000 16,000 16,000 

Rectification/Inversion 18,000 1 0 18,000 18,000 

New Absolyte IIP 6-90A13 

battery bank 
2,143 16 0 34,288 34,288 

BP275 Solar 329 105 0 0 34,545 

Siemens M55 Solar 262 75 0 0 19,650 

Engineering  1 3,000 3,500 4,000 

Commissioning, Installation, 

freight, travel, miscellaneous 
 1 13,000 14,000 16,000 

  TOTAL 78,500 132,288 188,983 

 
 

Table 4.7: Simulation results of Lime Village using HARPSim. 

Parameter 
Diesel-only 

system  

Diesel-battery 

system 

PV-diesel-battery 

system 

System cost (USD) 78,500  132,288  188,983  

System efficiency (%)* 26.22% 29.94% 29.96% 

kWh/liter (kWh/gallon) 2.81 (10.61) 3.20 (12.1) 3.20 (12.1) 

Fuel consumed in liters (gallons) 31,789.80 (8410) 
27,847.26 

(7367) 

24,883.74 

(6583) 

Total cost of fuel (USD)** 33,640  29,470  26,340  

CO2 emitted in metric tons (US tons) 
81.05 

(89.34) 

70.93 

(78.19) 

63.64 

(70.15) 

PM10 emitted in kg (lbs) 33.01 (72.77) 32.84 (72.4) 27.18 (59.92) 

NOx emitted in kg (lbs) 785.17 (1731) 784.71 (1730) 646.37 (1425) 

System load (kWh)  89220 89220 89220 

Energy supplied       

(a) DEG (kWh) 101900 100100 89500 

(b) PV (kWh) 0 0 9445 

Electrical efficiency of DEG (%) 87.56 89.13 90.17 

*In this project System efficiency is the ratio of the total electrical energy supplied by the diesel generator to the total energy 
available from the fuel.  
**Based on a diesel fuel price of 1.057 USD per liter (4.00 USD per gallon) for Lime Village, Alaska. 
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Table 4.8: Comparison of results for Lime Village with HOMER. 
Parameter HOMER HARPSim 

System cost (USD) 188,983 188,983 

System efficiency (%) 29.9 29.96 

kWh/liter (kWh/gallon) 3.13 (11.84) 3.20 (12.1) 

Fuel consumed in liters (gallons) 
25,768.26 

(6,817) 

24,883.74 

(6,583) 

Total cost of fuel (USD) 27,058 26,340 

Energy generated   

(a) Diesel engine (kWh) 87,064 82,497 

(b) PV (kWh) 9,444 9,445 

Energy supplied to load (kWh) 89,224 89,220 

Operational life   

(a) Generator (years) 4.62 5.4 

(b) Battery bank(years) 6.07 5.4 

Net present value (NPV) (USD) 581,350 557,154 

Payback (Years) - 18.11 

Emissions   

(a) CO2 in metric tons (US tons) *68.58 (75.60) 63.64 (70.15) 

(b) NOx  in kg (lbs) - 646.37 (1425) 

(c) PM10 in kg (lbs) - 27.18 (59.92) 

 *Based on 88% carbon content in the diesel fuel.  

 
Table 4.9: Avoided cost of emissions for Lime Village. 

Emission Avoided costs 

CO2 28.94 USD/metric ton (26.31 USD/US ton) 

PM10 37.28 USD/kg (16.91 USD/pound) 

NOx 1.52 USD/kg  (0.69 USD/pound) 

 
4.4 Economic Dispatch Feasibility of Multi-DEG Systems 
A software program was also developed for economic load dispatch for multi-DEG systems 
taking into account the fuel efficiency curves, the output power factor, and the thermodynamic 
model of each DEG.  
 
4.4.1 Economic Dispatch Feasibility for Buckland, Alaska 
For communities such as Buckland, Alaska, which operates a 175 kWe and a 455 kWe 
Caterpillar® (CAT®) diesel electric generator (see Figure 4.26), simply examining the 
manufacturer’s fuel efficiency curves (see Figure 4.27) for the electric load range shows that 
they need to turn off the less efficient 175 kWe DEG and just operate the 455 kWe DEG, so 
there is no real need for an automated economic dispatch system at this time. In this case the 
455 kWe DEG has a new CAT® fuel injection controller which provides for a flatter efficiency 
curve over a wider range of electric load (see Figure 4.27). Each of the DEGs specifications 
were obtained from the CAT® website. 
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Figure 4.26: CAT® Diesel Electric Generators at Buckland, AK (455 kWe on left and 175 kWe on right). 
 

 
Figure 4.27: Manufacturer’s fuel curves for CAT® 175 kWe and 455 kWe diesel electric generators. 
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4.4.2 Economic Dispatch Feasibility for Kongiganak, Alaska 
Villages such as Kongiganak, Alaska would benefit from implementing an economic dispatch 
system. Power demand for the village of Kongiganak is supplied by Puvurnag Power Company 
which operates four diesel generator units: one 235 kWe John Deere® 6125AF, two 190 kWe 
John Deere® 6081AF, and one 140 kWe John Deere® 6081TF. With this information each of the 
DEGs specifications were obtained from the John Deere® website. The fuel efficiency curves for 
the three DEGs were constructed as shown in Figures 3.49 and 3.50 in Section 3.5.2.3 and 
three different load dispatch schemes were implemented: 1) even load distribution (ELD) 2) pre-
configured control (PCC) and 3) economic dispatch.  
 
Comparing economic dispatch ED where the load demand and the efficiency of each DEG is 
considered with PCC using #1 diesel fuel (see Table 4.10) shows a reduction in fuel 
consumption of about 9.5% by employing an economic dispatch system using the load and 
temperature profiles shown in Figure 4.28.  
 

 
Figure 4.28: Kongiganak Load and Temperature Profiles for January 1, 2003 through January 1, 2004: (a) 

Load Profile (kW) (b) Ambient Temperature Profile (°C). 
 
Given their current cost of bulk fuel at $0.93/liter ($3.50/gallon) for #1 diesel in Kongiganak and 
the installed cost of a basic economic dispatch system at $114.2k (see Table 4.11b) offers a 
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payback of less than one year (see Table 4.12 below). Similar results are obtained for #2 diesel 
fuel. The two options in Table 4.11 are: 1) a basic system without security and 2) a more 
detailed system with security. Puvarnaq Power also received a Denali Commission grant for a 
new system with two DEGs and three WTGs so some of the cost for the economic dispatch 
system can be incorporated into this grant.  
 

Table 4.10: PCC and ED results for Kongiganak system using #1 diesel fuel. 

 
 
 

Table 4.11: Installation costs for two economic dispatch control schemes. 
(a)Generator Control Automation Upgrade for a Three-Machine Plant (Buckland)

(b)Generator Control Automation Upgrade for a Four-Machine Plant (Kong)

Total with RTED Software

Total with RTED Software $85,663 $108,817

$114,219 $145,090

RTED Software 27,783 27,783

RTED Software 37,044 37,044

Option 2
Installed Cost ($)

26,625

Transducer Installation

33,571

Setup and Commissioning

Option 1
PLC/ Communications Hardware
PLC/ Communications Software

Item

Plant Wiring

9,261

16,206
4,630
3,473

23,153
9,261
5,788

Total without RTED Software $57,880 $81,034
6,946

Item
Installed Cost ($)

Option 1 Option 2
PLC/ Communications Hardware 35,501 44,762
PLC/ Communications Software 21,609 30,870
Plant Wiring 6,174 12,348
Transducer Installation 4,630 7,718

Total without RTED Software $77,175 $108,046
Setup and Commissioning 9,261 12,348
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Table 4.12: Payback periods for the PCC and ED control schemes at Kongiganak using #1 diesel. 

 
4.4.4 DEG Efficiency versus Ambient Air Temperature 
This same economic dispatch program was also used to incorporate ambient temperature 
variations and was tested for Kongiganak, Alaska as shown in Figure 4.28. The curves shown in 
Figure 4.29 below give the efficiency and fuel consumption of the 190 kWe John Deere® DEG at 
Kongiganak as a function of ambient air temperature between -40 °C and 80 °C. The intake air 
temperature will be higher than the ambient air temperature due to heating of the incoming air 
by the building. An expected intake air temperature would likely be in the range from 4 °C to 20 
°C. Given a 3 °C rise in ambient air temperature over the next 50 years as predicted by scientist 
at the UAF Geophysical Institute’s Alaska Climate Research Center, there is approximately a 
0.2% change in DEG efficiency which is negligible (see Table 4.11).  
 

 
Figure 4.29: Ambient air temp vs. efficiency for 190 kWe John Deere® DEG at 80% rated output.
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5. Conclusion 
 
Diesel electric power systems in Alaska rural villages are quite costly to operate given the price 
of bulk fuel to power the plants. The rising price of bulk fuel is motivating many rural utilities to 
investigate and implement renewable technologies for power generation in the villages and find 
ways of making the current DEG systems more efficient. The process used in this project 
included surveying the current state of Alaska village power systems, creating a consortium of 
rural utilities and state energy organizations with a vested interest in village energy, collecting 
available data, modeling village power systems for long term performance and feasibility 
analysis, and installing new remote monitoring systems in a select number of villages.  
 
There has been a need to design remote monitoring systems for these villages in order to obtain 
reliable data for analysis to make recommendations for efficiency improvements in these plants. 
A survey of 25 villages in AEAs service territory revealed a number of issues with regards to 
power system data. There is simply either a lack of data or unreliable data in many cases either 
because a remote monitoring system was not in place or was not completely reliable due to 
equipment faults. Furthermore, the accuracy of the fuel and coolant flow meters and the intake, 
coolant and exhaust temperature sensors is critical in achieving reliable data as was 
demonstrated on the UAF Energy Center diesel. However, also of importance is the format in 
which the data is collected and stored with a number of villages to remotely monitor which is 
best served by using a central computer and server.  
 
The analysis process used MATLAB® Simulink® to build a computer model of the DEG(s) to 
study the economic feasibility of integrating renewables such as WTGs and PV arrays into these 
stand-alone systems and economic dispatch control systems to improve system efficiency. 
The results demonstrate that the integration of renewables such as WTGs and PV arrays into 
stand-alone hybrid power systems and the implementation of economic dispatch systems in 
Alaska rural villages improves system efficiency and reduces the operating costs and particulate 
matter emitted to the atmosphere. The results also demonstrate that while the integration of PV 
arrays into these systems has relatively long payback periods that exceed the life cycle of the 
project, the integration of WTGs results in much shorter payback periods in villages with a 
reliable wind resource. The implementation of economic dispatch control systems in villages 
with two or more DEGs results in even shorter payback periods making this an attractive first 
step for village utilities who are looking to cut the costs of electric power and do not have 
another reliable source of energy. The sensitivity analysis of fuel cost and investment rate 
showed that as the price of bulk fuel rises, the payback period of implementing the WTG, the PV 
array, and the economic dispatch system decreases. The cost of energy COE and the net 
present value NPV increases linearly with the increase in the fuel price. 
 
In conclusion, this project served as a means of identifying the current state of power and 
energy in Alaska rural villages and suggests methods that are economically feasible for 
implementing more efficient standalone power systems which use DEGs as their main source of 
power and must operate in extreme climates like those found in Alaska. The assessment tools 
developed here which have been used to demonstrate the economic feasibility of integrating 
renewable energy sources and economic dispatch control systems into standalone village 
power systems using DEGs in Alaska are applicable to similar systems in other standalone 
applications such as remote oil platforms, remote sections of oil and gas pipelines, and remote 
mining.   
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responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned rights.  
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trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or any agency thereof.  The 
views and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 
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Abstract 
 
While grid connected electrical service is readily available in urban regions of the world, many 
places, including much of Alaska, are not serviced by this infrastructure.  Diesel Electrical 
Generators provide power in many settings, but this solution becomes inefficient at loads under 
100 kW.  Very small loads (up to a few watts) can be serviced adequately by batteries, or 
batteries recharged by solar cells.  However, at loads between 1 to 5 kW, these solutions are not 
cost effective, and small IC generators are typically used.  However, these generators require 
frequent oil changes and other maintenance, and are designed for relatively short operating lives.   
 
This project was designed to demonstrate an alternative to existing conventional technologies by 
developing an integrated power supply at 1 kW using a PEM fuel cell operated on methanol.  
During the course of this project, a methanol reformer was procured, and the efficiency of 
conversion of methanol to hydrogen was measured.  This reformer was then integrated with a 1 
kW PEM fuel cell, and the system efficiency measured using a 24 hour varying load profile.   
 
Results indicate that methanol reformation is relatively efficient, approaching 80% (LHV, 
methanol fuel in/hydrogen out).  PEM fuel cells operating on pure hydrogen have been 
demonstrated to operate at efficiencies of about 50% [1].  System efficiencies of greater than 
30% were anticipated for the integrated system, but measured values were somewhat lower than 
this, due largely to a mismatch between reformer output and fuel cell size.   
 
This project has successfully demonstrated the use of methanol as a fuel for powering a fuel cell, 
but was terminated before a field demonstration could be undertaken due to issues associated 
with the source of funds.  However, significant issues remain with PEM fuel cells, including 
system costs and reliability, and further work is needed before these devices can be used for 
providing electrical power in remote areas of Alaska.   
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Executive Summary 
 
Electrical power is one of the most useful forms of energy, but providing small amounts of 
electrical power (1-5kW) in areas not served by the electrical grid remains difficult.  This project 
was intended to demonstrate a possible new solution to this issue: use of a PEM fuel cell 
operating on hydrogen provided by a reformer using a mixture of methanol and water.  This fuel 
was of particular interest to arctic applications, given its low freezing point of -126°F.   
 
Two partners were identified to work with the University of Alaska Fairbanks:  the Schatz 
Energy Research Center (SERC) at Humboldt University in Arcata, California supplied the fuel 
cell and the balance of plant integration, while Idatech, of Bend, Oregon, supplied the methanol 
reformer.  These partners were selected based on hardware delivered to UAF in a previous 
program.   
 
The project was intended to be conducted in two phases, the first being assembly of a laboratory 
breadboard to verify thermodynamic efficiency and address system integration issues, the second 
being field demonstration of an integrated unit designed to address system lifetime issues.  The 
degradation of reformer catalysts and fuel cell membranes was of particular interest.  However, 
only the first phase of the project was complete due to a lack of available funding.   
 
This project was selected in the FY 2002 RFP review process for AETDL, which was completed 
in early Spring, 2002.  However, the project was not funded until early October 2002, when the 
subawards with the research partners were signed.   
 
The first item delivered to the program was the Idatech methanol reformer, which arrived at UAF 
on December 20, 2002.  This unit was packaged and integrated so that it started with a single 
push button, and could be controlled either by a set knob on the face of the unit, or by a voltage 
signal from an external source. Fuel was provided to the unit as a premixed liquid of methanol 
and de-ionized water.  Testing was conducted at various hydrogen demand settings, and verified 
that efficiencies higher than 70% were achieved.   
 
The methanol reformer was then shipped to the SERC laboratory for integration into the 
breadboard system.  SERC build a PEM fuel cell stack, purchased the necessary blowers, pumps, 
and inverters for the balance of plant, and integrated the system together into a working system.  
The packaging was simple—a workbench was used for the mechanical support of the various 
sub-systems, with the fuel cell and air blower on top, and the reformer, control system 
electronics, inverter, and batteries mounted in the base.  No covers were installed, so the basic 
subsystems were visible to the operator.   
 
This demonstration unit was completed in the fall of 2003, and shipped to UAF for testing.  In 
January of 2004, a 48 hour test was completed, with the load applied based on an average 500 
watt load over a 24 hour period; the load peaked at about 1 kW for several brief periods.  The 
unit performed very well, with no unexpected shutdowns or mechanical problems.  The 
measured efficiency of the system was somewhat lower than the 30% goal, but this was due to a 
size mismatch between the reformer (most efficient at higher flow rates such as those needed by 
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3-5 kW stacks) and the fuel cell (providing a maximum of 1kW DC power).  No change in 
performance was observed between the two cycles, though this is far too short a time to observe 
the expected degradation mechanisms.   
 
This demonstration completed the first phase of the program, and the plan was to return the unit 
to SERC for additional work to make the unit field ready for the field demonstration.  However, 
funding for phase 2 was not available, so the field demonstration phase could not be conducted 
as planned at an Alaskan location.  SERC indicated that they had several possible demonstration 
sites in California, and a Memorandum of Understanding was created to return the unit to them 
in exchange for the ultimate lifetime operational data of the unit.  It was expected that the unit 
would be deployed in the field, and that eventually the unit would fail.   
 
However, at the time of this writing (September, 2006) SERC has not found a suitable field 
location for this demonstration, but indicated that the unit has found a home at the local high 
school, where it will be used in periodic short term demonstrations.   
 
Idatech has also continued to develop methanol reformer systems, and currently advertises an 
integrated PEM fuel cell system on its web site.  At several points during this program, an 
integrated unit was offered to this program for sale at about $40,000, but never when funds were 
available.  These units were observed operating at multiple fuel cell conferences over the years, 
and attract many interested observers.   
 
This program successfully demonstrated that a methanol reformer can be made to provide a 
sufficient quantity of high purity hydrogen in a thermodynamically efficient way, and that a 
PEM fuel cell system can be designed to load follow a small load.  However, significant barriers 
remain to the adoption of this technology in field applications, including cost and reliability.   
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Introduction 
 

Electrical supply for small remote loads 
 
While grid-connected electrical service is readily available in urban regions of the world, many 
places, including much of the land of Alaska, is not serviced by this infrastructure.  Diesel 
Electrical Generators provide power in many settings, but this solution becomes very inefficient 
at loads under 100 kW.  Very small loads (up to a few tens of watts) can be serviced adequately 
by batteries, or batteries recharged by solar cells.  At loads between 1 to 5 kW, these solutions 
are not generally suitable due to the size of solar collectors needed and the cost (high) and 
lifetime (short) of the batteries, so small IC generators are typically used.  However, these 
generators require frequent oil changes and other maintenance, and most are designed for 
relatively short operating lives (600 hours is typical).   
 
Recent advances in fuel cell technology have given hope that this might be the appropriate 
technology for this application.  High efficiencies have been demonstrated on fuel cells operating 
on hydrogen, and the lack of greenhouse gas emissions has caused considerable excitement.  
During the late 1990s, heavy investment in the industry led to the belief that commercialization 
of fuel cells was imminent.  [2] 
 
However, attempts to validate the claims of the fuel cell industry have revealed some problems 
with the current state of development.  PEM fuel cells have not proved as reliable as initial 
claims indicated:  stack lifetimes of 40,000 hours [1] indicated in industry product brochures 
have not yet been demonstrated (although stack lifetime is improving, and is currently about 
5,000 hours).  Hydrogen also is an issue:  while abundant hydrogen is produced at petroleum 
refineries, hydrogen is not readily available as a fuel.  This is due to several reasons: perceived 
safety issues (the Hindenburg effect); the lack of infrastructure to transport and store large 
amounts of hydrogen; and the physical properties of hydrogen, including the high cost of 
compression or liquefaction, the low volumetric energy density, and the decreased PV energy 
caused by the reduction in the number of molecules during combustion events.  Using 
conventional hydrocarbons in on-board reforming, or in distributed reforming at fueling stations 
has been discussed, but these alternatives have also proved problematic, due in large part to the 
high temperatures (about 800°C) necessary to conduct this reaction.   
 

Methanol as a fuel 
 
Methanol has been suggested by some [3] as a better fuel for fuel cells as it is a liquid at normal 
ambient conditions, and can be readily reformed to create hydrogen.  Unlike most hydrocarbon 
fuels which reform to hydrogen at 800°C [4], methanol can be reformed at 350°C, a range where 
conventional stainless steels can be used for fabricating reformer vessels.  Heat management is 
also much easier at these lower temperatures, resulting in lower energy losses to the environment 
through radiation and sensible heat carried in the exhaust.  (In the Idatech technology used in this 
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program, the temperature of reforming is also very close to the range needed for proper operation 
of the palladium membrane for hydrogen purification.)  
 
Methanol is also a fuel readily available in the world market and in Alaska.  Methanol is miscible 
with water, and has a very low freezing point, and as such can be used to de-ice fuels (and 
aircraft) at very low temperatures.  Reforming hydrocarbons requires the addition of water, a 
problem for most hydrocarbon fuels where steam and fuel need to be added in precise ratios, but 
much easier for methanol, where the steam-to-carbon ratio can be controlled precisely in pre-
mixing.  Most methanol is produced from natural gas, and is priced at a point close to natural gas 
on a BTU basis.  (Significant natural gas is considered “stranded” because it is not connected to 
the natural gas pipeline infrastructure, but these reserves can be converted on site to methanol, 
and shipped as a liquid.)  Excess methanol production capacity is currently available in the US 
and the world due to the capacity built for MTBE production.  Locally in Fairbanks, tanker loads 
of methanol pass through every day, destined for the North Slope oil fields, where it is used for 
de-icing gas handling pipes, and for de-icing aircraft throughout the state.   
 
Methanol water mixtures for reforming typically are 63% methanol, 37% water by volume, a 
mixture with a freezing point of -88°C (-126°F).  As such, it is an ideal fuel for arctic climates, 
where temperatures can typically dip to -45°C to -50°C  (-50°F to -60°F).  The record is about 
minus 68°C (-90°F).  Most liquid hydrocarbon fuels exhibit problems at these temperatures:  
gasoline and propane stop vaporizing, and diesel fuels cloud and gel.    
 
However, methanol does have some drawbacks as a fuel.  From a pure thermodynamic point of 
view, methanol is partially oxidized methane, and carries less energy per molecule than other 
hydrocarbons.  On a volumetric or mass basis, methanol has about half the energy content per 
unit as compared to other hydrocarbons.  This problem is exacerbated if the fuel is pre-mixed 
with water, leading to a fuel with approximately 40,000 BTU per gallon.  In remote locations, 
logistical costs of transporting fuels are often the most expensive component in energy costs, and 
so methanol is not a fuel typically used in those applications.  There are some situations where 
methanol might be a suitable fuel, such as areas that are accessible by truck or by barge in the 
summer, but less accessible during the winter months.   
 
In addition, there is one very significant disadvantage to methanol as a fuel:  it is miscible in 
water.  This means that fuel spilled accidentally can travel through soils to the water table, and 
then travel rapidly with the existing flow of ground water.  This property has proved troublesome 
in MTBE (a chemical derived from methanol), where spilled fuel travels much faster through the 
underground water table with MTBE than without it.    
 

PEM Fuel Cell efficiencies 
 
PEM fuel cell efficiencies have been measured previously at UAF [1] and are approximately 
50% when the fuel cell is operating on pure hydrogen, and system electrical parasitics are 
properly accounted for.  In the intervening years, some small improvements have been made in 
fuel cell performance, but this number still serves as a good baseline for performance.  PEM fuel 
cells also demonstrate very good load-following capabilities, being able to start from a cold state 
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in a few seconds, and respond to load changes rapidly, limited only by the ability of the air 
supply (usually a blower) to respond.   
 
However, due to the difficulty and expense of using pure hydrogen, most stationary power users 
prefer to operate the fuel cell on some kind of hydrocarbon fuel.  Since hydrocarbon reforming 
requires high temperatures, typically 600-800°C, there is a definite thermal response time 
associated with this process [4].  (A US DOE EE program for on-board gasoline reforming had a 
start-up requirement of less than 1 minute, but this program was abandoned in 2004 as being 
impractical.)  Also, fuel cells can operate very efficiently at low power levels, but reformers need 
energy to maintain a hot standby state.  This creates some systems issues that have not yet been 
adequately explored by the fuel cell industry.   
 
Recent demonstrations by the US DoD residential fuel cell program [5] have solved this issue in 
another way, by operating the fuel cells at a constant power level.  While this allows the 
demonstration projects to move forward, it does little to address the fundamental issue associated 
with transient response.   
 
The addition of a hydrocarbon reformer and the associated heat required to drive the reactions 
also has a very negative impact on systems efficiency.  Work on the RAPP at UAF in 2001 
established a system efficiency based on steam reforming of hydrocarbons at approximately 
24%.  This number was not published in the open literature due to non-disclosure issues with the 
program participants, but this number has been verified on more than 100 PEM systems from 
multiple suppliers through the DoD Residential fuel cell program [5].  Results from these units 
can be viewed on line.    
 
One other issue in PEM fuel cells is the issue of stack lifetime.  Up until about 2002, PEM fuel 
cell stack lifetimes were short (exactly how short was a closely guarded industry secret), and 
failure mechanisms were not well understood.  However, at some point it became apparent that 
stack lifetimes were very short if the fuel cell was operated at high power levels; that is, in 
excess of about 600 milli-watts per square centimeter.  This is roughly half of the maximum 
power level advertised for PEM fuel cells.  While exact failure mechanisms have not been 
published, some ideas floated in the industry involve hot spots developing on the membranes due 
to liquid water droplets forming, causing dead spots directly under the droplet, or hot spots along 
the perimeter, leading to membrane failure due to localized heating, forming pinholes.  Other 
ideas include a mechanism associated with inhomogeneous compression of the stack, leading to 
fracture of the carbon fibers in the gas diffusion layer, leading to a local change in the wetability 
in that area, leading to water droplet formation, and failure by the mechanism described above.   
 
The PEM industry has adjusted to the stack failure problem and resulting stack lifetime by 
conducting demonstrations where the stack is never exercised above the 50% power level.  In the 
DoD demonstrations, stack lifetimes of several thousand hours have been achieved on some of 
the stacks using this rule, leading to the perception that the industry has this issue under control.  
However, the consequences of this solution are significant:  PEM fuel cells are still significantly 
more expensive (by a factor of at least 100) than conventional technologies.  Operating a PEM 
fuel cell at half power effectively doubles the capital cost, and halves the volumetric and mass 
power densities.  Customers of the industry must feel like the purchaser of a fancy sports car 
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advertised to go like the wind, only to find that the dealer has installed a brick under the 
accelerator, with a note that the warrantee is voided if the brick is removed.   
 
In this project demonstration, the fuel cell was sized so that the stack could operate safely below 
600 milli-watts per square centimeter while delivering adequate power for a 1 kW peak load.   
 
Recent work has also been focused on the damage that can be done to fuel cell stacks when left 
at open-circuit voltage for extended periods of time.[6]   The high voltage conditions at open 
circuit results in chemical reactions that lead to rapid degradation of the fuel cell membrane—so 
it is important to keep the fuel cell under a minimum load to prevent this from occurring.   
 

Systems Integration Issues 
 
Fuel cells are advertised as being very simple devices that have no moving parts, and continue to 
provide electricity so long as fuel is supplied to them.  This may be true for very small fuel cells, 
but systems designed for residential power require significant auxiliary systems for air supply, 
power management, and control.  Batteries are also important for load leveling and start-up.   
 
The addition of a fuel reformer to the system complicates the system even further.  Fuel cells are 
most efficient at very low power levels, where the polarization losses are very low, while fuel 
reformers are most efficient at high power levels, where heat losses are minimized compared to 
the total energy of the system.  PEM fuel cells operating on pure hydrogen can respond to rapid 
load changes, but reformers have significant thermal mass, and cannot respond as quickly to the 
change in load.  The dynamic response of the system is a complicated issue, and systems 
integration strategies must address each of these issues.   
 
 

Experimental Methodology 
 
This project was proposed as a joint effort by Idatech Corporation of Bend, Oregon, and the 
Schatz Energy Research Center (SERC) at Humboldt State University, Arcata, California.   
 
Idatech Corporation has been developing reformer systems to provide pure hydrogen to PEM 
fuel cells since 1997.  Reforming reactions involve creating syngas,  a mixture of CO, CO2, H2, 
H20, and CH4.  PEM fuel cells are particularly sensitive to the presence of CO, which acts as a 
poison and must be removed from the gas stream before it can be introduced into the fuel cell.  
Most reformer developers use a series of catalytic beds to condition the gas:  a water/gas shift 
reactor to convert the bulk of the CO to CO2 and H2, and then a selective oxidizer to remove the 
last bit of CO, down to about 10 ppm, a level acceptable to the PEM fuel cell.   
 
The Idatech reformer uses instead a palladium membrane separation technology to purify the 
hydrogen.  Hydrogen is soluble in palladium, and diffuses quickly through the solid metal at 
temperatures of about 400°C, under the driving force of a pressure gradient.  Idatech also uses 
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steam reforming, which can be easily done under pressure.  Methanol is an ideal fuel for this 
process, as the liquid mixture of fuel and water can be pumped under pressure into the reforming 
region, and the resulting hydrogen pressure gradient is sufficient to allow pure hydrogen to be 
produced.   
 
Idatech has been developing the methanol reformer for several years, and provided to this 
program a FPM20 unit capable of delivering 20 slm of hydrogen.  This unit has a battery to 
allow independent start up, and also has a control system that allows a remote signal to control 
the hydrogen delivered.  This unit is packaged as a commercial unit, though the price limits the 
likely market for the devices.   
 
In the laboratory at UAF, researchers made efficiency measurements by establishing an energy 
balance for the methanol reformer.  The most critical measurements in this energy balance are 
the fuel value in and the fuel value out.  In this case, the fuel in is a low flow liquid mixture of 
methanol and water, and the fuel flow out is hydrogen.  Other energy of concern is the flow of 
electrical energy in, and the heat losses associated with radiation and convection, as well as the 
sensible heat carried away in the exhaust.   
 
In order to measure reformer efficiency,  the fuel entering the reformer must be carefully 
measured.  Previous experience has shown that commercially available flow meters are highly 
unreliable at the low flow (less than 10 ml/minute) rates that need to be measured to determine 
fuel flow in 1 kW systems.  UAF has designed an optical flow meter using liquid levels and 
optical sensors in tubes to very accurately measure fuel transfer volumes, and used that system to 
determine the energy balance and efficiency.   Hydrogen flow was measured using an MKS mass 
flow meter, but one concern was that impurities (water vapor or other gasses) might be flowing 
with the hydrogen.  Mass measurements were made, but hydrogen purity could most easily be 
verified using the fuel cell stack, which would crash very quickly if carbon monoxide were 
leaking past the membrane.   
 
Prior to receiving the FMP20 unit, Idatech provided us with some measurements they had made 
on their reformer.  They claimed that they produced 27.2 slm H2 at a feed rate of 33.0 ml/min 
fuel mix.  The fuel is .69% methanol by volume, which gives a total of 33ml/min x.69x60/1000= 
1.366 l/hr methanol = .361 gal/hr.  Using the heating value of methanol of 56,800 BTU/gal gives 
20504 BTU/hr = 6.01 kW, which is the energy into the system in fuel.  For the energy value of 
the hydrogen output, we have, based on the lower heating value of hydrogen, 1 slm = 179.9 W, 
so 27.2 slm = 4893 W=4.893 kW.  So η = 4.893/6.01 = 81.4%, a rate which seemed very high.   
 
A second data point provided by Idatech at 10 ml/min resulted in a H2 flow of 7.7, which 
translates to .414 l/hr methanol = .1094 gallon/hr = 6213 BTU/hr = 1.82 kW methanol in, and  
7.7x179.9 = 1.385 kW hydrogen out, or η = 76.1%   
 
After completing reformer testing at UAF, the reformer was shipped to SERC for integration into 
the fuel cell system.  This task was somewhat delayed due to contract issues, but by late spring 
2003 construction of the stack was underway.  A “factory acceptance test” was conducted at the 
SERC facility in the fall of 2003, with special attention given to the power quality.  
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As part of the deliverable from SERC, a complete Operations and Maintenance manual was 
written, including specifications, schematics, photographic figures, and manuals from the major 
subsystems, including the reformer and inverter.  The specifications and general system 
schematics are included in this report as Appendix A.   
 
The unit was shipped from SERC to UAF in late fall, 2003, and additional instrumentation was 
added to the system for the purposes of establishing thermodynamic performance.  In particular, 
the liquid optical flow meter used in previous experiments was used to instantaneously verify the 
flow meter calibration.   
 
In January, 2004, a 48 hour test was conducted on the unit to measure the system’s response to a 
typical daily cycle.  A prescribed load was followed each day, based on an average load of 
500W, with a peak of 1 kW during some periods.  The load profile is show in Figure 2.  The 
purpose of this experiment was to: 1) verify the ability of the system to load follow, 2) to 
measure the efficiency of the system at different loads, and 3) to verify the system stability over 
an extended test.   
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Figure 1  Schematic of the mass and energy flows in a fuel cell and reformer system. 
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Results and Discussion 

Efficiency Measurements of the Methanol Reformer  
 
Tests results are shown in Figures 2-7.  For these tests, the demand setting on the reformer was 
varied, (the dial was labeled in percent, but it was more closely associated with the number of 
standard liters per minute) As can be seen in the figure, when the system was operating at 
maximum hydrogen output with no backpressure, the efficiency measured was just under 80%, 
which correlates well with the data given to us by Idatech.  However, as expected, the efficiency 
of the reformer drops with reduced hydrogen output (some of the fuel energy must be used to 
maintain the system at temperature, so decreased output of product results in lower efficiency) 
and with backpressure (since the palladium membrane diffusion is proportional to partial 
pressure, increased back pressure results in less of the hydrogen in the syngas passing through 
the membrane).  Also, it can be seen that response times are quite rapid, but thermal equilibrium 
is reached over a long period of time.   
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Figure 2  Efficiency results of methanol reformer experiment.  Note that the power levels indicated on the x 
axis correspond to the settings provided on the Idatech unit, but that full power is at the 40% setting, which 
delivers approximately 27 slm of pure H2. 
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Idatech Reformer 0% Output Setting
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Figure 3  Results for Idatech methanol reformer at lowest power setting.  Note that there is a fuel flow of 
about 10.5 ml/ min, corresponding to an energy input of about 1.9 kW, and a hydrogen flow of about 8slm 
under these conditions. 
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Figure 4  Performance at highest setting.  Note stable performance, and decreasing efficiency at higher power 
levels. 
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As can be seen from the data collected during our testing, the FMP20 reformer performed as 
predicted by Idatech.   In particular, our measurements verified the thermodynamic efficiency of 
the methanol reformer at over 70% (first law, lower heating value) over much of the performance 
range of the unit. 

System integration of Idatech Methanol Reformer with SERC PEM 
Fuel Cell 
 
At the end of the laboratory verification in January, 2003, the methanol reformer was shipped to 
SERC in Arcada, California for integration into the laboratory breadboard bench top unit.  The 
system integration required developing a control system that allowed the unit to start with a 
single button, and provided power from that instant.  The start-up of the methanol reformer 
required about 10 minutes, with a high electrical parasitic during that time, so batteries were 
sized to meet this initial load. 
 
Much discussion about the design of this unit centered on the loads the system would be capable 
of supplying.  In this demonstration, the fuel cell was sized so that the stack could operate safely 
below 600 milli-watts per square centimeter while delivering adequate power for a 1 kW peak 
load.   
 
In this system, the responsibility for the systems integration and control system was delegated to 
the Schatz Energy Research Center, based on discussions with Idatech and UAF.  It was 
determined that the dynamic issues could be addressed via energy storage in two forms:  a ballast 
tank for leveling the hydrogen supply, and a battery bank for electrical load leveling.   
 
Since the intent was to demonstrate this system for use in a remote residential application, a      
24 hour load profile designed to give a peak load of 1 kW electrical, with an average load of 
500W was devised.  The basis for this profile is a residence in a rural village, where average 
loads are typically 500W average, but where loads peak during the day when people are active.   
 
The controls for this system were also an issue.  Previous systems built by SERC used PLC 
controls, but for this system, a Field point controller was used, based on programming in 
LabView.  Control system logic is very important to assure not only that loads are met, but also 
that the fuel cell does not crash due to a lack of hydrogen.   
 
This unit was built at SERC during the summer and fall of 2003, and was shipped to UAF in 
December, 2003.  In early February, 2004, a 48 hour test was conducted to measure the unit 
performance.  Photographs of the unit are shown below, as well as data summaries of the run.  A 
complete operator’s manual was written for the unit, and several pages from it are included in 
this report as appendices.   
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Figure 5  Integrated Fuel Cell System at UAF.  Fuel Cell and blower are on the top, a blower for heat removal 
is visible on the bottom. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6  Front 
view of 
integrated 
system.  
Reformer, 
hydrogen ballast, 
batteries, 
inverter, safety 
system, and 
control system 
are visible. 
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Figure 7  AC load applied to integrated fuel cell system during the 48 hour test.  Load designed to peak at 
1000 W, to average 500 W over a daily cycle, and to mimic household loads. 
 

Stack Voltage

26

28

30

32

34

0 10 20 30 40 50

Hours

V
o

lt
s

 
Figure 8  Stack Voltage during 48 hour test.  Note the voltage lag due to battery charging effects. 
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Figure 9  DC stack efficiency, and total system efficiency.  Note the repeatable performance over the two 
cycles.  Also note that the AC efficiency peaks at about 25%. 
 
 
Originally this project included a Phase 2 packaging task, where the fuel cell and reformer were 
to be enclosed in a field-ready box, and the unit operated in some Alaskan field site.  This would 
have provided data on the stack degradation rates, as well as information on the reliability of the 
balance of plant components.  However, funding for Phase 2 was not available, so the unit could 
not be tested in a field demonstration.   
 
The question arose as to what could be done with the hardware delivered to the program.  SERC 
indicated that they had several possible field demonstration sites in California, and it was 
decided that the highest value use of this hardware would be to return it to SERC in exchange for 
operational data on the ultimate lifetime and failure modes of the unit.  The most likely site 
appeared to be a remote radio repeater site in Northern California. 
 
However, in a discussion with Peter Lehman, director of SERC, in the fall of 2006, no field test 
site was found to date, and the unit continues to sit at their laboratory unused.  However, current 
plans with a local high school are to use the unit as an educational tool in high school science 
classes.   
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Discussion and Conclusions 
 
The intent of this project was to design and demonstrate a PEM fuel cell system operating on 
methanol for a 1 kW peak load.  Phase 1 was intended to be a laboratory demonstration, 
followed by a field demonstration in Phase 2.  Due to funding issues, only Phase 1 was 
completed.   
 
There are many successes to report in this project.  The methanol reformer worked as advertised, 
providing pure hydrogen to the PEM fuel cell.  Our 48 hour demonstration showed that the 
system was capable of starting and operating with methanol as the only energy input, and 
pressing the start button as the only operator interaction necessary.  Also, the 48 hour 
demonstration completed two cycles, with the fuel cell and reformer operating in identical states 
during the two cycles, indicating that the system is operating in a repeatable manner, at least 
during a short laboratory test.   This indicates that the hydrogen provided is free from any 
impurities that affect fuel cell performance.   
 
Unfortunately, this demonstration also revealed some of the shortcomings with the current state 
of PEM fuel cell development.  While the demonstration met most of the stated objectives, one 
of the most interesting lessons learned was what the program participants chose not to do.  On 
the reformer side, very strong concern was raised with regards to the longevity of the fuel pump.  
While many pumps achieve the required pressure of 150 psi with a liquid fuel, there are few 
pumps capable of providing this pressure at low flow, while correctly metering the fuel into the 
reformer at a constant flow rate.  During our initial conversations with Idatech, pump longevity 
was expected to be no more than 500 hours, with a rebuild required after that time.  While this 
may be adequate for some applications, it is not sufficient for stationary power applications.  By 
the end of our program, Idatech had found a replacement pump that they believed would operate 
for at least a few thousand hours.   
 
The PEM fuel cell stack also still has longevity issues.  Current state of the art shows that if 
stacks are operated only in low power conditions, stack lifetimes of several thousand hours are 
achievable.  In automotive applications, engine lifetimes are only expected to be in this range, 
but stationary power stations are expected to have much longer lives.   
 
While advocates of fuel cells cite high efficiencies as a prime reason for use of fuel cells, this 
demonstration did not achieve our stated goal of 30% while operating on methanol.  One reason 
for this lower-than-expected efficiency came from the mismatch in output between the fuel cell 
and the reformer, as the reformer achieved its maximum efficiency of nearly 80% at full output 
with no back pressure, where it provided hydrogen sufficient for a 2.5 kW fuel cell, but our fuel 
cell was sized smaller than this.  Also, the system was operated with a pressurized buffer 
between the fuel cell and reformer, which worked to reduce the overall efficiency.   
 
There is also the issue of cost.  In this program, $40 K was paid for the methanol reformer, and 
$120K paid for the fuel cell and system integration, for a total of $160K.  This is a considerable 
sum to pay for a 1 kW electrical generator, especially one expected to perform for only a few 
thousand hours at best.  The argument can be made that fuel cells have not yet achieved the cost 
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reductions that come from mass production, but it must be noted that mass production is not 
likely to occur until users are convinced that fuel cells provide sufficient advantages over other 
technologies to justify mass production.  Current stack lifetimes, sensitivity to impurities, the 
absence of a hydrogen infrastructure, and the cost of materials in PEM stacks all contribute to 
slow market development.   
 
It should also be noted that fuel cells are attempting to compete in markets with mature 
conventional technologies, including batteries, solar panels, thermal electrics, and internal 
combustion engines.  The internal combustion engine is particularly difficult to displace, as it 
possesses virtues that fuel cells can only dream of:  a capital cost of about $15 per kW (in auto 
engines), efficiencies of over 40% (in electronic injection diesel engines), use of widely 
distributed liquid fuels, improving emissions, and a widely trained work force to maintain these 
devices.   
 
It is also worth considering the fundamental differences between combustion and the 
electrochemical reactions in fuel cells.  Combustion is generally a homogenous. spontaneous gas 
phase reaction, occurring in three dimensions.  Impurities introduced into a combustion reaction 
do not stop the reaction, but rather pass through the system and exit as exhaust products.  While 
these products may be undesirable (think of sulfur contributing to acid rain), they do not affect 
the performance of the combustion reaction.  The electrochemical reactions in a fuel cell are 
heterogeneous reactions, occurring at a gas-solid interface; they require the presence of a 
catalytic component, and also require a conduction path for the electrons to flow to an external 
circuit.  Impurities introduced into the system typically lead to rapid degradation of the reaction, 
due to the blockage of catalytic sites, or to the corrosion of the metallic components in the 
electronic path.  Removing impurities from the reactant streams remains a significant issue for 
all fuel cell systems, and adds considerable cost to the final electricity generated.  In high 
temperature systems using hydrocarbons, sulfur is the most difficult contaminant; for PEM fuel 
cells it is CO.   
 
In the system tested in this project, CO removal is accomplished by use of a palladium 
membrane, followed by a methanization catalyst to clean up any residual CO that may have 
slipped though pinholes in the membrane.  This provides a very pure hydrogen stream, but 
depends on the mechanical integrity of a thin metal membrane.  Large-scale applications have 
rejected the use of palladium membranes as being too unreliable, but this may be the ideal 
solution for small scale systems.   
 
The issue of material cost is still very significant for PEM membranes.  Currently, the Nafion 
used in the membrane costs more per ounce than the platinum used as a catalyst, and, unlike the 
platinum, is not recyclable.  Bi-polar plates made of coated steel or stainless steel have been 
proposed, but the plates used in this demonstration were machined from high purity graphite.  
While this is a very stable material in highly corrosive environments, it is very expensive to 
purchase and to machine.   
 
One recent industry insider also noted that fuel cells have proven to be very expensive to operate 
in field trials, noting that even if the purchase price of fuel cells were zero, the cost of produced 
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electricity would still be higher than grid-connected power.  This is due partly to the current state 
of development in the field, but also due to the fundamental issue of reactant flow cleanup costs.   
 
The value of electrical power in remote applications can be considerably higher than the value in 
grid connected environments.  However, if fuel cells are to be competitive in this environment, 
they must prove highly efficient, reliable, and require only infrequent and predictable 
maintenance.  This project did not provide confidence that PEM fuel cells operating on methanol 
have achieved that level of product development.     
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rights. Reference herein to any specific commercial product, process, or service by trade 
name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its 
endorsement, recommendation, or favoring by the United States Government or any agency 
thereof. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof. 
 



  iii

 
Abstract 

Diesel generators produce waste heat as well as electrical power. About one-third of the fuel 
energy is released from the exhaust manifolds of the diesel engines and normally is not 
captured for useful applications. This project studied different waste heat applications that 
may effectively use the heat released from exhaust of Alaskan village diesel generators, 
selected the most desirable application, designed and fabricated a prototype for performance 
measurements, and evaluated the feasibility and economic impact of the selected application. 
Exhaust flow rate, composition, and temperature may affect the heat recovery system design 
and the amount of heat that is recoverable. In comparison with the other two parameters, the 
effect of exhaust composition may be less important due to the large air/fuel ratio for diesel 
engines. This project also compared heat content and qualities (i.e., temperatures) of exhaust 
for three types of fuel: conventional diesel, a synthetic diesel, and conventional diesel with a 
small amount of hydrogen. Another task of this project was the development of a computer-
aided design tool for the economic analysis of selected exhaust heat recovery applications to 
any Alaskan village diesel generator set.  

The exhaust heat recovery application selected from this study was for heating. An exhaust 
heat recovery system was fabricated, and 350 hours of testing was conducted. Based on 
testing data, the exhaust heat recovery heating system showed insignificant effects on engine 
performance and maintenance requirements. From measurements, it was determined that the 
amount of heat recovered from the system was about 50% of the heat energy contained in the 
exhaust (heat contained in exhaust was evaluated based on environment temperature). The 
estimated payback time for 100% use of recovered heat would be less than 3 years at a fuel 
price of $3.50 per gallon, an interest rate of 10%, and an engine operation of 8 hours per day. 
Based on experimental data, the synthetic fuel contained slightly less heat energy and fewer 
emissions. Test results obtained from adding different levels of a small amount of hydrogen 
into the intake manifold of a diesel-operated engine showed no effect on exhaust heat 
content. In other words, both synthetic fuel and conventional diesel with a small amount of 
hydrogen may not have a significant enough effect on the amount of recoverable heat and its 
feasibility. 

An economic analysis computer program was developed on Visual Basic for Application in 
Microsoft Excel. The program was developed to be user friendly, to accept different levels of 
input data, and to expand for other heat recovery applications (i.e., power, desalination, etc.) 
by adding into the program the simulation subroutines of the desired applications. The 
developed program has been validated using experimental data.  
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Chapter 1 Introduction 

In rural Alaska during 2007, approximately 180 villages consumed about 370,000,000 
kWh [1] of electrical energy. During the process of producing electrical power, there is 
unused heat from the diesel engines. If the waste heat could be used, there would be a 
significant fuel savings. This project, which studied the selection of the most appropriate 
engine exhaust heat recovery application, is needed as part of village economic 
development. 

There are many different heat recovery methods available for capturing engine waste 
heat, including thermal electric conversion; heat-to-power conversion (e.g., Sterling 
engines, Rankine cycle engines, gas turbines); direct heat application (e.g., space heating, 
waste water loop heating); heat for refrigeration and air conditioning; and heat for 
desalination. To optimize the benefit that heat recovery systems can bring to Alaskan 
villages, the engine performance characteristics and operational conditions that have 
important effects on the performance of heat recovery systems have to be understood. 
Important engine properties and operational conditions may include engine-generator 
load, engine fuel energy, soot produced by exhaust gas, and exhaust gas corrosivity. 
Engine load and fuel energy will affect the amount of heat that is recovered by the heat 
recovery system and the soot content in the exhaust. Corrosivity and soot content will 
affect the maintenance of the heat recovery system.  

To understand the load condition of the village diesel generators, engine data sheets of 
annual generator usage were obtained from some of the Alaskan villages [2], including 
Ambler, Chevak, Noorvik, and Scammon Bay. These data show the load pattern of 
village electricity usage in June and December of 2002. Table 1.1 lists the month’s load 
patterns according to the data sheets. The average load, based on this data, was about 
65% of the engine rated load year-round. The load varied between 25% and 100% of the 
rated load.  
 

Month 0% to 25% 
load 

25% to 50% 
load 

50% to 75% 
load 

75% to 100% 
load 

June 5% 34% 58% 3% 

December 1% 4% 43% 52% 

 

Based on engine specification sheets of similar diesel generators, a rough estimate of the 
fuel energy distribution is given in Figure 1.1. About half of the village generators have 
already been equipped with intercooler heat recovery systems, but intercooler heat 
recovery is not a part of this study. According to Figure 1.1, the heat energy contained in 
the exhaust was found to be 30% of the total fuel energy. If half of the heat contained in 

Table 1.1. Generator Usage
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the exhaust could be recovered for useful applications, the result would be a fuel savings 
of 15% in Alaskan village power generation.  

 

Figure 1.1. Energy distribution of a diesel generator. 

The first task of this project studied the feasibility and economic effects of some of the 
most appropriate heat recovery applications for Alaskan village diesel generators. 
According to the cogeneration chapter of the “December 2002 Rural Alaska Energy 
Plan,” the proposed future cogeneration market segments included five different 
applications: community water loop temperature maintenance, public space heating using 
baseboard systems, public space heating using floor radiant systems, residential micro-
cogeneration units, and school cogeneration units. The first three proposed applications 
are applicable to the existing village diesel generators, but the last two are not. Other heat 
recovery applications which were reviewed but rejected for further consideration 
included ice-making and refrigeration, desalination, thermal electricity generation, and 
steam engine electricity generation. Reasons for rejection included limited regions for 
adoption, limited economic benefit, limited amount of heat recoverable, high capital cost, 
and high frequency of maintenance requirement. This work was then converged to the 
feasibility study and economic analysis of an exhaust heat recovery system for heating.  

Diesel engine exhaust contains soot and corrosive compounds which may cause 
performance deterioration, possibly resulting maintenance, and power outage problems 
with the heat recovery system and the engine exhaust system. No precise data describing 
the performance deterioration rate, corrosion rate, and maintenance frequency of exhaust 
heat recovery devices for general diesel engine applications were found in the literature. 

Exhaust 30% 

Power 38%
   Intercooler 18% 

  Friction 
Radiation 
       7% 

After-
cooler 
  7% 
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According to a simplified experiment [3] of soot accumulation in a small bundle of tubes 
heated with combustion gas from controlled combustion, the deterioration rate reached 
the saturation point before the next maintenance was needed. Corrosion might not occur, 
provided that the exhaust temperature is kept appreciably higher than the dew point of 
sulfurous acid. Therefore, exhaust heat recovery systems may not cause serious problems 
that prevent it from being adopted for cogeneration. Soot- and corrosion-related 
feasibility is further discussed in later chapters of this report. 

The objective of this experimental project was to conduct a feasibility and economic 
analysis of the heat recovery applications mentioned above. The experiment also included 
the design and installation of a heat recovery system for a given diesel generator for 
performance data collection, which then was used for analysis. The study results also 
provided a useful procedure which could be put into usable form for the end user, for 
designing an exhaust heat recovery system that would economically, reliably, and 
efficiently capture the unused heat from the village diesel engine generator sets. 
Considering the recent increase in fuel prices, this study is particularly important. 

One recent consideration concerning fuels used in diesel engines has been introduced by 
the U.S. Environmental Protection Agency (EPA), which mandated a 95% reduction in 
the sulfur content of fuels used. Synthetic diesel matches the sulfur content requirement 
and may become an important fuel of the future. Since the fuel composition and 
combustion performance of synthetic fuels [4, 5] are known to be different from 
conventional diesel, the heat content and temperatures of the exhaust for these two fuels 
may be appreciably different, resulting in a difference in the amount of recoverable heat. 
An experiment to determine exhaust heat content and temperature (i.e., heat quality) was 
conducted on synthetic fuel and a conventional diesel. The results were then used to 
predict the advantages and disadvantages of these two fuels in exhaust heat recovery.  

Recently, many individuals claimed the observation of significant engine efficiency 
improvement when using a hydrogen electrolyzer to generate a small amount of hydrogen 
and inject it into the intake manifold. A considerable change in engine efficiency may 
also mean a considerable change in exhaust property. This project conducted an 
experiment to measure the heat content and temperature of exhaust for conventional 
diesel with different levels of small amounts of hydrogen. The result was then used to 
estimate the effect of a small amount of hydrogen on exhaust heat recovery. 

Since the performance and economic outcomes of installing an exhaust heat recovery 
system for heating are case-dependent and depend on many existing factors, a computer 
program which is able to help determine whether or not the installation is beneficial is 
important. The second task of this project was to develop a computer program for 
preliminary economic analysis of installing an exhaust heat recovery system in a village 
diesel generator set. The targeted users were the engineers and technicians of village 
power plants, who should be able to learn the program with a minimum amount of time 
and instruction. The program was developed on Virtual Basic for Application in 
Microsoft Excel, which is available on all personal computers. The program was 
designed to be user-friendly and able to accept different levels of input data (i.e., data 
obtained from measurements and manufacturers or data derived from analysis using 
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standard handbook procedures) of system and component properties, depending on the 
level of data available to the user. The program was also designed for continuing 
improvement and expansion, provided more design data and more effective methods 
become available.  
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Executive Summary 

In rural Alaska, there are nearly 180 villages consuming more than 370,000 MWh of 
electrical energy annually from individual diesel generators. A similar amount of fuel 
energy is dissipated into the atmosphere from diesel exhaust. The purpose of this project 
was to evaluate the feasibility and economic impact of applying exhaust heat recovery on 
rural Alaska diesel generators. Two major tasks were included in this project. The first 
task was to conduct feasibility and economic analyses using the data obtained from a 
designed experiment. This task involved the selection of the best application of 
recoverable exhaust heat, design and fabricate an experiment setup, testing, and analysis. 
The second task was to develop a computer program for preliminary economic analysis 
of applying the selected exhaust heat recovery application to individual village diesel 
power generators. 

Exhaust Heat Recovery System Design and Testing 

Among several potential heat recovery applications (e.g. heating, electric power 
generation, desalination, and ice making), exhaust heat recovery for heating (EHRH) was 
selected for this project. The selection was based on need, availability, feasibility, and 
benefit that could be brought to rural Alaska.  

An EHRH system was designed for a DD50 diesel engine located on UAF campus. The 
engine has a rated load of 125 kW and rated speed of 1200 rpm, is instrumented with a 
variety of sensors for engine performance monitoring, and is connected to a load bank for 
engine load control. The engine was not equipped with after treatment devices; therefore, 
the analysis results demonstrated the worst case scenario. The designed heat recovery 
system has 3 major parts, the exhaust to liquid heat exchanger for exhaust heat 
absorption, the unit heater for heat dissipation or heating load control, and the piping and 
control unit for temperatures and flow rate controls. Temperatures and flow rate controls 
made the system capable of simulating different heating methods at different loads for 
optimal heat absorption. The recommended working fluid was 40/60 mixture of 
Propylene glycol and water for cold whether in Alaska. 

The designed heat recovery system was installed and instrumented. A National 
Instrument data acquisition system (DAQ) was used for experimental data collection and 
reduction and performance monitoring of the system and its components. Engine was 
running for 350 hours after installation. The system was operated under 25%, 50%, 75%, 
and 100% engine loads for three different heating operation conditions to simulate three 
different space heating methods possibly used in Alaskan villages. After the 
experimentation, the heat exchanger was dismantled for the observation and 
measurement of corrosion and soot accumulation for maintenance and feasibility study.  

Engine performance and exhaust heat contents were also measured for two other fuels: 
the ultra-clean (synthetic) diesel and conventional diesel with complementary hydrogen 
(less than 1% by volume or 0.07% by mass). The purpose of the test was to evaluate the 
potential effects of different fuels on exhaust heat recovery performance. 
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Results derived from analysis of experimental data and observations on engine and heat 
recovery system performance led to the following findings. The performance of the 
exhaust heat exchanger was consistent and reliable. No noticeable difference was 
observed on engine performance before and after the installation of the heat recovery 
system. Corrosion and soot accumulation was not observed to be a problem in the 
laboratory test of 350 hours. For the 125 kW diesel generator used in this experiment, the 
rate of heat recovered from the exhaust was about 60 kW. Based on this heat recovery 
rate, the estimated payback time for a 100% use of recovered heat would be less than 3 
years for a fuel price of $3.5 per gallon (Village fuel price is considerably higher than 
that of cities) at an interest rate of 10% and an engine operation of 8 hours per day. 
Different types of fuels did not show noticeable effect on engine performance and 
exhaust heat content 

An Economic Analysis Program for Exhaust Heat Recovery for Heating  

Since the performance and economic outcomes of installing an EHRH system are case 
dependent and depend on many existing factors, a computer program, which is able to 
help determine whether or not the installation for a particular village diesel generator is 
beneficial, is important. The well known thermal science computation programs, which 
are not designed for economic analysis of EHRC problems in Rural Alaska, either not 
appropriate or not applicable, especially when the problems involve specific information 
about village infrastructure, power usage, heat usages, and local cost information. 

The computer program developed for this task was based on the experience obtained 
from the fist task of this project. The computer program is capable of doing preliminary 
design (if needed) and economic analysis for installing an exhaust heating system to any 
village diesel generators. This program was developed on Visual Basic for Application in 
Microsoft Excel, which is available on all personal computers. The targeted users of the 
program were engineers and/or technicians of the village power plants. The program was 
designed for user-friendly and being able to accept different levels of input, from 
measured data, manufactures’ data, to data from analytical procedures, depending on the 
level of data available to the user. 

The input of the computer program includes the power plant information, existing village 
heating system information, interest rate, and all other cost information. The output of the 
program includes predicted payback period and profits and also detailed information 
generated along the design and analysis process. The program can also provide a 
Microsoft Words document of all the significant data generated. 
 
This program has been used to simulate the design and performance of the experiment 
conducted at UAF and to conduct the economic analysis based on data from simulation 
results. The results match well to that obtained using the experimental data. The program 
was also designed for continuation of improvement and expansion provided more design 
data and more effective analysis methods would become available. For example the 
program can be easily extended to economic analysis for other exhaust heat recovery 
applications (e.g. power, desalination) by adding into the computer program new 
subroutines of the desired applications. 
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Chapter 2 Experimental 

2.1 Background 

2.1.1 Introduction  

The first task of this project included an experimental study of the feasibility and 
economic effects of exhaust heat recovery heating for Alaskan village diesel generators. 
This task involved the experimental procedure of design, procurement, installation, 
instrumentation, measurements, and data reduction. The first task also included the 
measurement of exhaust temperatures, flow rates, and emissions of an engine operated 
with conventional diesel, a synthetic fuel, and conventional diesel with different levels of 
a small amount of hydrogen. The measured data were used to estimate exhaust heat 
content and to evaluate the potential effects of different fuels on heat recovery 
performance. This project’s second task was to develop a computer program for 
economic analysis of applying exhaust heat recovery to individual village diesel power 
plants. The second task did not involve an experiment. 

2.1.2 Literature Review of Exhaust Heat Recovery  

This subsection reviews the research that was being conducted in the field of recovery of 
rejected heat from diesel engines. During engine run time, there are different places in the 
engine’s structure where significant amounts of heat are dissipated to the atmosphere. 
The rejected heat includes heat from the water jacket, the exhaust, and in more recent 
engines, the heat from the turbocharger aftercooler. This heat can be used for domestic or 
commercial purposes by using a recovery process, although this requires the addition of 
significant hardware which adds to the expense of the installation. In the past, fuel was 
cheap and it was very difficult to justify the cost of the heat recovery hardware. 
Furthermore, high sulfur fuel results in corrosive condensates, requiring either expensive 
alloys for heat recovery from exhaust systems or expensive replacements.  

Previously, when the idea of heat recovery was not considered, the engine cooling system 
was used only for running the engines to prevent overheating. When fuel economy 
became important due to the energy crisis, especially in the early 1970s, different ways to 
recover an engine’s unused heat for useful purposes became a practical research area. 
After the 1970s energy crisis eased, heat recovery research activities dropped 
accordingly, until the recent surge in fuel prices. From previous research, it was found 
that engine cooling systems and exhaust had abundant amounts of heat. The utilization of 
this energy would result in an increase in the efficiency of the system.  

Experimental studies focused mainly on recovery of exhaust heat, which is one of the 
heat-carrying sources. The following sections provide the literature review for heat 
recovery from diesel engines.  

Low-sulfur fuels: One recent consideration in fuels used in diesel engines has 
been the EPA-mandated reduction in sulfur content of fuels used for transportation. This 
reduction is anticipated to have several significant environmental benefits, including a 
direct reduction of sulfur oxides, a direct reduction in particulate matter (PM), and an 



  8

indirect reduction in other pollutants through the use of catalytic cleanup systems. For 
stationary diesel engine heat recovery systems, the reduction in sulfur and the reduction 
in PM mean that exhaust heat exchangers are likely to be more practical, as the exhaust 
will be less corrosive and form less soot, both of which have prevented economic heat 
recovery in the past.  

Sulfur is an element that is naturally present in crude oil. Conventional diesel sold for 
transportation in the United States after 2001 contains a maximum of 500 ppm of sulfur 
[4,5]. This sulfur gets oxidized to sulfur dioxide (SO2) or sulfur trioxide (SO3) after 
combustion. These sulfur oxides plays an important role in the corrosion process. The 
sulfur oxides dissolve in moisture to form sulfurous acid (H2SO3) or sulfuric acid vapor 
(H2SO4) [6].  

The dew point of exhaust water vapor (37.78oC to 65.56oC) is considerably below typical 
exhaust temperatures. However, in boiler conditions, the formation of acid occurs at the 
dew point (115.56oC to 137.78oC), which is more likely to occur in combustion exhaust 
systems, especially when exhaust heat recovery is applied. The formation of these acids 
depends on the amount of air, moisture, and sulfur content [6]. 

The EPA proposed to decrease the sulfur content in the on-road diesel fuels to 15 ppm by 
2006. These standards are scheduled to be extended to 2011 for off-road engines. One 
way of reducing sulfur is to use synthetic diesel (ULSD) created by Fischer–Tropsch, 
which has near-zero sulfur [4, 7]. This would largely reduce the problem of corrosion due 
to acids. 

Soot formation: The major pollutants of fuel combustion are considered to be 
nitrogen oxides (NOx) and PM. Particulate matter is a result of unburned hydrocarbons 
due to incomplete combustion, and is a major concern because it is a health hazard and 
impacts visibility. For our case, only PM was considered, as it is the source for soot in the 
heat exchanger. Soot is defined as a dark powdery deposit of unburned fuel residue 
mainly consisting of carbon. Significant accumulations of soot have a direct negative 
impact on the ability of a heat exchanger to extract usable heat from the exhaust.  

The composition of PM by mass is as follows [8]: 

Metal – 1.2% 
Hydrogen – 2.6% 
Nitrogen – 0.5% 
Oxygen – 4.9% 
Sulfur – 2.5% 
Carbon – 88% 

The soluble organic fraction in PM of a diesel engine varies from 5% to 40% by mass. 
The production of PM depends on the aromatic levels of the fuel. C2 reacts with C4 to 
generate aromatic structure [9], which comprises monocyclic and polycyclic aromatic 
hydrocarbons (PAH). Nanoparticles, which are formed during the engine cycle of the gas 
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phase PAH, grow to 2 nm and continue until growth vanishes. These smaller particles 
coagulate to 10 nm due to van der Wall forces [8].  

Most soot ranges from 5 nm to 30 nm in diameter. Laser-induced incandescence (LII) 
was one of the techniques used to find particulate matter measurements. Primary soot 
particles (20 nm to 30 nm) absorb light radiation both in ultraviolet and visible regions.  

Many experiments have been conducted to illustrate soot growth and coagulation. 
According to a study by Mathis, the primary soot particles of a diesel engine range from 
17.5 nm to 32.5 nm, as determined by transmission electron microscopy (TEM) 
measurements [10]. This work demonstrated that primary soot particle diameter 
decreased from 25.9 nm to 17.5 nm at low loads and decreased from 28.4 nm to 21.6 nm 
at high loads during the start of ignition. Also noted was an effect due to injection 
pressure, as the primary soot particle diameter was reduced due to increase in injection 
pressure from 500 to 1100 bar at low loads. There was a small decrease in diameter of 
soot particle at high load when injection pressure was changed from 800 to 1400 bar. 

In another study by Kitsopanidis in 2006, a rapid compression machine was adapted to 
replicate a diesel engine in which a line-of-sight (LOS) absorption method was used [11] 
to study soot growth. The volume concentration of soot grew depending on the fuel 
concentration of the compressed charge over a period of time, but an unexplained initial 
exponential growth was observed irrespective of the fuel concentrations.  

Regarding the soot accumulation inside heat exchangers, a simulation experiment was 
conducted [3]. The experiment controlled the flow rate and pressure of combustion gas, 
which crossed a bundle of a small number of cooling pipes. The experiment was operated 
for an extended time for each of the combinations of selected flow rates and pressures. 
Soot accumulations were measured along with the experiment. According to the 
experiment results, the soot that accumulated on finned tubes for each case seemed to 
approach its plateau within a relatively short period of time.  

Heat recovery applications: The idea of using waste heat from an engine to heat 
a space is not unique to this project, but there are fewer applications of heat recovery 
from diesel exhaust. During our literature search, we came across various projects that 
involved heat recovery in different aspects, but could not find any documents that are 
directly related to our project. Some of the heat recovery projects that were similar to our 
project were documented as case studies. Some of the most useful information related to 
diesel exhaust heat recovery in Alaska was obtained through personal communication 
with engineers working in Alaska. 

Heat recovery for Eagle Community School in Eagle, Alaska: In the late 1970s 
a recovery system was built for the Eagle Community School in Eagle, Alaska, by 
Summit Logistics, a company owned by Dave Cramer. According to Mr. Cramer, the 
recovery of heat was done on a 350 kW Cummins diesel engine-generator set. The 
recovered heat was used to heat a water heating system using a gas-to-gas heat 
exchanger. “There was an awful effect due to soot on the heat exchanger components and 
also with the engine,” said Mr. Cramer. He recollected that the engine manufacturer did 
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not recommend such systems. The heat exchanger was installed over the engine exhaust 
system, which was not appropriate for the given task. The system had an effect on the 
engine due to the increase in carbon deposits. Though the system was meant to work for 
10 years, after a few hundred hours of running, it was observed that the recovery system 
did not work to Mr. Cramer’s expectations, and it had to be removed within the first year 
of its installation.  

“A constant temperature could not be maintained with the variation of loads,” said Dave 
Cramer. The system required constant monitoring and maintenance four times a year to 
remove soot deposits. Lack of maintenance and observation might be a cause for the 
improper operation. Mr. Cramer stated that, for an engineer, the loads on the engine 
cannot be predicted on practical grounds. He estimated the entire system, with copper 
tubing of 2″ to 1½″, cost him about $30K to $40K.  

Industrial waste heat recovery: During the 1970s, the Arab oil shocks 
convinced many energy users to attempt to reduce their energy consumption. 
Unfortunately, little effort was made in the recovery of waste heat during the initial 
stages, but after a few years, this idea was tested. A demonstration project was 
undertaken in 1976 by American Standard Corporation.  

The demonstration project involved industrial waste heat recovery at a plant located in 
Louisville, Kentucky, that produced thermal energy. The combustion air was preheated 
electrically to 537.78°C for the coke-fired cupolas. Exhaust gases from iron foundry 
cupolas was close to 150,000 pounds per hour at a temperature of 760oC. A 
comprehensive study was performed in close cooperation with the staff of American 
Standard Corporation and with international experts. Economical and technical studies of 
heat recovery systems were made, and problems based on structure, space requirements, 
etc., were given close attention [12]. 

The new system that was installed included a gas-to-air heat exchanger to preheat the air 
to 537oC. Flue gas at 760oC was controlled to 676.67oC by a cooling tower to protect 
equipment and assure stable performance and efficient gas filtering. A wise decision to 
include air-operated soot blowers with the heat exchanger to remove dirty flue gases was 
considered. The gas and air tubes were filtered with damper valves to permit flexibility to 
the entire system. 

Multiplying this experience by 10,000 industrial plants leads to an equivalent energy 
savings of 390,000 MBTU or 67,000 barrels of domestic heating oil for each hour. 

Recovery of heat from the exhaust gas of a diesel engine: A large number of 
projects recover heat from natural gas-fired systems that would reduce carbon dioxide 
and nitrous oxide emissions, reducing the greenhouse effect. A recovery system 
described by Verneau was built in a Lucciana, Corsica, power plant on an 11 MW SEMT 
18PC 3 diesel engine (much larger than the diesel engines used in Alaskan villages). The 
thermal power contained in the exhaust was of the same order as the shaft power (38%). 
The exhaust temperature was 390°C, but could not be cooled below 170°C because of 
corrosion effects. In this test, the experiments were conducted on a steam cycle and 
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organic fluid cycle, and the results were compared. Verneau states that better cycle and 
better expansion led to a net efficiency of 0.21 and 0.15 for organic fluid and steam. The 
cycle that was selected is shown in Figure 2.1. 

 

 

 

Figure 2.1. Schematic diagram. 
 

The organic fluid required a larger heat exchange surface area and higher temperature, 
which was done by a recuperator. The recuperator increased the temperature of liquid 
going into the evaporator that avoided corrosion. The working fluid was a mixture of 
trifloroethanol and water. The tests showed some corrosion on carbon steel and slightly 
alloyed steels [13]. However, the major disadvantage of these cycles is the high cost of 
both the recuperators and the turbines.  

Exhaust heat recovery from midsized diesel engines for power generation: 
Due to the recent surge in fuel prices, some research activities in exhaust heat recovery 
for power generation have been conducted with midsized diesel engines that are similar 
in size to most of the engines used in Alaskan villages. Most of the research activity in 
this area has focused on truck engines [14, 15, 16], and is still in the early stages. In 
general, the efficiencies of the prototypes developed are still much lower than exhaust 
heat recovery for heating applications. It is expected that the efficiency of exhaust for 
power will be improved and become competitive in the future. 

Thermoelectric generators based on heat recovery: Exhaust heat can be used 
to produce electric power by means of thermoelectric generators (TEG). Several TEG 
were designed to fit the temperatures at various parts of the exhaust system [17, 18, 19]. 
TEG is easy to install and have few maintenance problems. There are no moving parts, so 
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there is less noise. Though the idea is relevant, the efficiency of the TEG is considered to 
be meager, peaking at about 4% under ideal conditions, and often much lower. 

2.1.3 Heat Exchanger Basics 

The inlet and outlet temperatures on the hot and cold side of a heat exchanger can be used 
to design a heat exchanger. The basic equations involved for a heat exchanger design are  

Q = UoAF(LMTD) (2.1) 

where 
.

Q  = Heat transfer rate 
Uo = Overall heat transfer coefficient 
A = Heat transfer area 
LMTD = Logarithmic mean temperature difference 
F = Correction factor 

The size of a heat exchanger can be measured by means of number of transfer units 
(NTU). The equation for NTU is given in Equation 2.2. 

.
C

AUNTU =
  (2.2) 

where 

U = Local overall heat transfer coefficient 
A = Heat transfer area 

.
C  = Product of mass flow rate and the coefficient of specific heat  

In the absence of phase change, the NTU of a heat exchanger determines the performance 
in terms of effectiveness (E). Effectiveness is given by the ratio of actual heat transfer 
rate to the maximum heat transfer rate. The equation for effectiveness is given in 
Equation 2.3. 

.

max

.

Q

QE =   (2.3) 

where 

=
.

Q  Actual heat transfer rate 
.
=MaxQ  Maximum heat transfer rate 

There are many types of heat exchangers based upon their differences in temperature 
range, performance ratios, type of heat exchange carried out, efficiency, and working 
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condition [21, 22]. Based on ratio of heat transfer area and dimension of heat exchanger, 
heat exchangers can be categorized into shell and tube type and compact type. The 
compact type may include plate fin heat exchangers, tube fin heat exchangers, plate type 
heat exchangers, printed circuit heat exchangers, recuperators, and regenerators.  

The main problems commonly faced when using compact heat exchangers are related to 
fouling due to accumulated solid materials or property changes on the walls of the heat 
exchanger. In our case, the fouling was high due to exhaust gases. Chemical cleaning, 
thermal baking and subsequent rising and wise design in maintenance and operation 
methods may help resolve these problems. 

The following are different fouling mechanisms: 

1. Crystallization/precipitation  
2. Particulates  
3. Chemical reactions  
4. Corrosion  
5. Biological effects 
6. Freezing  

The following are effects of fouling: 

1. Increase in the capital costs 
2. Increase in the maintenance costs 
3. Loss of production 
4. Increase in the energy losses 

Compact heat exchangers are mostly the gas-to-gas type. Gas is harder to control than 
liquid. At the beginning of the project, most of the suppliers that we contacted provided 
compact heat exchangers, but either the temperature range or the material of construction 
did not match our project’s needs. After further review and a literature search, it seemed 
that shell and tube type heat exchangers would be a better choice for this project.  

Shell and tube heat exchangers are only limited by the materials of construction and have 
the additional advantage of being designed for special operating conditions, such as 
vibrations, heavy fouling, highly viscous fluids, erosion, corrosion, toxicity, radioactivity, 
and multicomponent mixtures. Shell and tube heat exchangers can be made from metal as 
well as non-metal, and their surface areas range from as little as 0.1 to 100,000 m2. They 
have less surface area per unit volume than compact heat exchangers [21]. 

2.1.4 Economic Study  

Heat recovery systems are not typically used in diesel engine generators due to cost 
issues. If the cost of purchasing a heat exchanger and installing it is high and the cost of 
diesel fuel is low, most users will elect to vent the hot exhaust and purchase additional 
fuel for the required heat loads. Only when the cost of fuel is high compared with the 
capital cost of heat recovery installation will this option make sense. The economic 
analysis is directly related to the cost of fuel and the cost of capital as given by the 
interest rate. These two considerations are discussed below. 
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Cost of fuel: In Alaska, small rural utilities have cooperated to purchase fuel in 
bulk quantities from the same vendor in order to reduce fuel costs. The fuel price depends 
on the crude oil cost, cost at the refinery, and transportation cost. Among these 
organizations were Alaska Native Industries Cooperative Association (ANICA) and 
Alaska Village Electric Cooperative (AVEC). ANICA purchases 2 to 3 million gallons of 
fuel each year to serve 25 communities. AVEC purchases about 6 million gallons of fuel 
each year to operate electric utilities for 51 rural villages [23]. 

Discounts of about 15% are available for a purchase of 100,000 gallons of fuel. Further 
reductions are given for purchases of more than 100,000 gallons of fuel. A reduction of 
10 ¢/gal would result in $2000 to $4000 in fuel cost savings for a utility that consumes 
100,000 gallons of fuel [23]. 

Interest rates: The interest rate determines the payback amount for money 
borrowed. Depending on the source of funds, the interest rates may vary from 0% to 
12%. The 0% APR is in the case of grants allotted by the organizations that require 
repayment. The payback method differs from company to company. There are two 
methods of returning the borrowed money: The first method includes equal amounts to be 
paid each year. According to this method, the total amount will be calculated for a span 
of years with the interest rate, which needs to be repaid in equal amounts in equal 
intervals of time. In the second method, at a constant interest rate, the principle amount 
differs. The principle amount differs depending on the amount paid each year. The 
amount repaid by the end of each year will be deducted from the initial borrowed money, 
and the interest rate accounts for the current principle amount to be paid each year [25]. 

2.1.5 Effect of Fuel Type on Heat Recovery  

Exhaust flow rate, composition, and temperature may affect the heat recovery system 
design and the amount of heat recoverable. In comparison with the other two properties, 
the effect of exhaust composition may be less important due to the large air/fuel ratio for 
diesel engine combustion. This part of the project was to measure the exhaust properties 
and to estimate the heat contents and heat qualities (i.e., temperatures) of exhausts 
obtained from diesel engine combustion of three different types of fuel: a synthetic fuel, 
the conventional diesel, and the conventional diesel with different levels of a small 
amount of hydrogen. The results were then used to predict the potential difference 
between the exhausts of the three types of fuel.  

2.2 Design of an Exhaust Heat Recovery System 

2.2.1 Introduction  

In most parts of rural Alaska, diesel generators operate year-round to produce power to 
supply village residents and remote mining sites with electrical power. The power 
consumption determines the load pattern on the diesel engines. In most villages, the load 
in summer is less compared with that in winter due to the decreased demand for lighting 
and heating during the warm, bright summer months. In nearly all locations, heat was 
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unused and rejected to the atmosphere. The percentage of fuel heat left unused from the 
engine is shown in Table 2.1.  

 

Location of recoverable heat Percentage of fuel energy 

Exhaust 30 

Turbocharged air 7 

Jacket water 18 

 

The average consumption of energy in rural Alaskan households is detailed in Figure 2.2. 

 
Figure 2.2. Alaskan household energy consumption [24]. 

If this heat could be applied to useful applications such as heating, a savings in fuel 
consumption might result. Since it is difficult and expensive to move heat, one major 
issue is the need to have a heat sink close to the diesel generator. While most generators 
are located as far as possible from buildings for noise and emissions reasons, the recent 
spike in diesel fuel price means that the economics of these systems are changing.  

The goal of this project was to design and test a system to utilize the waste heat from a 
small diesel generator through a recovery process that would be economical and cost 
efficient for Alaskan villages. A heat recovery system was designed and fabricated to 
implement the selected heat recovery application and determine the feasibility and 

Table 2.1. Percentage of waste heat
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economic effect. To design and test the heat recovery application, a Detroit Diesel Series 
50 engine with a 125 kW generator operated at 1200 rpm was used. The details of this 
approach and the design procedures are discussed in the following sections. 

2.2.2 Selection of Waste Heat  

The amount of heat present in the exhaust, the turbocharged air, and the jacket water are 
presented in Table 2.1. As seen in the table, the jacket water and turbocharged air have 
lower energy than the exhaust, which indicates that the exhaust waste heat is more 
prominent than the jacket water and the turbocharged air. The following are other reasons 
behind the selection of exhaust waste heat for this project: 

1. Many of the diesel generators were already equipped with jacket water recovery 
systems, and recovery of this energy is well understood. 

2. The temperature of the exhaust was much higher than the turbocharged air, while 
the mass flow was nearly the same. The heat recovery rate from the exhaust was 
also expected to be higher. 

3. The introduction of new low sulfur fuels, which result in lower corrosivity and 
lower particulate matter generation, meant a reduction in the major technical 
barriers to heat recovery from the exhaust. 

4. The recent increase in the cost of crude oil resulted in higher diesel and heating 
oil prices, making heat recovery more economically attractive.  

5. A reduction in greenhouse gases would result from a reduction in the 
consumption of diesel fuel. 

2.2.3 Selection of Heat Recovery Application  

Several heat recovery applications had the potential to be economical and feasible for 
Alaskan villages, among which were space and water heating, desalination, ice making, 
and electric power generation. However, desalination does not appear to be locally 
useful. According to the Alaska Department of Environmental Conservation in March 
2005 [29], the mineral content of groundwater for most Alaskan villages is well within 
acceptable ranges. Only a few villages in northern Alaska require purification of surface 
water for drinking, where the permafrost is very deep. Electric power generated from 
waste heat appears attractive, as it is a convenient form of energy. It was not selected, 
however, because of its low heat recovery rate—about 6% of fuel savings out of 30% of 
fuel energy contained in the exhaust—and because it is expensive. Ice making has been 
demonstrated in Kotzebue, but unless there is a large commercial user for ice in the 
summer (such as local fishing industry), the costs are not justified. However, heat is 
almost always needed in Alaska, so heating was considered to serve the purpose in this 
project. The recovered heat can be used either for space heating, domestic hot water, or 
warming municipal water supplies to prevent freezing.  

2.2.4 Experimental Site 
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This experiment was conducted at the Arctic Energy Technology Development 
Laboratory at the University of Alaska Fairbanks, using a Detroit diesel engine-generator 
set. The rated speed of the generator is 1200 rpm with a rated electrical power of 125 kW. 
The generator was connected to an external load bank from Load Tech with a power of 
250 kW. The engine has a rated speed of 1800 rpm with a power of 235 kW, so the 
engine was down rated and connected to the generator. The diesel generator set was 
placed inside an International Organization for Standardization (ISO) container with the 
load bank on the outside of the ISO container. 

This engine and generator set were used for other experiments, including emissions 
experiments conducted in 2004 and 2005. The setup is discussed in more detail in 
Telang’s master’s thesis [4]. 

For the experiment’s heat recovery system design and installation, the experimental site 
was considered a convenient substitute for a potential heat recovery application that 
mimics the diesel generators in rural Alaska. Heat was recovered from the exhaust, 
measured, and then rejected to the atmosphere through a dump load.  

2.2.5 Heat Recovery System Design 

The design of the heat recovery system involved determining the different functional 
parameters (e.g., exhaust backpressure, exhaust flow rate, total pressure drop, and 
temperatures) that needed to be considered. The parameters and the related components 
are discussed in detail below. 

Heat exchanger: The exhaust heat exchanger was the first element to be 
considered in the design process. The specification sheet of our experimental engine was 
the primary information considered in coordination with the village data to get a brief 
idea for the selection of a heat exchanger. There were a few set points for the heat 
exchanger selection. Those set points include the following: 

1.  Amount of exhaust heat available 
2. Corrosion of the exhaust system  
3. Maximum exhaust backpressure permissible by engine 
4. Dimensional constraints 
5. Weight constraints 
6. Maintainability  

Given that electrical loads vary, the amount of recoverable heat also varies. In order to 
select a heat exchanger suitable for fluctuating exhaust heat energy, the heat exchanger 
needed to have some operational parameters adjustable with the varying engine load 
conditions and possibly with the heat requirements. Based on this consideration, the heat 
exchanger was designed for engine exhaust at engine-rated load conditions. At partial 
engine load conditions, the heat recovery system should be adjustable to the heat 
requirements. A major design concern for our work was the availability of space. As 
well, the following parameters needed attention: 
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1. Flow rate of the exhaust 
2. Required heating temperatures 
3. Exhaust temperature differential 
4. Coolant temperature range 

Another important consideration was atmospheric effect. As this project was designed for 
use in Alaska, the maximum ambient temperature differential in Alaska was considered. 
Any equipment selected must be capable of functioning in a wide range of ambient 
conditions.  

For this project’s design, a gas-to-liquid type heat exchanger was selected. The main 
reason behind this choice was to permit easy escape of the exhaust gases after passing 
through the heat exchanger without affecting engine exhaust backpressure. The heat 
exchanger acts as a muffler also. The design allowed the exhaust temperature to be above 
the water vapor dew point to reduce exhaust condensation and acid formation. (The issue 
of acid dew point was not discovered until the project was well underway, but 
fortunately, we seem to have avoided it.)  

A shell and tube type heat exchanger was selected. In this design, exhaust gas passes 
through the shell, and liquid passes through the core side, that is, through the inner pipes. 
This design enables better exhaust escape to the atmosphere in a single pass without 
building much backpressure. This type of heat exchanger provides a relatively large area 
for heat transfer. For maintenance purposes, the liquid on the tube side and accessibility 
to remove the core were specified.  

The parametric inputs considered for the heat exchanger design were 

1. temperatures 
2. heat transfer surface area 
3. corrosion resistance 

 Temperature: Inlet and outlet temperatures of the liquid (Table 2.2) were 
based on a safety margin depending on the load conditions and weather conditions for 
convective space heating. The inlet temperature was the exhaust temperature of the 
engine at full load. The outlet temperature was selected based on the trade-off between 
cost and heat recovery. The possible reason for corrosive exhaust condensate formation 
was also considered for the outlet temperature selection; that is, the exhaust outlet 
temperature should be above the water dew point with a safety margin. (The acid dew 
point was not considered, but the temperatures seem fine for that issue also.) The liquid 
side temperatures were selected based on the feedwater temperature of 65°C, typical of 
boilers used for baseboard heating. Thus, a temperature of 77°C would be adequate for 
preheating the boiler feedwater. 

 
Table 2.2. Inlet/outlet temperatures with respect to the heat exchanger 

Gas/liquid Inlet temperature 
(°C) 

Outlet temperature 
(°C) 

Exhaust 540 177 
Liquid 77 87 
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Heat transfer surface area: Heat transfer surface area directly affects the heat 
exchange rate. The number of passes, the tube diameter, and the tube pattern affect the 
heat transfer surface area. The total area is constrained by the overall dimensions allowed 
for the heat exchanger.  

The predesign calculation for the heat exchanger consisted of the overall heat transfer 
coefficient and the log mean temperature difference (LMTD). The correction factor was 
considered to be 1. The surface area required was calculated to be 8 m2 (90.4 ft2) using 
the procedure given in [19]. The effectiveness was calculated to be 80%. 

Based on the required temperature and surface area from the preliminary design 
calculations of the heat exchanger, 25 heat exchanger suppliers were contacted. Most of 
the heat exchanger manufacturers were unable to respond to our heat exchanger 
requirements for this project. The reasons were as follows: 

1. High temperature on the gas side 
2. Type of heat exchanger needed (shell and tube type) 
3. Material of construction  
4. Ease of maintenance 

Two of the manufacturers were willing to fabricate the type of heat exchanger similar to 
the one that we needed in our project and they provided bids, summarized in Table 2.3.  
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 Quotation 1 Quotation 2 

Shell side Gas Liquid 

Tube side Liquid Gas 

Gas pressure drop 0.31 PSI PSI 

Maintenance Removable core, 1in. gap and 
straight tubes 

U-tube for gas 

Heat transfer area 87 ft2 30 ft2 

Size 51 in. x 28 in. x 28 in. (with 
detailed drawings) 

Shell Φ6.625 in., Tube:72 in. 
(no details) 

Weight 725 lb 350 lb 

Material of 
construction 

Tube: SS fin tube 
Shell: SS inner wall 

Tube: Plain SS 316 
Shell: CS 

Insulation Integrated insulation No insulation included 

Cost ($) 9,800 7,979 

 

After reviewing both of the quotations and designs, Quotation 1 was considered to be a 
better option for this project. The following were the main reasons for this choice: 

1. Gas on the shell side and liquid on the tube side 
2. Stainless steel material of construction 
3. Less pressure drop 
4. Inbuilt insulation 
5. Easy maintenance due to straight tube structure 

Even though the cost of Quotation 2 was less than Quotation 1, Quotation 1 was selected 
due to the insulation. Weight was not an important issue in this case.  

Table 2.3. Quotation comparison
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Selection of unit heater: In any real system, the heat that is recovered from the 
heat exchanger needs to be used for a useful purpose. In order to replicate a real 
application, the recovered heat for space heating was simulated by the dispatched heat 
through the unit heater with controlled inlet and outlet temperatures and flow rate.  

A unit heater is a simple radiator with an associated fan that dissipates the heat to the 
atmosphere; one can be purchased off the shelf. For this experimental setup, the heat 
recovered from the exhaust was dissipated to the atmosphere under different load 
conditions. The designed maximum capacity of heat recovered by the Cain Industries 
heat exchanger was 290,000 Btu/hr. The unit heater must be able to remove the same 
amount of heat, thus a unit heater (model S) built by Trane was selected.  

Control system: The control system in this experiment used copper tubing that 
connected the heat exchanger to the unit heater in a closed loop. The components in the 
system contributed to desired functionality of the entire system. A three-way mixing 
valve was present in the control system connecting the bypass and the unit heater outlet 
pipe. The valve was controlled by a nickel immersion sensor and universal controller. 
The manual set temperatures in the universal controller helped in controlling the valve 
opening in the mixing valve in coordination with the nickel sensor to attain the required 
temperatures on the coolant inlet side of the heat exchanger. The major components 
considered for our heat recovery system were heat exchanger, pump, three-way valve, 
flow meter, and unit heater. The heat exchanger acted as a heat source to capture heat 
from the exhaust, while the unit heater acted as a heat sink to simulate the heat flow. The 
heat exchanger and the unit heater were connected in a closed loop. The purpose of the 
piping system was to transport the working fluid between the heat source (heat 
exchanger) and the heat sink (unit heater) to control the heat desired for practical 
applications in rural Alaska. The piping system needs to be operated in such a way that 
the inlet of the heat exchanger can be maintained at specific temperatures at variable load 
conditions. To obtain those temperatures, a three-way mixing valve with a nickel sensor 
was used.  

The pipe design was iterated many times due to the unexpected real sizes of the 
components and space availability for system installation. The ISO container was 
preoccupied by the Detroit diesel engine-generator set and the day tanks. There was very 
limited space for the construction of the pipe system. This caused major changes in the 
preliminary pipe design. The total pressure drop of 10 psi in the pipe system remained 
almost the same after the changes in the design. The space that was allocated for building 
the control system inside the ISO container is shown in Figure 2.3. 
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Figure 2.3. Space allocated for the control system inside the ISO container. 

The final control system design is shown in Figure 2.4. A detailed description of the 
entire control system is discussed in Section 2.3. 

Coolant side pressure drop calculations and pump selection: The pressure 
drop in the copper tubing decides the pump size. Pressure drop was estimated based on a 
procedure given in the ASHRAE handbook [20], which involved calculating the 
preliminary pressure drop. The total pressure drop was calculated to be 10 psi. 

The pump was selected based on the calculated total pressure drop in the copper tubing 
with all components installed. The flow rate was taken from the selected heat exchanger’s 
specifications. Figure 2.5 shows the pump curve used for selecting the pump. A margin 
of 5 gpm was added to the original flow rate for safety purposes. The calculated pressure 
drop was 23 ft of water. These two values correspond to a point that was marked in the 
graph. The graph shows a 1/3 HP pump that was suitable for our system.  
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Figure 2.4. Final design. 

 
 

Data acquisition (DAQ) system: A DAQ system was used to document the 
experimental readings. The different channels in the DAQ system are shown in Table 2.4. 
SCXI 1102 was used for all the thermocouples in the control system, and SCXI 1120 was 
used for the flow meter in the control system. The block diagram of all the channels to 
the DAQ system is shown in Figure 2.6. The naming is listed in Table 2.5. 
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Figure 2.5. Owner’s manual – Bell and Gossett. 
 
 

Slot Channel type Purpose of the channel 
1  - Empty - 
2  - Empty - 
3 SCXI 1120 8-channel isolation amplifier 
4 SCXI 1180 Feed-through panel 
5 SCXI 1120 8-channel isolation amplifier 
6  - Empty - 
7 SCXI 1120 8-channel isolation amplifier 
8 SCXI 1121 4-channel isolation w/excitation 
9  - Empty - 

10  - Empty - 
11 SCXI 1102 32-channel thermocouple amplifier - heat recovery 
12 SCXI 1102 32-channel thermocouple amplifier 

 

 

Table 2.4. DAQ channels
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Figure 2.6. Block diagram showing the DAQ channels. 

 
 

Slot in SCXI 1102 Name in DAQ 
8 to 12 Exhaust outlet temperature (T8) 

13 Heat exchanger inlet temperature (T1) 
14 Heat exchanger outlet temperature (T6) 
15 Exhaust inlet temperature (T7) 
17 Before bypass temperature (T2) 
18 Bypass temperature (T3) 
19 After 3-way valve temperature (T5) 
20 Before 3-way valve temperature (T4) 
21 Unit heater inlet temperature (T9) 
22 Unit heater outlet temperature (T10) 

SCXI 1120 Mass flow meter 

Table 2.5. Naming in the DAQ

Pump 

T5 

Heat Exchanger 

Unit Heater 

1102 - 13 

1102 – 08 to 12 

1102 - 17 

1102 - 18 

1102 - 20 

1102 - 19 

1102 - 14 

1102 - 15 

T1 

T2 
T3

T6

T4 

T 7 T8 

Flow 
Meter 1120 

m
•

 

T9 T10
1102 - 21 

1102 - 22
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2.3 Installation and Instrumentation of the Heat Recovery System 

2.3.1 Introduction  

This section of the report discusses installation, instrumentation, and calibration of 
different elements in the heat recovery system. The entire system can be divided into 
three sections: heat exchanger, unit heater, and control system.  

The selected heat exchanger has gas on the shell side and liquid on the tube side, and its 
physical dimensions are 51 in. x 18 in. x 23 in. (LxWxH), with a heat transfer surface 
area of 87 ft2. The heat exchanger weighs about 1000 lb and has 4 in. of inbuilt 
insulation. 

The entire control system was designed to fit the ISO container design in this 
experimental project. The main aspect that needed to be considered during the heat 
recovery system design was our space allocation. The ISO container had two regions: (1) 
the water jacket radiator and (2) the engine, generator, day tanks, control unit, and DAQ. 
When the engine was running, the temperature in the engine section was maintained well 
above zero due to the heat radiated by the engine. The instruments and the engine needed 
to stay warm for normal operation, while the radiator section needed to be at a lower 
temperature, since the inlet manifold air temperature should be below 40°C. 

For the convenience of connecting the heat exchanger to the exhaust pipe and because hot 
gases prefer to rise, the heat exchanger was installed on top of the ISO container. The size 
of the unit heater and the improved efficiency of using normal ambient air determined its 
installation outside the ISO container. For the sake of convenience, the unit heater was 
also installed on the west wall next to the control system, which was constructed inside 
the ISO container. Most of the control system needed to be maintained at room 
temperature for the specified operation of various sensors. For this project we used 
copper tubing, as it was (relatively) easy to make modifications when needed and is 
inexpensive.  

The initial AutoCAD drawing of the whole system is shown in Figure 2.7. Details of the 
heat recovery system were split into three sections, based on their location. Figure 2.8 is 
section 1 showing the heat exchanger and its inlet/outlet pipe connections; Figure 2.9 is 
section 2, which includes major flow control elements; and Figure 2.10 is section 3, 
which shows the unit heater and its inlet/outlet pipe connections. Components of the 
control system are designated by numbers and are described in Table 2.6. 

There were significant changes in the design of the control system due to space 
considerations. The final control system of this project is shown in Figures 2.8, 2.9, and 
2.10, with brief descriptions added.  
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Figure 2.7. AutoCAD heat recovery design drawing. 

Section 1 

Section 2 

Section 3 
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Parts location and description: 

1 Heat exchanger 5 Bronze ball valve 
2 Temperature thermocouple A Inlet to the heat exchanger 
3 Pressure gauge B Outlet from the heat exchanger 
4 Snubber   

 
Figure 2.8. Section 1 of the heat recovery system (on top of ISO container). 
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Parts location and description: 

3 Pressure gauge 8 Expansion tank 
4 Snubber 9 Circuit setter 
5 Bronze ball valve C Flow meter line 
6 Flow meter D Pump line 
7 3-way valve  

 
Figure 2.9. Section 2 of heat recovery system (inside ISO container along west wall). 
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Parts location and description: 

2 Temperature thermocouple 8 Expansion tank 
3 Pressure gauge 10 Unit heater 
4 Snubber E Inlet to the unit heater 
5 Bronze ball valve F Outlet from the unit heater 

 
Figure 2.10. Section 3 of heat recovery system (sitting outside on the ground next to the 

west wall of the ISO container). 
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1 Heat exchanger 

2 Temperature thermocouple 

3 Pressure gauge 

4 Snubber 

5 Bronze ball valve 

6 Flow meter 

7 3-way valve 

8 Expansion tank 

9 Circuit setter 

10 Unit heater 

A Inlet to the heat exchanger 

B Outlet from the heat exchanger 

C Flow meter line 

D Pump line 

E Inlet to the unit heater 

F Outlet from the unit heater 

2.3.2 Heat Exchanger Section  

The heat exchanger section of the heat recovery system (see Figure 2.11) includes the 
heat exchanger, pipe components, and instruments connected to the heat exchanger 
located outside on top of the ISO container. The inlet and the outlet sides for the heat 
exchanger are indicated in the figure along with its associated components. For isolating 
the heat exchanger, bronze ball valves were installed along with the drain. During the 
experimental process, if there was any clogging due to scales or rust on the core side of 
the heat exchanger, the pressure would increase. In order to ascertain the presence of any 
clogging due to these kinds of obstacles, pressure gauges were installed on the inlet and 
the outlet side. A release valve (from Cain industries) was set on the inlet side of the heat 
exchanger to free excess pressure and prevent liquid from entering the heat exchanger. 
Temperature sensors (also from Cain industries) along with temperature thermocouples 

Table 2.6. Component numbering
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were installed on the inlet and the outlet pipes, which help in calculating the heat that can 
be recovered. As these pipes were considered to be the highest points in the entire piping 
system, the air vents were installed on them. 

 

Figure 2.11. Heat exchanger inlet/outlet pipe connections. 
 
 
2.3.3 Control System Section 

The control system section of the heat recovery system (Figure 2.12 shows the north half 
and Figure 2.13 shows the south half) includes the pump and all pipes, fittings, 
components, and instruments installed inside the ISO container that are between the heat 
exchanger and the unit heater. 
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Figure 2.12. North half of the control system inside the ISO container on the west wall. 
 

Pump system: The pump (18 kg) was supported from the roof in the middle of 
the control system. The support for the pump was fabricated to resist vibrations. A 
pressure sensor was installed across the pump for intermediate monitoring of its 
performance. The pump was connected to the copper pipe through dielectric unions 
which helped in avoiding the effects caused by the contact of two different materials and 
for the easy removal of the pump when isolated by the bronze ball valves when needed. 
A strainer was installed in the line to remove any metal residue in the coolant flow. The 
strainer can be placed anywhere in the control system, but due to space considerations, it 
was placed after the pump and before the expansion tank. This pipe came from the heat 
exchanger through the roof and ran along the roof of the ISO container, as that was the 
only place where it could be accommodated with enough space to walk around it.  

Expansion tank in the control system: The expansion tank (Figure 2.14) was 
installed at a convenient location, and was provided with unions and bronze ball valves 
across it to isolate that section for maintenance. The expansion tank was fitted with a 
pressure gauge to note the pressure on the liquid side. This pressure was compared 
periodically with the initial pressure readings for maintenance purposes.  
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Figure 2.13. South half of the control system inside the ISO container on the west wall. 

 

 

Figure 2.14. Expansion tank in the control system 
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Bypass looping: As noted in the control system discussion above, the unit heater 
was parallel to the bypass line (Figures 2.15 and 2.16) to maintain the outlet temperature 
of the parallel lines. The outlet temperature could be controlled to simulate different types 
of heat recovery applications, such as central floor heating, desalination, and ice making. 
A mixing valve with an actuator was installed in the end of the bypass, connecting the 
bypass line and outlet line from the unit heater. A temperature sensor was installed after 
the mixing valve, which controls the opening of the three-way valve with the help of a 
signal going to the actuator from the sensor. Thermocouple sensors were installed along 
and across the bypass for constant monitoring of the temperature difference taking place 
with the change of the engine load. A circuit setter was installed in the bypass to maintain 
the pressure and the flow rate.  

Flow meter line: The flow meter line (Figure 2.17) was connected to the inlet of 
the heat exchanger. It was a turbine-type flow meter with bronze ball valves and 
dielectric unions on both ends. A pressure gauge was installed across the flow meter for 
intermediate monitoring of flow meter performance. The flow meter is an important 
component in a control system. The readings were recorded in the DAQ system.  

 

Figure 2.15. Bypass line. 
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Figure 2.16. Bypass line. 
 

 

Figure 2.17. Flow meter line. 
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2.3.4 Unit Heater Section 

The unit heater section (Figure 2.18) includes the pipe, fittings, expansion tanks, and 
thermocouples. The inlet to the unit heater is the pipe coming from the pump. Strainers 
were attached across the unit heater to trap any possible metal pieces. Thermocouples 
were installed across the unit heater for monitoring the amount of heat extracted from the 
heat exchanger.  

 

 
 

Figure 2.18. Unit heater inlet/outlet pipe connections. 
 

Operation of control system: Once a control system is running, the pump moves 
the fluid in the pipe continuously, transferring the heat from the exhaust to the liquid 
passing through the tubes in the heat exchanger. The heat exchanger was designed for a 
maximum fluid flow rate of 30 gpm. The flow rate was maintained and monitored. The 
expected heat recovered was 290,000 Btu/hr with a built-in heat exchanger surface area 
of 87 ft2. When the system was new, all the temperature, pressure, and flow 
measurements were recorded for reference purposes. 

To begin with, liquid passes through the pump and expansion tank, and then enters into 
the unit heater or the bypass, depending on the three-way valve position. The three-way 
mixing valve opening was controlled by the temperature sensor attached to it. The 
temperature at which the mixing valve needs to be operated was set on the universal 
controller, which sends out a signal to the actuator attached to the mixing valve that 
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controls valve openings. The temperature on the universal controller was preset manually 
for the liquid entering the heat exchanger. If the sensor read less than the preset value, the 
bypass valve would open and distribute more fluid through the bypass instead of the unit 
heater. If the sensor read more than the preset value, the bypass valve would close, 
passing more fluid through the unit heater. For simulation of different heat recovery 
applications, different temperatures can be set accordingly. 

Fluid enters the heat exchanger after passing through the flow meter. Pressure gauges 
were installed across the pump and the flow meter to monitor the inlet and discharge 
pressure of the pump and the flow meter. These pressure readings also helped in 
monitoring the performance of the pump and the flow meter. 

All the thermocouples were connected to the DAQ system for continuous monitoring. 
The flow meter gave a 4-20 mA signal that was also connected to the DAQ system for 
monitoring. 

2.3.5 Flow Meter and Load Cell Calibration 

The flow meter calibration was calibrated gravimetrically. This involved measuring the 
weight of the fluid passing through the flow meter during a known time from a source to 
the sink. The flow meter calibration was set up onsite to carry out the calibration process. 
In this calibration process, two 15-gallon tanks that served as source and sink were used 
inside the ISO container. A load cell was fixed under one of the 15-gallon tanks (before 
the outlet of the heat exchanger) that acted as a sink. Before starting the calibration, the 
bronze ball valves across the unit heater were closed, allowing the fluid to pass only 
within the ISO container at room temperature. When the pump was run, the fluid from 
one tank was pumped to the other tank. The load cell would sense a change in the reading 
and record this in the DAQ system. The readings of the load cell and the flow meter are 
compared and graphed in Figure 2.19. 
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Figure 2.19. Calibration curve for flow meter. 
 

The load cell was also calibrated by known weights. The load cell calibration curve is 
shown in Figure 2.20. 
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Figure 2.20. Calibration curve for load cell. 
 

2.3.6 Instrumentation of Exhaust Line Monitoring 

The purpose of instrumentation was to monitor the effects of the heat exchanger on 
engine performance and the exhaust system. The instruments included the thermocouples 
installed on the inlet and outlet of the heat exchanger on the shell side (Figure 2.21) and 
on the tube side (Figure 2.22). The thermocouples on the tube side gave the temperature 
drop across the heat exchanger. 

2.3.7 Cost of the System 

The total cost of the system includes all the components of the control system, the unit 
heater, and the heat exchanger. The cost of the experimental system is tabulated in Table 
2.7. The total cost for the heat recovery system was $30,000 (approximately). The 
estimated cost for the village heat recovery system is tabulated in Table 2.8. 
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Figure 2.21. Thermocouples on the outlet of the heat exchanger. 
 

 
 

Figure 2.22. Thermocouples on the core side. 
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Component Qty 
Unit Price 

($) 
Total Price 

 ($) 
Tristand pipe vise 1 319.00  319.00 
Box beam  3"X3"X1/8"     20′ bar 1 75.57  75.57 
Flat stock  3"X3/16"     20′ bar 1  24.31  24.31 
Angle bar  2-1/2"X2-1/2"X3/16"     20′ bar 1 33.22  33.22 
Flat stock  1-1/2"X1/8"     20′ bar 1 9.50  9.50 
Flat stock  1"X1/8"     20′ bar 1  6.57   6.57 
Box beam  1-1/2"X3"X1/8"     20′ bar 2 56.54    113.08 
Box beam  1-1/4"X1-1/4"X1/8"     20′ bar 2 32.02  64.04 
Box beam  2"X2"X1/4"     20′ bar 1 87.23  87.23 
Flexible, insulated thermocouple probes with exposed 
junction  15  17.50  262.50 
Slip-on flange, 150 psi, 5" pipe dia, 10" OD, 8-1/2" bolt  3 38.03   114.09 
Great Stuff insulating foam sealant 6 8.49 50.94
Centrifugal pump 1/3 HP 30 GPM 1 672.00  672.00 
Expansion tank 1 34.18  34.18 
Heat exchanger 1 10,019.00   10,019.00 
Fiberglass insulation - bag 1 61.79   61.79 
Signal conditioner 0-5 V 1 524.00  524.00 
Turbine flow meter, 4-60 linear range (GPM) 1 1,289.00  1,289.00 
Pressure gauge, dc powered, dual alarms  3 375.00  1,125.00 
Type K grounded thermocouple probe with dia 0.125" 10 25.90  259.00 
Type K ungrounded thermocouple probe with dia 0.062 25 26.80 670.00
Type K ungrounded thermocouple probe with dia 0.062 10 27.60 276.00
Teflon insulated type K thermocouple wire 1 405.00  405.00
Miniature type K thermocouple connector pair 50 4.00  200.00
Type K grounded thermocouple probe with dia 0.062 10 24.00  240.00
Type K grounded thermocouple probe with dia 0.125 10 24.00  240.00
24-gauge galvanized metal (Size 63"X39") 1 78.00  78.00
24-gauge galvanized metal (Size 60"X40") 2 78.00  156.00
24-gauge galvanized metal (Size 66"X42") 1 100.00  100.00
Single-loop controller with two 0-10VDC analog outputs 1 100.45  100.45
1-1/4" 3W BR control valve UFxUF with 0-10VDC 1 292.77  292.77
Nickel immersion temperature sensor 1  35.02  35.02
30VA transformer for RWD controller 1  21.64  21.64
Hydronic unit heater, model S-Unit heater  1 1,655.00  1,655.00
Pipe components   6,303.90 
Miscellaneous from warehouse    4,000.00 
    

Total cost     $29,917.80 
 
 

 

Table 2.7. Cost of the experimental system
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Component Qty 
Unit Price 

($) 
Total Price 

 ($) 
Box beam  3"X3"X1/8"     20′ bar 1 75.57  75.57 
Flat stock  3"X3/16"     20′ bar 1  24.31  24.31 
Angle bar  2-1/2"X2-1/2"X3/16"     20′ bar 1 33.22  33.22 
Flat stock  1-1/2"X1/8"     20′ bar 1 9.50  9.50 
Flat stock  1"X1/8"     20′ bar 1  6.57   6.57 
Box beam  1-1/2"X3"X1/8"     20′ bar 2 56.54    113.08 
Box beam  1-1/4"X1-1/4"X1/8"     20′ bar 2 32.02  64.04 
Box beam  2"X2"X1/4"     20′ bar 1 87.23  87.23 
Slip-on flange, 150 psi, 5" pipe dia, 10" OD, 8-1/2" bolt  2 38.03   76.06 
Great Stuff insulating foam sealant 6 8.49 50.94
Centrifugal pump 1/3 HP 30 GPM 1 672.00  672.00 
Expansion tank 1 34.18  34.18 
Heat exchanger 1 10,019.00   10,019.00 
Fiberglass insulation - bag 1 61.79   61.79 
Type K ungrounded thermocouple probe 6 26.80 160.80
Teflon insulated type K thermocouple wire 1 405.00  405.00
Miniature type K thermocouple connector pair 50 4.00  200.00
Pressure gauge 3 10.00  30.00 
24-gauge galvanized metal (Size 66"X42") 1 100.00  100.00
Single-loop controller with two 0-10VDC analog outputs 1 100.45  100.45
1-1/4" 3W BR control valve UFxUF with 0-10VDC 1 292.77  292.77
Nickel immersion temperature sensor 1  35.02  35.02
30VA transformer for RWD controller 1  21.64  21.64
Pipe components   6,303.90 
Labor cost (hours) 80 75.00 6,000.00 
Parts 1 400.00 400.00

Total cost     $25,377.07 
 
 
 
2.4 Experiment Setups for Exhaust Properties of Other Fuels  

The engine used for this experiment was a 125 kW 4-cylinder DD50 diesel generator 
without exhaust gas recirculation and after-treatment devices. Engine load was controlled 
by a 250 kW resistive/reactive load bank. The interface between the engine and the load 
bank had customized generator load profiles. Exhaust heat content was estimated using 
exhaust temperatures and exhaust flow rates with specific heat data. The exhaust flow 
rate was estimated from the measured intake air flow rate and fuel consumption rate. Inlet 
air mass flow was measured using a laminar flow element manufactured by Mariam 
Instrument, coupled with a HART differential pressure transducer manufactured by ABB. 
Fuel flow-rate data were taken from the CANbus of the diesel generator, with appropriate 

Table 2.8. Estimated cost for the village recovery system 
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calibration using a gravimetric method. Exhaust temperature data were taken from the 
engine CANbus. All the measured data were processed via a National Instruments DAQ 
system and acquired at 10-second intervals.  

2.4.1 Synthetic Fuel  

Measurements in intake air flow rate, fuel consumption rate, and exhaust temperature for 
both synthetic diesel and conventional diesel were performed earlier while the synthetic 
fuel was available. The tests were conducted for 50% load and 100% load. Exhaust 
emissions had been measured in previous work [4] for NOx, CO, and THC.  

Testing procedure: The fuel tests performed during this study can be divided into 
two parts: the synthetic fuel test and the conventional diesel test. These tests were 
conducted on different days, and the synthetic fuel was tested first. The same procedure 
was used for both fuel tests. Tests for the synthetic fuel followed the procedure given 
below: 

1. Before a test, the fuel line was emptied, and old filters were replaced with new 
ones.  

2. The engine was then started with the synthetic diesel fuel and operated for 2 
hours to purge all the residual conventional diesel fuel from the fuel line.  

3. After this cleaning, the synthetic diesel fuel test was started, and data were 
collected. 

4. The measured exhaust temperatures and flow rates were used to estimate the 
heat content in the exhaust. 

 

2.4.2 Conventional Diesel with a Small Amount of Hydrogen  

A small amount of hydrogen was introduced into the intake air stream of the diesel 
engine in flow rates of 0, 1, 2, 3, 4, 6, 8, 10, 12, 16, 30, 50, 100, and 150 liters per minute 
(lpm). Figure.2.23 shows the experimental setup for the test. The main components of the 
experiment were the diesel engine, compressed hydrogen tank, MKS mass flow 
controller, DAQ system, and exhaust gas analyzer. 

The hydrogen tank was a commercially available compressed hydrogen tank used for 
industrial purposes. The hydrogen pipeline was connected to the inlet air stream of the 
diesel engine by the MKS mass flow controller. The MKS mass flow controller was 
connected in turn to the National Instruments DAQ system. The range of the MKS flow 
controller is 0 to 200 lpm. The DAQ system gives the signal to the mass flow controller 
for certain flow rates of hydrogen, and then the mass flow controller adjusts the flow of 
the hydrogen according to the signal received from the DAQ system. Data included 
exhaust temperature, ambient temperature, and fuel flow rate. The exhaust gases were 
analyzed by a Testo 350-S exhaust gas analyzer. A sample of exhaust gas was passed 
through the analyzer, and the data were analyzed for emissions. The analyzed data were 
stored in the DAQ system. The complete information collected by DAQ was stored in the 
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form of an Excel spread sheet. After the experiment was completed, the data in the spread 
sheet were analyzed. Engine load for this test was 56 kW. 
  
  

 
Figure 2.23. Line diagram for hydrogen test. 

 
 
 

Testing procedure: An experiment was conducted to simulate the performance of 
a hydrogen electrolyzer (commercially available on the web) and to determine the effect 
of hydrogen on exhaust heat content and emissions. The difference between this 
experiment and one actually using an electrolyzer was that we used pure bottled 
hydrogen, while an electrolyzer decomposes water (H2O) into hydrogen (H2) and oxygen 
(O2). In general, the mass flow rate of H2 and O2 generated by the electrolyzer is much 
lower than 1% of the intake air mass flow rate. 
 
The following steps explain the test procedure: 
 
Step 1: The diesel engine was started and ran for 3 h at 50 kW load to stabilize the 
temperatures surrounding the engine. This step ensures that the readings are being 
recorded at constant ambient temperatures. During this run, no hydrogen was supplied. 
 
Step 2: The DAQ system collected data every 10 sec. The hydrogen was introduced into 
the intake air stream in regular intervals of 5 min; that is, the experiment was started with 
0 lpm of hydrogen for the first 5 min, then hydrogen was introduced at 0.5 lpm to the 
intake air for the next 5 min, and then again the hydrogen flow was lowered to 0 lpm for 
the next 5 min and then at 1 lpm for the next 5 min. Likewise the hydrogen flow cycles of 
0 lpm and designated flow (0.5, 1, 2, 3, up to 150 lpm) were introduced into the intake air 
stream. The DAQ collected nearly 30 data points for every hydrogen flow rate. 
  



  46

Step 3: The exhaust gas analyzer (Testo 350-S) is not a continuous measuring device. For 
every hydrogen flow rate of 5 min, the exhaust gas analyzer was switched “ON” for 3 
min for taking the emissions data. Therefore, approximately 15 emissions data were 
available for averaging for every hydrogen flow rate.  
 
Step 4: Exhaust emissions data for oxygen (O2), carbon monoxide (CO), nitrous oxide 
(NO), nitrogen dioxide (NO2), total nitrogen oxides (NOx), and sulfur dioxide (SO2) were 
collected. The exhaust gas analyzer gave the output of emissions in amperes. The exhaust 
gas temperatures and air flow rates were used to calculate the average heat content in the 
exhaust.  
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Chapter 3 Results and Discussion 

3.1 Introduction 

This chapter discusses the results obtained from our two tasks. The first task includes two 
parts. The first part discusses the measured results, performance, and economics of the 
designed heat recovery system. Discussions focus on verifying the match between the 
measured performance of the fabricated system and the desired performance of the 
original design, feasibility, and economic effect. The feasibility study includes the effect 
of the heat recovery system on engine performance, system efficiency, and reliability 
issues such as corrosion and soot accumulation. The second part of the first task discusses 
the heat energy contents in the exhaust from three different fuels. The results are used to 
compare the heat recovery potential of the exhaust from these three fuels. For the second 
task, this chapter discusses the structure of the developed economic analysis computer 
program and its performance. Discussions include the goal and structure of the program, 
validation of the program for its ability in heat recovery computation, and a 
demonstration of economic analysis result using an example. 

Considering the economic analysis of exhaust heat recovery for heating, the heat 
recovery system was operated and monitored for nearly 350 hours after the completion of 
the system installation. The system was operated under generator-rated load conditions 
(125 kW) for most of the time. The system was also operated under different engine loads 
(25%, 50%, and 75%) for performance testing. For each load, the inlet or outlet coolant 
of the heat exchanger was controlled at various temperatures to simulate the requirements 
for different applications. 

At the beginning of testing in the summer, water was used as a coolant for both ease of 
use and data analysis. However, data collection was not completed before the onset of 
cooler weather, so the coolant was changed from water to a mix of 40% propylene and 
60% water at the 150th hour to avoid freezing. After 250 hours, one of the thermocouples 
(coolant inlet temperature to the heat exchanger) was recalibrated, and the time constant 
of the controller for the temperature control valve was adjusted to limit a large fluctuation 
in the temperature reading. In this chapter, data obtained between 250 and 300 hours 
were used for most of the analysis because the data are more accurate (Table 3.1).  

Based on experimental data obtained, the upcoming sections discuss the verification of 
the heat recovery system, the consistency of the heat recovery system, the effect of heat 
recovery on engine performance, the feasibility and maintenance related issues, and the 
economic analysis. 

The test for exhaust properties of the three fuels and their effect on exhaust heat recovery 
broke down to two parts. The first part involved the comparison of effects of the synthetic 
fuel and the conventional diesel on heat recovery performance; the second part concluded 
the effect of a small amount of hydrogen on exhaust heat recovery performance. The test 
for the synthetic fuel and the conventional diesel was conducted much earlier due to the 
time availability of the synthetic fuel. Comparison in exhaust emissions between the 
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synthetic fuel and the conventional diesel had been performed in a previous project; 
results were given in [4]. Because the tests of the two parts were carried out more than 
one year apart and the testing environment conditions were different, the results of the 
studies of the two parts were discussed separately.  

Concerning the developed economic analysis computer program for exhaust heat 
recovery for heating, this chapter discusses the specific goals and desired features of the 
program, the platform chosen, program structure, input required, and output data and 
format. This chapter also discusses the links between different routines of the program, 
the data library, and the principles applied to design and analyses.  

Heat exchanger 
outlet 
temperature 

Working fluid Case 

50-hour run 
87°C (190°F) 

40% propylene glycol Data analyzed at 100% load once every 
10 hours 

87°C (190°F) 40% propylene glycol 25%, 50%, 75%, and 100% engine loads 

77°C (170°F) 40% propylene glycol 25%, 50%, 75%, and 100% engine loads 

65°C (150°F) 40% propylene glycol 25%, 50%, 75%, and 100% engine loads 

 

3.2 Economic Analysis for Exhaust Heat Recovery for Heating 

3.2.1 Design Verification 

The heat recovery system was tested to verify its design at different engine loads. The 
flow rate on the coolant side was observed to be constant throughout the experimental 
process. Figure 3.1 shows the flow rate distribution curve across the bypass and unit 
heater at different engine loads. There was a change in the flow rate at rated load. This 
can be explained as the change in the total pressure drop. When the engine is running at 
rated load, a higher percentage of coolant passes through the unit heater instead of the 
bypass, which increases the total pressure drop in the pipeline due to the higher flow 
resistance of the unit heater. This could be adjusted using the circuit setter. However, the 
flow rate was not adjusted due to very small changes, which might cause a small 
variation in the heat exchanger efficiency.  

The inlet/outlet temperatures across the fluid side of the heat exchanger are shown in 
Figure 3.2. The temperature differentials at varying engine loads changed according to 
the heat present in the exhaust and the heat dissipation capacity of the unit heater, which 
depended on ambient temperature. At higher loads, as the exhaust heat was greater, the 
inlet temperature to the heat exchanger needed to be much lower in order to maintain the 

Table 3.1. Different cases with engine running on conventional diesel fuel 
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required outlet temperatures and vice versa. At the same time, the unit heater needed to 
dissipate the absorbed heat by the coolant. In our case, the unit heater was smaller and 
could not dissipate enough heat at higher engine load conditions as it reached its 
maximum heat-dissipating capacity. This limitation resulted in the system being 
incapable of further lowering the heat exchanger inlet temperature which in turn 
increased the heat exchanger outlet temperature on the fluid side. Thus, the graph shows 
an increasing curve on the heat exchanger coolant outlet side and a decreasing curve on 
the coolant inlet side. However, the inlet temperatures of the heat exchanger on the fluid 
side matched the temperatures that were set on the temperature control valve, which 
confirms desired operation of the temperature-controlled three-way valve.  
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Figure 3.1. Fluid flow distributions across the bypass and unit heater. 
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Figure 3.2. Temperature on the fluid side across the heat exchanger. 
 

The unit heater was able to serve its purpose by dissipating the maximum amount of heat 
possible. In a real field situation, the system would be designed based on the heat 
requirements instead of using a unit heater to simulate the load required. Table 3.2 shows 
real values at different engine loads. 

 

Parameters 
25% 
Load 

50% 
Load 

75% 
Load 

100% 
Load 

Heat exchanger inlet temperature (°C) 81.72 79.66 78.22 75.90 
Heat exchanger outlet temperature (°C) 85.43 85.58 86.87 89.90 
Total fluid flow rate (Kg/s) 1.45 1.45 1.41 1.22 
Flow rate in bypass (Kg/s) 1.389 1.282 1.039 0.415 
Flow rate across unit heater (Kg/s) 0.057 0.164 0.368 0.801 
Exhaust inlet temperature 223.33 327.42 412.89 463.90 
Exhaust outlet temperature 109.54 131.89 159.52 186.86 
 

Table 3.2. Fluid side readings at different engine loads 
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Figure 3.3. Flow distributions between the bypass and unit heater. 

 

Effect of outside ambient temperature: As expected, the ambient temperature 
had a great impact on the flow distribution of the system between the bypass and the unit 
heater. The warmer the outdoor ambient temperature was, the more coolant was needed 
to pass through the unit heater. 

Energy balance: Heat balance was checked between the heat absorbed from the 
exhaust side and the heat dissipated from the system, including heat loss from the unit 
heater and pipe. Figure 3.4 shows that the heat absorbed by coolant equals the sum of 
heat dissipations, as the laws of thermodynamics demand. The difference between the 
heat absorbed and dissipated by the coolant is less than 3%. Figure 3.4 also shows that 
the heat dissipated from the unit heater was higher for higher temperatures. This can be 
explained by the pipeline, at higher ambient temperatures, dissipating less heat which 
must be compensated for by increasing heat loss through the unit heater to maintain the 
inlet temperature of the heat exchanger. 
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Figure 3.4. Energy balance with respect to the ambient temperature. 

 
3.3 Feasibility and Performance  

3.3.1 50-Hour Run  

The heat recovery system was run for 350 hours to assess the maintenance that might be 
required for satisfactory system performance. There were two major concerns during this 
time: soot accumulation resulting in reduced heat flux, and corrosion due to condensation 
of sulfuric acid. During a 50-hour run, the heat exchanger efficiency was monitored, but 
no significant change was observed in either the efficiency or the system performance 
(temperature, pressure, and fluid flow rate) during this time. There was a small variation 
in the total enthalpy of the exhaust entering and leaving the heat exchanger. The variation 
followed a change in the conex temperature (graphed in Figure 3.5), and was found to be 
due to changes in ambient pressure, resulting in a slight change in mass flow. However, 
the efficiency of the system was seen to be almost constant, where the efficiency is the 
ratio of the amount of heat gained by the propylene to the amount of heat lost by the 
exhaust. 
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Figure 3.5. Enthalpy change in exhaust across the heat exchanger. 

 

The exhaust mass flow rate was calculated using the sum of the engine manifold inlet air 
mass flow rate and fuel consumption rate. In order to determine the air mass flow rate, a 
laminar flow element and differential-pressure gage was used. The heat release rate of the 
exhaust across the heat exchanger is shown in Figure 3.6. The heat flux was calculated by 
the product of enthalpy change with respect to the standard conditions and flow rate of 
the exhaust. The enthalpy change was calculated based on the individual mass 
percentages of the exhaust components after combustion. In Figure 3.6, Ein and Eout 
represent, respectively, the total heat present in the exhaust before entering into and after 
passing through the heat exchanger. 
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Figure 3.6. Heat flow rates of the exhaust entering and leaving the heat exchanger. 

Figure 3.7 shows the heat release rate from the exhaust and the heat absorption rate of the 
glycol coolant. The heat absorption rate was evaluated using the coolant mass flow rate, 
the specific heat, and the temperature difference between the heat exchanger inlet and 
outlet flow. The amount of heat absorbed by the propylene glycol followed the same 
trend as the heat released from exhaust across the heat exchanger. 

3.3.2 Forty Percent Propylene Glycol as Working Fluid  

The working fluid was 40% propylene glycol and water mix. Propylene does not affect 
the environment negatively when spilled. This was the main reason behind its selection 
for this experiment. The freezing point of 40% propylene is -35°C. Corrosion inhibitors 
were added to the mix to avoid corrosion in the pipe. There were a few experiments using 
40% propylene glycol as the working fluid to check the feasibility and performance of the 
heat recovery system. The different cases include variations in the heat exchanger outlet 
temperatures of around 87°C, 77°C, and 65°C, and variations in engine-rated load of 
25%, 50%, 75%, and 100%. 

This experiment was conducted at lower loads and higher loads. Lower loads were 
considered to be 25% and 50% loads, while higher loads were considered to be 75% and 
100% loads. Table 3.3 shows related engine power to percentage of load. This table 
represents all cases in this project. 
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Figure 3.7. Heat release versus heat absorption. 

 
 
 
 

Loads kW 

25% 31 

50% 62 

75% 93 

100% 128 

 
 

Table 3.3. Load percentage against related kW
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The amount of heat that the fluid can recover depends on the heat present in the exhaust. 
Figure 3.8 shows the heat flow on the gas side of the heat exchanger at different loads.  
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Figure 3.8. Heat released by exhaust and heat absorbed by glycol fluid as outlet 
temperature to the heat exchanger on the fluid side is set to 87oC 

 

As predicted, the heat absorption rate varied at different loads. The heat absorption rate 
followed the same trend as the heat present in the exhaust shown in Figure 3.8. All the 
related temperature measurements and calculated values for the exhaust and fluid with 
87°C as the outlet temperature on the fluid side of the heat exchanger are given in Table 
3.4.  

Similar system performances were observed for other cases. The related graphs are 
shown in Figure 3.9 and Figure 3.10. 

All the related temperature measurements and calculated values for the cases of 77°C and 
65°C as the outlet temperature on the fluid side of the heat exchanger are given in Table 
3.5 and Table 3.6. 
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Temperature / calculations 
25% 
Load 

50% 
Load 

75% 
Load 

100% 
Load 

Exhaust flow (Kg/s) 0.14 0.16 0.19 0.24
Exhaust outlet temperature (°C) 109.54 131.89 159.52 186.86
Heat exchanger inlet temperature (°C) 81.72 79.66 78.22 75.90
Heat exchanger outlet temperature (°C) 85.43 85.58 86.87 89.90
Exhaust inlet temperature (°C) 223.33 327.42 412.89 463.90
Total fluid flow rate (Kg/s) 1.45 1.45 1.41 1.22
Total absorbed heat by propylene (kW) 20.11 32.08 45.60 65.43

Ein of exhaust (kW) 28.06 51.43 81.28 114.86

Eout of exhaust (kW) 11.75 17.70 27.26 40.84
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Figure 3.9. Heat released by exhaust and heat absorbed by glycol fluid as outlet 
temperature to the heat exchanger on the fluid side is set to 77oC  

 
 
 

Table 3.4. Outlet temperature of 87°C on the fluid side of the heat exchanger 
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Figure 3.10. Heat released by exhaust and heat absorbed by glycol fluid as outlet 
temperature to the heat exchanger on the fluid side is set to 65oC 

 
 
 

Temperature / calculations 
25% 
Load 

50% 
Load 

75% 
Load 

100% 
Load 

Exhaust flow (Kg/s) 0.14 0.16 0.19 0.23
Exhaust outlet temperature (°C) 100.97 122.28 150.62 189.88
Heat exchanger inlet temperature (°C) 72.65 69.22 67.10 67.58
Heat exchanger outlet temperature (°C) 76.29 74.93 75.98 84.49
Exhaust inlet temperature (°C) 216.67 319.52 398.70 471.59
Total fluid flow rate (Kg/s) 1.45 1.44 1.38 1.08
Heat absorption rate of propylene (kW) 19.71 30.75 45.75 68.76

Ein of exhaust (kW) 26.87 49.65 76.08 115.04

Eout of exhaust (kW) 10.45 15.96 24.76 40.93
 
 

 
 
 

Table 3.5. Outlet temperature of 77°C on the fluid side of the heat exchanger 
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Table 3.6. Outlet temperature of 65°C on the fluid side of the heat exchanger  

Temperature / calculations 
25% 
Load 

50% 
Load 

75% 
Load 

100% 
Load 

Exhaust flow (Kg/s) 0.13 0.16 0.19 0.24
Exhaust outlet temperature (°C) 93.02 115.59 154.95 198.13
Heat exchanger inlet temperature (°C) 60.68 58.28 53.76 72.11
Heat exchanger outlet temperature (°C) 64.45 64.26 65.21 89.23
Exhaust inlet temperature (°C) 216.27 320.97 424.02 491.87
Total fluid flow rate (Kg/s) 1.44 1.42 1.08 1.09
Heat absorption rate of propylene (kW) 20.36 31.83 46.32 70.06

Ein of exhaust (kW) 26.49 48.92 82.46 122.97

Eout of exhaust (kW) 9.23 14.56 25.92 43.88
 

The total absorbed heat by the propylene with respect to each load and for each case is 
shown in Figure 3.11. According to Figure 3.11, the amounts of heat absorbed with 
respect to load for all cases followed the same trend with a difference of less than 4%. 
The difference may be due to the ambient conditions during the experimental run.  
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Figure 3.11. Absorbed heat by propylene at 87°C, 77°, and 65°C as heat exchanger outlet 

temperature. 
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Heat absorbed by propylene: The total heat present in the exhaust was 
calculated by assuming no heat exchanger attached to the engine exhaust pipe and 
allowing all the heat to be released to the atmosphere. For this case, the percentage of 
heat that can be recovered from exhaust was calculated by the ratio of heat absorbed by 
the propylene and total exhaust heat. The percentage of heat that can be recovered from 
the exhaust was observed to be constant for a 50-hour experimental run, which was about 
52%. This is graphed in Figure 3.12.  
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Figure 3.12. Percentage of heat extracted from the total exhaust heat during a 50-hour 
experimental run time. 

At different heat exchanger outlet temperatures on the fluid side, the heat recovery rate 
followed the same trend. The recovery rate by the heat exchanger was seen to be higher 
at lower engine loads than at higher engine loads. This can be explained as: at low engine 
loads the heat content in the exhaust gas was less which the coolant was able to recover 
most part of it that would show a greater recovery rate by the heat exchanger and vice 
versa. At higher loads, however, the unit heater needed to be much larger to attain better 
recovery. For practical application, as we did not deal with the unit heater, the recovery 
rate remained constant. Figure 3.13 details the recovery rate in different cases. The 
decrease in the recovery rate in each case can be better explained now as the result of 
exhaust heat content and the dissipated heat capability of the unit heater. With a larger 
unit heater, the recovery rate will stabilize. 
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Figure 3.13. Percentage of heat extracted from the total exhaust heat at different heat 
exchanger outlet temperatures on the fluid side. 

 
3.3.3 Efficiency  

Efficiency is the percentage of the ratio of amount of heat gained by the propylene and 
the heat loss by the exhaust. The efficiency of the heat exchanger was constant 
throughout the experimental process. The efficiency of the heat exchanger was calculated 
to be 85%. The related graph is shown in Figure 3.14. 

3.3.4 Soot Accumulation  

The accumulation of soot in the heat exchanger was considered a critical performance 
parameter, as large accumulations of soot are known to have a strong negative effect on 
the performance of heat recovery systems. Over a span of 350 hours of run time, the total 
soot produced by the exhaust gas was expected to be 4000 to 6000 grams, as much of the 
PM passes through the heat exchanger.  

After the experiments, the heat exchanger was dismantled. No significant amount of soot 
was seen deposited on the tube fins or on the shell side that would affect the heat transfer 
rate. Only a thin layer of soot was seen on the tube fins. The thickness of the soot was 
considered to be a few hundredths of a millimeter. On cleaning the heat exchanger, about 
150 grams of soot was found to be accumulated, which is far less than the 6 Kg 
maximum expected. With this small amount of accumulated soot, the heat exchanger 
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would need maintenance not more than two times every year. Figure 3.15, Figure 3.16, 
and Figure 3.17 show the soot accumulation on the heat exchanger. 
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Figure 3.14. Efficiency of the heat exchanger. 

 

 

Figure 3.15. Shell side soot accumulation. 
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Figure 3.16. Soot accumulation on the fins. 

 

Figure 3.17. Soot accumulation on the core side. 
 
3.4 Corrosion Experiment 

The corrosivity of the exhaust was evaluated by collecting condensate and evaluating 
both the pH and corrosion. In order to collect the condensate, the exhaust gas from the 
muffler was passed through a finned tube placed in a cold environment. The condensate 
was collected for different burning fuels. Stainless steel (SS316L) and mild steel (C1010) 
from Metal Samples were the corrosion coupons that were used in this experiment. The 
pH values of the condensates are tabulated in Table 3.7. 
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Fuel type pH value 

S1 3 
S2 4 
Conventional diesel 2 
Blend*  3 
Biodiesel 3 
* Blend = 20% biodiesel + 80% conventional diesel 

 

The exhaust condensate was then tested for its corrosive effect on different metals in two 
different cases: 

Case 1: No exposure to air 
Case 2: Exposure to air 

The setup is shown in Figure 3.18 and Figure 3.19. 

In both cases, the coupons were completely immersed in the exhaust condensate. In 
Case 1, the containers were airtight, while in Case 2, the containers were left to air 
without airtight caps.  

 

 

Figure 3.18. No exposure to air. 
 
 
 
 
 

Table 3.7. pH value of exhaust condensate with the respective fuel burned 
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Figure 3.19. Exposure to air. 
 

The experiment was conducted for nearly four days for each coupon. In both cases, no 
corrosion was observed on the surface of SS316L coupons, but corrosion was observed 
on the surface of C1010 coupons. The corroded material was cleaned and checked for its 
weight. There was a weight loss in C1010 coupons. The changes in the actual weight of 
the C1010 coupons are tabulated in Table 3.8 for Case 1 and Case 2, and the respective 
bar graphs are shown in Figure 3.20 and Figure 3.21. 

 
 

 Conventional 
diesel S1 S2 Blend 

Case 1 (g) 0.0043 0.0013 0.0015 0.0046 
Case 2 (g) 0.0067 0.004 0.0049 0.0048 

 

When the heat exchanger was dismantled, the corrosive effect of exhaust gas on the heat 
exchanger was also investigated by examining the surface for the existence of corrosion 
spots on the tube and shell side. No trace of any such corrosion was observed. The reason 
seems to be that the exhaust temperature was always kept above the dew point of the 
acids and water vapor. This resulted in an absence of condensate in the heat exchanger 
throughout the run time. The construction material of the heat exchanger is SS316L 
because it reduces corrosion. This is of concern because even though the exhaust 
temperature was maintained above the dew point, there might be some acids formed 
during startup and shutdown that might cause corrosion.  

 

 

Table 3.8. Weight loss for C1010
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Figure 3.20. No exposure to air. 
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Figure 3.21. Exposure to air. 
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3.5 Economic Analysis and Maintenance  

Economic analysis was based on the present heat recovery system of the test engine built 
at UAF, and it assumed 100% use of heat recovery. For further calculations, the heat 
recovery rate used was 60 kW at rated load 8 hours per day (Table 3.9). 

The heating value for conventional fuel = 130,000 BTU/gal 

The fuel flow rate at 100% load = 8 gal/hr 

Initial cost of the recovery system = $30,000  

Installation cost = $6,000 ($75/hr x 8 hours x 10 days) 

Airfare, lodging, meals = $1,950 (600 RTAF + $90/day x 15 days) 

Total capital cost = $37,950 

Simple breakeven in terms of fuel cost savings = $37,950/$11,461 = 3.3 years 

 

 Per hour Per day Per year 

Heat recovery 204,728 BTU 1,637,824 BTU 597 MBTU 

Fuel consumption 
savings 

1.57 gal 12.56 gal 4584.4 gal 

Fuel cost savings @ 
$2.50/gal 

$3.90 $31.40 $11,461.00 

 

Payback time: The payback time was calculated based on varying interest rates 
and increasing fuel prices. The graph in Figure 3.22 shows respective payback times with 
different interest rates and fuel prices, assuming 100% use of the recovered heat. The 
value of fuel savings increases with an increase in the fuel prices that would decrease the 
payback time. Therefore, the graph in Figure 3.22 shows a decreasing curve with 
increasing fuel prices.  

Fuel Sensitivity: The value of fuel savings depends on the present fuel cost. As 
the fuel prices alter considerably over a span of years, a fuel sensitivity analysis was 
performed. The curve in Figure 3.23 shows the fuel savings over a period of 5 years 
against the fuel cost per gallon. If the fuel price is above $2/gal, the principle amount for 
the project will be attained in less than 5 years in terms of fuel savings.  

The heat recovery system maintenance cost was based on one day of labor ($75/hr) and a 
flight ticket ($600), which comes to $1200 every visit. The maintenance costs also 
include additional money ($300) every year for supplies. Maintenance is required every 6 
months. 

Table 3.9. Estimated annual savings
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Figure 3.22. Payback time with respect to fuel price and interest rate. 
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Figure 3.23. Fuel sensitivity curve. 
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3.6 Exhaust Emissions, Heat Content, and Temperatures of the Three Fuels 

This section discusses the emissions, heat content, and temperatures of the exhausts 
obtained from an engine running on conventional diesel, synthetic fuel, and conventional 
diesel with different levels of a small amount of hydrogen. Heat content was estimated 
using exhaust mass flow rate, specific heat, and the temperature difference between the 
exhaust manifold and 170°C, which is the dew point of the sulfurous acid of exhaust. 
Exhaust flow rate was estimated using measured intake air flow rate and fuel 
consumption rate. 

3.6.1 Conventional Diesel and Synthetic Fuel  

 Emissions: Table 3.10 shows the exhaust emissions for the two different fuels. It 
has been observed that the synthetic fuel performed better in every emission category.  

• In comparison with conventional diesel, CO emission decreased by 40%, NOx 
emission decreased by 9%, and THC emission decreased by 37%. 

 

Test fuel 
CO  

(g/kW-h) 
NOx  

(g/kW-h) 
THC  

(g/kW-h) 

Generator fuel 
efficiency  

(kW-h/gal) 

Diesel 2.657 18.32 0.334 14.64 
Synthetic 1.612 16.97 0.21 14.15 

 

 Heat Content and Temperatures: The properties of exhausts produced by 
different fuels at different engine loads are shown in Table 3.11, Table 3.12, and Table 
3.13.  

• For full load, the difference in specific heat between the exhausts of the two fuels 
was 0.6%, the difference in the exhaust mass flow rate was 3.6%, the difference in 
the exhaust temperature was 4% (or 20°C), and the difference in heat content was 
9.9%. 

• For 50% load, the difference in specific heat between the exhausts of the two 
fuels was 0.3%, the difference in the exhaust mass flow rate was 1.5%, the 
difference in the exhaust temperature was 2.4% (or 9°C), and the difference in 
heat content was 3.3%. 

 
According to Table 3.13, the difference in calculated heat content between the exhausts 
of the two fuels was 9.9% for full load and 3.3% for 50% load. The estimated 
accumulated experiment uncertainty for heat content calculation, which involves at least 
4 different measurements, is about %3± . In addition, environmental conditions can 
influence the heat content and temperature of exhaust. For 50% load, a 3.3% difference in 
heat content is within experiment uncertainty. For 100% load, a 9.9% difference in heat 
content resulted from a 20°C difference in exhaust temperature and a 3.6% difference in 

Table 3.10. Emissions for diesel and synthetic fuel
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heat flow rate. The heat content and temperature difference for full load may have some 
influence on the amount of heat recovered from the exhaust. However, the influence on 
the total heat recovered by a heat recovery system may be largely reduced when the 
engine load pattern (or average load about 70%), the design of the heat exchanger, and 
heat losses from the system (i.e., pipes, heat exchanger, etc.) are all taken into 
consideration. Table 3.10 shows that the emissions produced by synthetic fuel are less 
than conventional diesel. In addition, synthetic fuel is expected to have less PM emission 
[26, 27, 28] due to its zero aromatics and less corrosivity due to its zero sulfur content. 
Therefore, synthetic fuel is expected to have a slight disadvantage in amount of heat 
recovered and an advantage in maintenance, with less soot accumulation and corrosion. 

 

% 
Load 

Exhaust flow 
rate Kg/s 

Overall Cp 
(J/gm-K) 

Exhaust temp 
(Tin °C) 

Exhaust temp  
(Tout °C) 

Q (kW) 

50 0.16 1.71 371.05 170.00 54.26 
100 0.24 1.79 518.86 170.00 151.25 

 

% 
Load 

Exhaust flow 
rate Kg/s 

Overall Cp 
(J/gm-K) 

Exhaust temp 
(Tin °C) 

Exhaust temp  
(Tout °C) 

Q (kW) 

50 0.16 1.70 362.09 170.00 52.46 
100 0.23 1.78 498.25 170.00 136.31 

 

% 
Load 

% difference in 
exhaust mass 

flow rate 

% difference 
in Cp 

% difference in 
exhaust 

temperatures 

% difference in 
exhaust heat 

50 -1.50 0.29 2.42 3.31 
100 3.60 0.64 3.97 9.87 

 

3.6.2 Conventional Diesel and Conventional Diesel with a Small Amount of 
Hydrogen: 

Emissions: Emissions data for different flow rates of hydrogen were plotted. 
Figure 3.24 shows the plot for hydrogen flow rate in lpm versus exhaust gas emissions in 
amps. The data were plotted for 0, 4, 10, 30, 50,100, and 150 lpm of hydrogen and were 
compared with a 0 lpm hydrogen flow rate. The following results were observed: 

 
• When compared with 0 lpm hydrogen, the amount of O2, NO, NOx, and SO2 in 

the exhaust gases did not vary significantly with the hydrogen flow rate. 

Table 3.11. Exhaust property of conventional diesel fuel

Table 3.12. Exhaust property of synthetic fuel

Table 3.13. Comparison of exhaust property between conventional diesel fuel and 
synthetic fuel 
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• The emission of nitrogen dioxide (NO2) increased significantly—by 155% 
between 0 lpm and 150 lpm hydrogen—with the increase of hydrogen 
concentration. 

• The emission of CO has no regular trend. When compared with 0 lpm hydrogen, 
the change in CO concentration is not significant. 
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Figure 3.24. Comparison of exhaust gas emissions for different hydrogen flow rates. 

 
Heat Content and Temperatures: The results for heat content and temperatures 

are given in Table 3.14, and discussed below. 
 

H2  
(lpm) 

Exhaust 
flow rate 

Kg/s 

Overall Cp 
(J/gm-K) 

Exhaust temp 
(Tin °C) 

Exhaust temp 
(Tout °C) 

Q (kW) 

0 0.153 1.72 395.15 170 59.07 
10 0.152 1.72 395.02 170 58.86 
50 0.152 1.72 402.53 170 61.01 
150 0.148 1.72 404.94 170 60.11 

 
 

 

Table 3.14. Heat in exhaust for different hydrogen flow rates.
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• The exhaust gas mass flow rate, specific heat, and temperature did not vary 
significantly with the hydrogen flow rate. 

• The calculated exhaust gas heat energy variation is within the experiment 
uncertainty range, so the variation in exhaust gas heat content is insignificant. 

According to Table 3.14, the insertion of a small amount of hydrogen into the intake air 
stream has nearly no effect on the quantity and quality of exhaust heat and, therefore, has 
minimum effect on exhaust heat recovery and corresponding economics, as predicted. 

3.7 Economic Analysis Program for Exhaust Heat Recovery System 

A software program was developed for estimating the economic feasibility of installing 
an exhaust heat recovery system at any Alaskan village power plant for space heating and 
water loop temperature maintenance. This program was developed on Visual Basic for 
Application (VBA) in Microsoft Excel. The factors involved in the analysis include 
information about existing village community water loop and heating system 
infrastructure, existing heat recovery facility of power plant, engine size, power plant 
configuration, load pattern, and power plant location. The program uses given 
information to design the recovery system based on the trade-off between cost and 
amount of heat recovered. The designed system is analyzed for amount of heat recovery, 
energy requirement for operation, and maintenance requirements. Analyzed results are 
incorporated with capital cost, operation, and maintenance cost to evaluate the breakeven 
point and payback time. 

In this program, two types of exhaust heat recovery systems can be designed and 
analyzed for any power plant. The first type uses only one gas-to-liquid (exhaust to 
coolant)—that is, shell and tube—heat exchanger, as shown in Figure 3.25. In this system 
the coolant from the community loop is pumped directly into the heat exchanger. The 
program calculates various physical parameters of the heat exchangers, such as heat 
transfer area required, overall heat transfer coefficient of heat exchanger, etc.  

 

 
Figure 3.25. Line diagram of exhaust heat recovery system (one heat exchanger). 

 

The program then goes to pressure-drop calculations in which the pressure drop in the 
pipe and piping components between the community loop and the heat exchanger 
(including the heat exchanger) is estimated. From the program library, the user can select 
various pipe components (such as valves, elbows, and strainers) which account for 
pressure drop in the system. Some of these selections are made by default, and the user 
can override them. Based on the pressure drop in the control system, the program 
suggests a pump size. The user can override the pump size and make another choice. 
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Then the program goes to cost estimates of the system in which capital investment cost 
and operation and maintenance costs are calculated. Capital costs include the cost of the 
heat exchanger, pipe components, pump, installation, etc. Operation and maintenance 
costs include operation of the system and frequency of maintenance, labor cost for 
maintenance, etc. Then the program goes to economic analysis, where the heat absorbed 
by the coolant, the capital costs and operation and maintenance costs (previously 
calculated), and the fuel costs and interest rates are utilized to do the economic feasibility 
study. The result of the economic analysis is represented as payback period, breakeven 
point, and profit gained for the given lifetime of the system. Finally, a copy of the all 
computations can be saved in the form of a Word document. 

The second type of exhaust heat recovery system is one that uses two heat exchangers: a 
gas-to-liquid (exhaust to coolant)—that is, shell and tube heat exchanger—and a liquid-
to-liquid (coolant to water) plate heat exchanger, as shown in Figure 3.26. The high 
temperature coolant, which is circulated between the gas-to-liquid heat exchanger and the 
liquid-to-liquid heat exchanger, takes heat from the exhaust in the shell and tube heat 
exchanger and gives off heat to the water in the plate heat exchanger. In this program, the 
design and analysis of both the shell and tube heat exchanger and the plate heat 
exchanger can be done at different loads. The program calculates the physical parameters 
of both heat exchangers, such as overall heat transfer coefficients, heat transfer area 
required for both heat exchangers, and amount of heat absorbed by both coolants. 

 

 
Figure 3.26. Line diagram of exhaust heat recovery system (two heat exchangers). 

The program then goes to pressure-drop calculations in the control system, that is, pipe 
and pipe components (valves, strainers, etc.) between both heat exchangers (the shell and 
tube HX and the plate heat exchanger), including the heat exchangers. The pressure drop, 
cost estimations and economic analysis calculations, and the program outputs are similar 
to the first type of heat recovery system described above. At the end, all computations 
can be saved in the form of a Word document.  

The following example explains in detail the program usage for the second type of heat 
recovery system in which two heat exchangers are used. In this example, the exhaust 
conditions of the UAF diesel engine at different loads are used for calculations. 

 

3.7.1  Results  

1. The computer program for the exhaust heat recovery system was developed on the 
Visual Basic for Application (VBA) platform in Microsoft Excel. 
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2. The program was validated with the experimental results of the exhaust heat 
recovery system (which is the first task of this project), and the outputs obtained 
in the program were within comparable range of the experimental results. 

3. The program was evaluated for a midsize diesel engine (DD50) which has 
125 kW rated power at 1200 rpm. Earlier, an exhaust heat recovery experiment 
was conducted on the same diesel engine. A comparison of the experimental 
results and the program outputs are presented below. 

• The heat exhaust heat exchanger surface area used was 8 m2, and the overall 
heat transfer coefficient of the exhaust heat exchanger was 46 W/m2-K, 
which is close to 9 m2 and 37 W/m2-K calculated by the program. 

• The heat absorbed by coolant in the exhaust heat exchanger at 100%, 75%, 
50%, and 25% loads are 68.76 kW, 45.75 kW, 30.75 kW, and 19.71 kW, 
respectively, and the program calculated values are 76.54 kW, 55.6 kW, 
37.8 kW, and 20 kW at respective loads, which are in close acceptance with 
experimental values. 

• The pressure drop used for selecting the pump in the experiment is 10 psig or 
23 feet of water head. The program calculated the total pressure drop in the 
system to be 9 psig or 21 feet of water head. 

• The calculated payback period for the experimental setup was 2.9 years at a 
fuel price of $3.50/gal and 10% interest rate, assuming 100% use of 
recovered heat which is taken as 60kW. The calculated value of the program 
for the same amount of heat recovery rate, fuel price of $3.50/gal, and 10% 
interest rate was 2.6 years, which is close to the experimental value. 

4. The program can do additional tasks, such as analysis of the system for different 
intermediate loads; can take into account the pressure drop in a liquid-to-liquid 
heat exchanger; and can accommodate village heating loop modification cost 
estimates. 

5. The program was written in Microsoft Excel, which is available on almost all 
personal computers. The program instruction manual is given in the Appendix. 
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Chapter 4 Conclusions 

 
4.1 Experimental Economic Analysis of Exhaust Heat Recovery 

Experimental work was conducted using an experimental engine to check the feasibility 
and economic effect of recovering exhaust heat energy for useful applications. According 
to the analysis from the experimental data, the following conclusions are made: 

1. A procedure of heat recovery system design and analysis was demonstrated. This 
procedure is applicable to exhaust heat recovery system designs for many Alaskan 
village diesel generator sets. 

2. Performance and economic results will be different from one case to another. 
Analysis is recommended before the application of an exhaust heat recovery 
system to a village generator set. 

3. The performance of an exhaust heat exchanger is reliable and consistent. 

4. In our case, about half the exhaust heat was recovered, which kept the heat 
exchanger exhaust outlet temperature high enough to avoid major maintenance 
problems. 

5. No effects were observed on engine maintenance frequency due to the heat 
recovery system.  

6. According to the soot analysis, the estimated time for heat exchanger maintenance 
is about two days every year. 

7. Corrosion was not observed to be a problem in the laboratory test of 350 hours.  

8. Operation cost is largely case-dependent. Influential parameters would include 
diesel fuel cost, the electrical power pattern, the use of heat, the existing 
infrastructure of the community heating system, etc.  

9. According to these experimental results, the payback time for 100% use of 
recovered heat would be less than 3 years at a fuel price of $3.50 per gallon, an 
interest rate of 10%, and an engine operation of 8 hours per day. For 80% use of 
recovered heat, the payback time would be less than 4 years. 

4.1.1 Future Work  

The following is future work that can be done as an extension to the present work: 

1. The present engine-generator set at UAF will allow testing of other fuels. Fuels 
such as extra low sulfur fuel and biodiesel can be used for testing (e.g., for soot 
property, soot accumulation, and corrosivity).  

2. Field tests need to be done.  

3. The control system could be improved. 

4. Performance could be investigated by applying exhaust heat recovery for different 
heating applications such as power and desalination. 
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5. The current exhaust heating system could be modified to an exhaust Rankine 
cycle system for exhaust heat recovery for power. 

4.2 Evaluation of Exhaust Heat Contents and Temperatures for Different Fuels 

Heat content and average temperatures of exhaust from synthetic diesel, conventional 
diesel, and conventional diesel with different levels of a small amount of hydrogen were 
evaluated using experimental data. Based on the study results, conclusions about the 
expected effects of the exhausts of different fuels on heat recovery are derived. 

4.2.1 Synthetic Diesel Versus Conventional Diesel  

Based on the experimental data, the conclusions are as follows:  

1. In comparison with conventional diesel, synthetic fuel has a slight disadvantage in 
amount of heat recovery. 

2. In comparison with conventional diesel, synthetic fuel has an advantage in 
maintenance for exhaust heat recovery application. 

Future work: Since the environmental condition may have a non-negligible effect on 
exhaust temperature and mass flow rate, more experimental data may be needed to 
improve the reliability of the conclusion.  

4.2.2 Diesel Fuel and Diesel Fuel with a Small Amount of Hydrogen  

The self-ignition concentration of hydrogen is 4% by volume in air. In this experiment, 
the maximum level of 150 lpm of hydrogen amounts to 1.5% by volume of hydrogen in 
the intake air, which may be an insignificant volume. Based on the experimental data, 
conclusions are as follows:  

1. A significant variation in emissions and exhaust heat content were not observed at 
this volume. 

2. Adding a small amount of hydrogen into the engine intake manifold causes no 
economic effect on exhaust heat recovery application. 

Future work: More tests with a hydrogen concentration higher than 4% by volume is 
desired in the future. With the hydrogen concentration higher than the self-ignition 
concentration, significant changes in exhaust heat content, emissions, and engine 
performance may be observed. 

4.3 Economic Analysis Program for Exhaust Heat Recovery 

1. Results given in the previous chapter show that the economic analysis program 
works well for studying the economic feasibility of installing exhaust heat 
recovery systems on rural diesel generators, as validated by experimental results. 

2. The program can be improved further for incorporating more design data, thus 
providing more accurate design and analysis and more capable design and 
analysis tools.  
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3. The program can be easily extended to other exhaust heat recovery applications 
such as electric power generation by organic Rankine cycle, desalination, etc. 

4. The cost estimations and economic analysis part of the program can be used for 
studying the economic feasibility of other exhaust heat recovery system 
applications such as organic Rankine cycle, desalinations, etc. 

4.3.1 Future Work  

In comparison with heating applications, the application of electrical power is more 
flexible in implementation, more efficient in energy transmission, and applicable year-
round in Alaska. In general, the efficiencies of the up-to-date prototypes developed for 
power applications are still much lower than those for exhaust heating applications. 
However, it is expected that the efficiency of exhaust for power will be improved and 
become competitive in the near future. To develop a computer module for heat-to-power 
conversion (e.g., organic Rankine cycle) and incorporate it with the current computer 
program would make the current program a more useful tool for both exhaust heat-to-
power research and exhaust heat-to-power economic analysis. 
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 Appendix A: Instruction Manual for Exhaust Heat Recovery System 

 
(Economic Analysis Program for Exhaust Heat Recovery System) 

 
A software program was developed for estimating the economic feasibility of installing 
an exhaust heat recovery system at any Alaskan village power plant for space heating and 
water loop temperature maintenance. This program was developed on Visual Basic for 
Application (VBA) in Microsoft Excel. The factors involved in the analysis include 
information about existing village community water loop and heating system 
infrastructure, existing heat recovery facility of power plant, engine size, power plant 
configuration, load pattern, and power plant location. The program uses the given 
information to design the recovery system based on the trade-off between the cost and 
amount of heat recovered. The designed system is analyzed for amount of heat recovery, 
energy requirement for operation, and maintenance requirements. Analyzed results are 
incorporated with capital cost and operation and maintenance costs to evaluate the break-
even point and payback time. 
 
In this program two types of exhaust heat recovery systems can be designed and analyzed 
for any power plant. The first type uses only one gas-to-liquid (exhaust to coolant)—that 
is, shell and tube heat exchanger—as shown in Figure A.1. In this system the coolant 
from the community loop is pumped directly into the heat exchanger. The program 
calculates various physical parameters of the heat exchangers, such as heat transfer area 
required, overall heat transfer coefficient of heat exchanger, etc.  
 
 

 
Figure A.1. Line diagram of exhaust heat recovery system (one heat exchanger). 

 
The program then goes to pressure-drop calculations in which the pressure drop in the 
pipe and piping components between the community loop and the heat exchanger 
(including the heat exchanger) is estimated. From the program library, the user can select 
various pipe components (such as valves, elbows, and strainers), which account for 
pressure drop in the system. Some of these selections are made by default, and the user 
can override them. Based on the pressure drop in the control system the program suggests 
a pump size. The user can override the pump size and make another choice. Then the 
program goes to cost estimates of the system in which capital investment cost and 
operation and maintenance costs are calculated. Capital costs include the cost of the heat 
exchanger, pipe components, pump, installation, etc. Operation and maintenance costs 
include operation of the system and frequency of maintenance, labor cost for 
maintenance, etc. Then the program goes to economic analysis, where the heat absorbed 
by the coolant, the capital cost and operation and maintenance (previously calculated), 
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and the fuel costs and interest rates are utilized to do the economic feasibility study. The 
result of the economic analysis is represented as payback period, breakeven point, and 
profit gained for the given lifetime of the system. Finally, a copy of the all computations 
can be saved in the form of a Word document. 

The second type of exhaust heat recovery system is one that uses two heat exchangers: a 
gas-to-liquid (exhaust to coolant)—that is, shell and tube heat exchanger—and a liquid-
to-liquid (coolant to water) plate heat exchanger, as shown in Figure A.2. The high 
temperature coolant, which is circulated between the gas-to-liquid heat exchanger and the 
liquid-to-liquid heat exchanger, takes heat from the exhaust in the shell and tube heat 
exchanger and gives off heat to the water in the plate heat exchanger. In this program, the 
design and analysis of both the shell and tube heat exchanger and the plate heat 
exchanger can be done at different loads. The program calculates the physical parameters 
of both heat exchangers, such as overall heat transfer coefficients, heat transfer area 
required for both heat exchangers, and amount of heat absorbed by both coolants. 

 

 
Figure A.2. Line diagram of exhaust heat recovery system (two heat exchangers). 

 

The program then goes to pressure-drop calculations in the control system, that is, pipe 
and pipe components (valves, strainers, etc.) between both heat exchangers (the shell and 
tube HX and the plate heat exchanger), including the heat exchangers. The pressure drop, 
cost estimations and economic analysis calculations, and the program outputs are similar 
to the first type of heat recovery system described above. At the end, all computations 
can be saved in the form of a Word document.  

The following example explains in detail the program usage for the second type of heat 
recovery system in which two heat exchangers are used. In this example, the exhaust 
conditions of the UAF diesel engine at different loads are used for calculations. 

 

Usage of Exhaust Heat Recovery Program 

1. An overview of economic analysis 

The economic feasibility study for installing an exhaust heat recovery system is done 
based on expenditure and returns. Figure A.3 shows the flow chart for economic analysis. 
Expenditures include the total initial capital costs, which include component costs (such 
as for the heat exchanger, pipe, pipe components, etc.), installation costs (such as for 
labor, travel, etc.), interest rate on capital and operation and maintenance costs. On the 
other hand, we have returns in the form of amount of heat recovered, fuel costs, and fuel 
price escalation charges so that we can calculate the amount saved on fuel and payback 
period, breakeven point, and profit or loss for the given lifetime of a system.  
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Figure A.3. Economic analysis flow chart. 

 
 

2. Exhaust heat exchanger design and analysis 

Figure A.4 shows the screen shot for calculating different physical parameters of an 
exhaust heat exchanger. This example is explained by using the exhaust parameters of a 
DD50 diesel engine located at the UAF campus. In the design of the exhaust heat 
exchanger (shell and tube heat exchanger), the exhaust conditions of the UAF diesel 
engine at 100% load are taken. To add the exhaust conditions of another diesel engine or 
any power plant, click on “Type of Diesel Engine” button. A window for the addition of a 
diesel engine appears on the screen as shown in Figure A.5. At this window in the fields 
provided enter the diesel engine or power plant name (to distinguish from others) and 
exhaust properties at different loads, and click “Add.” Select the diesel engine and click 
“OK.” The properties of exhaust at 100% load are automatically taken for the design.  
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Figure A.4. Exhaust heat exchanger design and analysis. 

 
Next ,go to selection of coolant and its properties. To select or to add a coolant from or 
into the program library click on “Select the Type of Coolant.” A window for addition or 
selection of coolant appears as shown in Figure A.6. For addition, enter the coolant type 
and its physical properties in the fields provided and click “Add.” Select a coolant type 
(high temperature coolant) that circulates between exhaust heat exchanger and liquid-to-
liquid heat exchanger. From now on, the high temperature coolant (HT coolant) refers to 
the coolant circulating between the shell and tube heat exchanger and the liquid-to-liquid 
heat exchanger. 
 
The design of the exhaust heat exchanger can be done based on the mass flow rate of the 
coolant or based on the coolant outlet temperature. In this example, it is done based on 
the coolant outlet temperature. Enter coolant inlet and outlet temperatures in degrees 
Kelvin in the fields provided 
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Figure A.5. Adding a diesel engine and exhaust properties. 

 
 

 
Figure A.6. Coolant selection and addition window. 
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Next, go to the specifications of the shell and tube heat exchanger. The heat exchanger 
specifications, such as the tube outer diameter, tube thickness, thermal conductivity of 
tube material, and fouling-factor specifications, are to be entered in respective fields. The 
film heat transfer coefficients of exhaust on the shell side and the coolant on the tube side 
can be input by the user, or the program can calculate the values using heat transfer 
principles. 
 
The outputs of the exhaust heat exchanger design window are overall heat transfer 
coefficient of heat exchanger, heat transfer area requirement for heat exchanger, heat 
absorbed by HT coolant, and effectiveness and efficiency of heat exchanger. If the design 
is based on the coolant outlet temperature, then the coolant mass flow rate is output and 
vice versa. 
 
Then, if wanted, the heat exchanger can be analyzed for different intermediate loads by 
going to analysis mode (click on “Analysis” tab) as shown in Figure A.7. 
 

 
Figure A.7. Exhaust heat exchanger analysis window. 

 
In the example shown in Figure A.7, the heat exchanger is analyzed at 80% load of 
engine by interpolating between 100% and 75%. The analysis is done based on mass flow 
rate of the coolant. In analysis the overall heat transfer coefficient of the heat exchanger 
and the area of the heat exchanger remain constant from the design mode. The results of 
the analysis mode are exhaust outlet temperature, heat absorbed by coolant, and 
effectiveness and efficiency of the heat exchanger. If the analysis is based on the coolant 
mass flow rate, then the coolant outlet temperature is output and vice versa. 
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3. Liquid-to-liquid heat exchanger design and analysis 
 
Next, go to Liquid-to-Liquid Heat Exchanger (plate heat exchanger) Design and 
Analysis. The HT coolant temperature inlet-to-plate heat exchanger is taken to be equal 
to the HT coolant outlet temperature of the exhaust heat exchanger. If one clicked on “Go 
to Liquid-to-Liquid HX Design and Analysis” when in design mode, the mass flow rate 
of high temperature coolant and high temperature coolant inlet temperature for plate heat 
exchanger (i.e., coolant outlet temperature of shell and tube heat exchanger) are taken 
from the design calculations, and when in analysis mode, the values are taken from 
analysis calculations. Figure A.8 shows the design and analysis window for liquid-to-
liquid heat exchanger (i.e., plate heat exchanger). 
 

 
Figure A.8. Plate heat exchanger design and analysis window. 

   
The design and analysis of a liquid-to-liquid heat exchanger is very similar to that of an 
exhaust heat exchanger. The low temperature coolant can be selected from the library or 
can be entered manually. The type of heat application, such as space heating or 
community water loop temperature maintenance, can be selected from the options 
provided. The physical parameters (overall heat transfer coefficient, heat transfer area 
required, etc.,) of a plate heat exchanger can be calculated based on low temperature 
coolant mass flow rate or low temperature coolant outlet temperature. In this example we 
selected based on coolant outlet temperature. The plate heat exchanger specifications can 
be entered in the next column. Specifications such as plate thickness, gap between plates, 
thermal conductivity of plate material, and fouling factor of high temperature coolant and 
low temperature coolant can be entered in respective fields. The convective heat transfer 
coefficients of high temperature coolant and low temperature coolant can be input by the 
user or the program can make the calculation. The results of the liquid-to-liquid heat 
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exchanger (i.e., plate heat exchanger) design are expressed as the overall heat transfer 
coefficient of the plate heat exchanger, heat transfer area required, heat absorbed by low 
temperature coolant, and effectiveness and efficiency of the heat exchanger. If the design 
is based on the low temperature coolant outlet temperature, then the coolant mass flow 
rate is output and vice versa. 
  
After designing the plate heat exchanger (i.e., after calculating the overall heat transfer 
coefficient of the heat exchanger and heat transfer area required), an analysis of the plate 
heat exchanger can be done; that is, we can analyze the heat exchanger for different low 
temperature coolant outlet temperatures and mass flow rates by clicking on the 
“Analysis” tab. Figure A.9 shows the analysis window of the plate heat exchanger. In 
analysis, the overall heat transfer coefficient and the area of the plate heat exchanger 
remain constant from the design mode. 
 

 
Figure A.9. Liquid-to-liquid heat exchanger analysis window. 

 



  88

 
4. Pressure-Drop Calculations 
 
After the design of both the shell and tube heat exchanger (exhaust heat exchanger) and 
the plate heat exchanger (liquid-to-liquid heat exchanger), the program goes to pressure-
drop calculations in pipe and piping components (valves, strainers, elbows, etc.) forming 
the control system between the two heat exchangers (including the heat exchangers). 
 
Figure A.10 shows the pressure-drop calculations window. The high temperature coolant, 
which is circulating between the exhaust heat exchanger and the liquid-to-liquid heat 
exchanger, and its mass flow rate and physical properties (i.e., density and viscosity) are 
automatically taken for the pressure-drop calculations, as shown in the Figure A.10. The 
pipe material and the pipe diameters can be selected from the program library. Length of 
pipe and elevation change (i.e., the elevation difference between the lowest and highest 
point in the piping system) are user inputs. The pressure drop in both heat exchangers can 
be entered in respective fields. 
 

 
Figure A.10. Pressure-drop calculations window. 

 
The piping components (i.e., valves, elbows, strainers, etc.) can be selected by clicking 
on “Select the Type of Valves and Calculate Their Total Cost.” Figure A.11 shows the 
screen shot for selection of piping components. For selecting a fitting, enter a value 
greater than zero in the quantity field. The K-factor for fittings is taken from the 
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manufacturer’s catalog. The user can override the default values provided by the 
program. The total cost of the components can be calculated by entering the unit cost of 
each component in its respective field, or a total approximate cost can be entered in the 
“Total Cost of Piping Components” field provided in the pressure-drop calculations 
screen.  
 
The results of the pressure-drop calculations are shown as fluid velocity in the piping 
system, Reynolds number, friction factor in the pipe, and total pressure drop in the 
system between the two heat exchangers (including the heat exchangers). The pressure 
drop can be calculated in psig (or) head of water in feet.  
 

 
Figure A.11. Piping components (i.e., valves, elbows, strainers, etc.) window which amount for 

pressure drop in control system. 
 
5. Cost Estimations 
 
After pressure-drop calculations in the piping system, the program goes to cost 
estimations of the system, where the total capital cost and operation and maintenance 
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costs can be calculated. The total capital cost includes the cost of heat exchangers, total 
cost of piping components, total cost of structural components which are used to build the 
system and do not account for pressure drop, and initial installation costs which include 
cost of labor, number of days for installation, fright charges, etc. Operation and 
maintenance costs include the cost for operating the system (electricity charges for 
running the pump, etc.) and maintenance costs such as labor, frequency of maintenance 
per year, number of days for maintenance per visit, fright charges, etc. Figure A.12 shows 
the screen shot for cost estimations.  
 
Minimum components required for building the system are given in the first two tabs, 
labeled “Initial Capital Costs-1” and “Initial Capital Costs-2”. If the user has more 
components, there is an additional tab labeled “Other Initial Costs,” which is left blank so 
that the user can enter the component name, quantity, and unit cost, as shown in Figure 
A.13. Installation costs, which are added to total initial capital costs, can be calculated in 
the tab labeled “Initial Capital Costs-2,” as shown in Figure A.14. There, all costs add up 
to Total Initial Capital. 
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Figure A.12. Cost estimations screen shot. 

 
The operation and maintenance screen shot is shown in Figure A.15. If the user has 
specific values for total installation costs and total operation maintenance costs, then the 
calculated values can be overridden. The total operation and maintenance costs are 
calculated for a year. 
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Figure A.13. Additional structural components window.  
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Figure A.14. Installation costs window. 
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Figure A.15. Operation and maintenance costs screen shot. 

 
6. Economic Analysis 
 
After cost estimations of the system, the user goes to economic analysis of the system, 
where the total initial capital and operation and maintenance costs are taken from the 
previous cost estimations window. Figure A.16 shows the screen shot for economic 
analysis. In economic analysis, the heat recovered to the low temperature coolant is taken 
from the liquid-to-liquid heat exchanger window. The heating value of fuel, engine hours 
run per year, fuel price, and fuel price escalation rate are user inputs (program gives 
default values which the user can override). By default, the program gives 2920 hours (8 
hr per day * 365 days) of engine run time per year. 
 
The output of the economic analysis window has two types. Based on simple interest, the 
heat recovered per year and total savings on fuel, simple breakeven point and payback 
period are calculated. Based on compound interest and the lifetime of the system, the cost 
of capital per year (i.e., net present value), the total cost of heat recovery system per year 
(i.e., cost of capital per year + operation and maintenance costs per year), fuel savings for 



  95

the given lifetime of the system, and profit or loss made during the lifetime of the system 
are calculated.  
 
 

 
Figure A.16. Economic analysis screen shot. 

 
All the computations made—from the design of the exhaust heat exchanger to the 
economic analysis—can be saved as a Word document by clicking on “Save as Word.” 
Figure A.17 shows the screen shot for a Word document saved for this example. 
 
At any point in the program computations, the user can go back to a previous window to 
check computations, make required changes in the inputs, and recalculate. 
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Figure A.17. Saved as Word document. 
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Disclaimer 
 
 
This report was prepared as an account of work sponsored by an agency of the United States 
Government.  Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned rights.  
Reference herein to any specific commercial product, process, or service by trade name, 
trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or any agency thereof.  The 
views and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 
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Abstract 
Alaska remains, even at the beginning of the 21st century, a place with many widely scattered, 
small, remote communities, well beyond the end of both the road system and the power grid.  
These communities have the highest energy costs of any place in the United States, despite the 
best efforts of the utilities that service them.  This is due to the widespread dependence on diesel 
electric generators, which require small capital investments, but recent increases in crude oil 
prices have resulted in dramatic increases in the cost of power. 
 
In the enabling legislation for the Arctic Energy Office in 2001, specific inclusion was made for 
the study of ways of reducing the cost of electrical power in these remote communities.  As part 
of this mandate, the University of Alaska has, in conjunction with the US Department of Energy, 
the Denali Commission and the Alaska Energy Authority, organized a series of rural energy 
conferences, held approximately every 18 months.  The goal of these meeting was to bring 
together rural utility operators, rural community leaders, government agency representatives, 
equipment suppliers, and researchers from universities and national laboratories to discuss the 
current state of the art in rural power generation, to discuss current projects, including successes 
as well as near successes. 
 
Many of the conference presenters were from industry and not accustomed to writing technical 
papers, so the typical method of organizing a conference by requesting abstracts and publishing 
proceedings was not considered viable.  Instead, the organizing committee solicited presentations 
from appropriate individuals, and requested that (if they were comfortable with computers) 
prepare Power point presentations that were collected and posted on the web.  This has become a 
repository of many presentations, and may be the best single source of information about current 
projects in the state of Alaska.   
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Executive Summary 
 
Alaska remains, even at the beginning of the 21st century, a place with many widely scattered, 
small, remote communities, well beyond the end of both the road system and the power grid.  
These communities have the highest energy costs of any place in the United States, despite the 
best efforts of the utilities that service them.  This is due to the widespread dependence on diesel 
electric generators, which require small capital investments, but recent increases in crude oil 
prices have resulted in dramatic increases in the cost of power. 
 
In the enabling legislation for the Arctic Energy Office in 2001, specific inclusion was made for 
the study of ways of reducing the cost of electrical power in these remote communities.  As part 
of this mandate, the University of Alaska has, in conjunction with the US Department of Energy, 
the Denali Commission and the Alaska Energy Authority, organized a series of rural energy 
conferences, held approximately every 18 months.  The goal of these meeting was to bring 
together rural utility operators, rural community leaders, government agency representatives, 
equipment suppliers, and researchers from universities and national laboratories to discuss the 
current state of the art in rural power generation, to discuss current projects, including successes 
as well as near successes. 
 
Many of the conference presenters were from industry and not accustomed to writing technical 
papers, so the typical method of organizing a conference by requesting abstracts and publishing 
proceedings was not considered viable.  Instead, the organizing committee solicited presentations 
from appropriate individuals, and requested that (if they were comfortable with computers) 
prepare Power point presentations that were collected and posted on the web.  This has become a 
repository of many presentations, and may be the best single source of information about current 
projects in the state of Alaska.   
 
The conference has been growing over the years, beginning with about 180 registrants at the first 
conference in 2002, expanding to 502 registrants at the most recent conference in September 
2008.   
 

Background 
 
Most of the United States is serviced by electrical power generated in large central power plants 
and distributed to residences and businesses through the electrical grid.  This allows  power from 
many sources to be mixed, creating a system where the most cost effective power can find the 
largest markets, and where the redundancy of supply sources create inherent robustness to the 
system.   More that 50% of the electrical market in the US is met by coal fired power plants, as 
coal is abundant and cheap.  Other major sources are from natural gas (less attractive due to 
recent increases in fuel costs), nuclear, and hydro.  Only a small fraction of the grid power is 
currently generated with wind, and almost none is from the most expensive form of energy, 
liquid fuels  [1],which are used for transportation, but not for stationary power. 
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However, in Alaska, much of the land is still undeveloped, without roads or power grids, and 
most of the electrical power is generated using diesel electric generators [2].  The advantages of 
this form of power generation in remote communities should not be underestimated:  diesel 
generators are inexpensive, transportable, and readily available, and the liquid fuels they use are 
easy to transport and store, and can be readily dispatched when power is needed.   However, 
diesel fuel is expensive (current prices are $2.50 per gallon in Fairbanks, and up to $8.00 gallon 
in rural communities at the time of writing), resulting in fuel costs of $.17 to $.56 per kW-hr of 
generated electricity.  At these prices, alternative energy from local resources such as small scale 
hydro, wind, fuel cells and hydrogen, solar, geothermal, wave and tidal currents, and small scale 
hydrokinetic devices might prove to be cost effective.   
 
The issue with these forms of alternative power generation is that many of them have not been 
demonstrated adequately for utility managers to really know the cost of power from these 
sources.  Small scale hydro is the best understood, but the high capital costs and small markets 
limit the number of communities where this is a viable solution.  Most of the other alternatives 
have not been demonstrated at sufficient levels for defensible economic analysis to be done 
(although some of the economics are understood all too well—for example, a solar battery array 
in a small community proved so uneconomical that no one seemed willing to stand up in public 
and admit the costs…).  When projects are done, however, it is important for this information to 
be disseminated to as wide an audience as possible.   
 
The purpose for organizing this conference was to create a venue for the people who work in 
remote rural power to come together and discuss the current state of power generation in rural 
Alaska and ways of doing better.  The rules for presentations were simple:  only active Alaskan 
projects were presented, and proposers were expected to be honest about costs, operational 
issues, and their overall satisfaction with the process.  Failures were to be discussed as well as 
successes.  Industry promoters were not generally permitted to give oral presentations (the 
exception being a single session in which diesel manufacturers were encouraged to briefly 
discuss new developments in their product lines, but all brands were discussed in the same 
session).   And sessions were held on every technology of interest.  The goal is to find solutions, 
not to promote any given company or technology.   
 

Results 
 
A total of five conferences were held at approximately 18 month intervals.  At each of these 
conferences, presenters were encouraged to prepare PowerPoint files, which were collected and 
then made public on the UAF AETDL Web site. This site itself has become the best record of the 
conference.  This site is at: 
 
http://www.alaska.edu/uaf/cem/ine/aetdl/conferences/ 
 
There are thousands of pages of information on this web site, on many topics.  Given the 
uncertain longevity of web information, we are providing copies of all the information in 
electronic form as the documentation for this final report.   
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The conference is intended to attract people from a wide variety of backgrounds, and the 
diversity of participants can be seen thorough a scan of the attendee list.  A summary of the 
number of participants from each category for the 2008 conference is shown in Figure 1.  
 

 
Figure 1  Participation in the 2008 Rural Energy Conference by category.  Note the heavy participation by Alaska Rural 
Residents.  The “Other” category includes participants from Conservation groups, oil  companies, the press, and the 
Canadian consulate.   

 
A complete list of attendees at each of the conferences can be found on the web site, or the 
attached CD.   
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EXECUTIVE SUMMARY 

 
 

Purpose 
The purpose of the investigation is to compare the economics of various 

electrical power generation options for the City of Galena.   Options were assessed over 
a 30-year project period, beginning in 2010, and the final results were compared on the 
basis of residential customer electric rates ($/kWh). 

Galena’s electric utility currently generates power using internal combustion 
diesel engines and generator sets.  Nearby, there is an exposed coal seam, which might 
provide fuel for a power plant.  Contributions to the energy mix might come from solar, 
municipal solid waste, or wood.  The City has also been approached by Toshiba, Inc., as 
a demonstration site for a small (Model 4S) nuclear reactor power plant.1  The Yukon 
River is possibly a site for in-river turbines for hydroelectric power.  This report 
summarizes the comparative economics of various energy supply options. 

 
This report covers: 

• thermal and electric load profiles for Galena 
• technologies and resources available to meet or exceed those loads 
• uses for any extra power produced by these options 
• environmental and permitting issues and then 
• the overall economics of each of the primary energy options.   
 

Loads 
 
Currently, the city buildings, school, swimming pool, and health clinic space 

heating needs are met by capturing the heat rejected by the diesel electric generators 
(DEGs) and transferring the hot water to the buildings (all close to the power plant).  We 
have assumed an existing average cogeneration load of 400 K Btu/hr for 8 months per 
year plus a 300 K Btu/hr [commercial/residential boiler load] for other buildings in town 
for eight months.  This gives a total yearly cogeneration thermal load [CTLoad] projected 
for the future of about 4 B Btu. (Northern Resource Group, 2004).  We have distributed 
these over a year using Fairbanks heating degree days [HDD] data.  Analysis shows that 
allowing for expansion and additional customers for heat (the Air Station), the heat 
delivered annually could be about 8 B Btu in the future. 
 

In Figure ES.1, we see the monthly electric energy generated.  This results in an 
annual load slightly under 10 M kWh. The average monthly load was around 800 kW in 
July and over 1 MW in January. 

 
1 Subsequent to release of this report in draft form, Toshiba has offered clarifications to their 
proposal.  First, due to current US regulations and fuel availability, the fuel would probably be 
manufactured and the reactor charged in a US nuclear facility (i.e. Argonne National 
Laboratory).  Toshiba’s assumption is that the reactor would be returned to that location for 
decommissioning.  Second, the capital cost would be borne by a third party (to be determined) 
that would become the plant owner and responsible for decommissioning.  Changes to the text 
have been made to reflect these assumptions. 
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Galena Electric Energy Production
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Figure ES.1.  Monthly electric generation for Galena 

 
Taking the equivalent projected heating loads and adding the electric loads over 

the year yields the load requirements displayed in Figure ES.2. for the year 2010. 
 

Galena Daily Loads - year 2010
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Figure ES.2. Combined heating and electrical loads based on current use in Galena 

 
The various generation options available have different output capacities.  For 

example, the Toshiba 4S system has a generation capacity of 10 MW.  Thus, extra 
power would be available.  If the rates were sufficiently low, residential space heating 
might be an option, as would commercial activities including greenhouses and 
aquaculture.   Figure ES.3. illustrates a possible profile using the base loads from 
Figure ES.2 with the addition of some of these options for the year 2039.  The power 
requirements are about 8 MW.  This would still leave extra power for other uses. 
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Galena Daily Loads - year 2039
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Figure ES.3.  Projected combined loads for 2039 with residential space heating and one 
2000 ft2 greenhouse. 

 
Power Generation Options 

 
The three systems assessed in depth were enhanced diesel, coal (mine and 

power plant), and the Toshiba 4S nuclear reactor.  In the later two cases, backup diesel 
generators were retained to provide power during any time the primary system was 
down for repairs or maintenance.  All economic analyses included the cost of the backup 
diesel system. 

 
Enhanced Diesel.  According to the Rural Alaska Energy Plan (MAFAa, 2002), 

the most efficient village sized DEGs available today are capable of achieving peak 
efficiencies in the 15.8 kWh/gal range.  With a fuel oil having a heating value of 135 K 
Btu/gal, this is equivalent to converting 40% of the energy in the fuel to electric power.   
For the past two years, the Galena average monthly electrical generation efficiency 
varied from about 13.2 to 14.8 kWh/gal and averaged 13.76 kWh/gal.  For this analysis, 
we assumed that the units currently in use will continue to perform at 14 kWh/gal and 
any upgraded or new units will operate at 15 kWh/gal.     

 
Coal (Mine & Power Plant).  Exposed coal seams are about 18 road miles 

upriver from Galena near the Louden town site.  This deposit is not well-understood.  
Before much further analysis is attempted, the deposit must be explored to determine its 
size and very importantly its depth below the surface.  Samples have been analyzed and 
have shown an estimated heating value averaging 9.4 K Btu/lb (18.6 M Btu/ton), sulfur 
content less than 0.5%, ash averaging 9 % [range 2 – 16 %], and moisture content 
averaging 19% [14 to 28%].  One exposed seam is about 9 feet high and 2,000 feet 
across. [Phillips and Denton, 1990].  If a 1-MW coal-fired plant were to operate with an 
efficiency of 25%, it would require about 0.68 tons/hr of coal or about 12,000 ft3/month.  
If a 100-foot width were taken from this 9-foot-high coal seam, 13 ft/month or 166 feet/yr 
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would have to be excavated.   This coal might be delivered to Galena for an estimated 
$100 to $128/ton. 

 
Atmospheric fluidized-bed combustion (AFBC) boilers are now well-established 

as a mature power generation technology with more than 620 AFBC units in operation 
worldwide in the size range 20 to 300 MW.  Current operating experience shows that 
AFBC boilers meet high environmental standards and are commercially viable and 
economically attractive.  For more information on AFBCs see 
http://www.epri.com/journal/details.asp?id=627&doctype=features  

 
These plants burn a range of fuels, including bituminous and subbituminous coal, 

coal waste, lignite, petroleum coke, biomass, and a variety of waste fuels.  In many 
instances, units are designed to fire several fuels (including biomass fuels), which 
emphasizes one of the technology's major advantages: its inherent fuel flexibility.   

 
While no AFBC coal power plants in the small size range required at Galena 

have been built and operated at this time, small AFBC boilers have been used to provide 
heat for industrial processes.  Adaptation to power production requires the addition of a 
steam turbine and ancillary equipment.     

 
The U.S. Department of Energy (DOE) initiated a study in 1998 (Northern 

Economics, 2001) to investigate the capital and operating costs of small coal-fired power 
plants [600 kW to 2 MW].  The installed capital costs were estimated at from $3.0K to 
$4.3K/kW and an electricity cost of $0.22 to $0.77/kWh. 

 
A 2003 feasibility study on a barge-mounted 5-MW AFBC power plant (Bonk, 

2004) estimated capital costs from $20M to $25M and electricity costs of $0.20/kWh 
minus a credit for heat delivered using Galena coal. 

  
J.S. Strandberg (1997) did a feasibility analysis of an 800 kW AFBC coal plant in 

McGrath plus a 125 kW DEG.  The analysis estimated a total project budget of about 
$14 million, which included the power plant, coal mine development, haul road, and an 
expanded district heating system.  The estimated electricity cost was $0.176/kWh, which 
included a $ 0.077/kWh credit for heat delivered.  Over half the total cost was for coal 
and limestone.   A major issue was the high parasitic power required [over 155 kW], and 
the estimate for it was increased as the study was completed. 

 
Phillips and Denton (1900) calculated costs for a 483 kW coal-fired model 

cogeneration facility producing 6.8 M Btu/hr of heat.  The costs of electricity ranged from 
$0.11 to $0.22/kWh for a base load plant to as much as $0.80/kWh for a lightly loaded 
plant.  Of the 21 M Btu/hr fuel input, 46% went to the production of electricity.  Of the 
total capital cost of $7.5 M, $2.0 M was allocated to electrical and +$5.5 M to heat.  For a 
plant in Galena using Louden coal, the electricity costs were estimated to range from 
$0.26 to $0.36/kWh.  

 
A coal-fired plant should be a base-load plant sized to run near its capacity all of 

the time except for planned shutdowns for maintenance and repair. 
 
Toshiba 4S Nuclear Plant.  The 4S Model power plant concept is based on a 

design for a Small Innovative Reactor (SIR), which is a sealed unit.  Unlike conventional 
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reactors, the 4S concept is for the sealed reactor to be delivered at the site, installed 
with the generator system, operated for the prescribed design life, removed, and 
replaced with the sealed assembly intact.  Thus, there would be no emissions (other 
than steam), no release of radioactivity, and minimum chance of radiation exposure 
when the reactor assembly is buried.  Toshiba has approached the City with a proposal 
to provide the reactor and power plant so that the 4S can have a reference site and gain 
operational experience.  The capital cost would be borne by a third party to be identified.  
Some expense may be incurred by the City for site preparation and installation. 

 
The 4S has no mechanical systems internal to the sealed assembly.  

Electromagnetic pumps move the cooling fluid.  The reflecting shield that controls the 
reaction is also moved electromagnetically.  This greatly reduces the potential for 
mechanical and equipment problems.   Cooling and heat transfer is accomplished using 
liquid sodium metal.  Heat is transferred to a steam generation loop and the resulting 
steam drives the turbine to generate electricity with rejected heat in the condensed water 
available for district heating or other uses.  For district heating, the steam can be used 
directly.  Problems that have occurred in sodium-cooled plants design have been in 
sections of the plant other than the reactor. 

 
In this concept, the nuclear reactor is planned to be installed up to 100 feet below 

grade and capped with reinforced concrete.  This provides a nearly impenetrable barrier 
that cannot be lifted by any heavy equipment available in Galena.  The 4S also uses a 
nonproliferation fuel that cannot be used to produce a nuclear weapon without first 
undergoing isotopic enrichment, an extremely costly and technologically challenging 
process.   

 
The projected 4S capital cost is projected to be $2,500/kW for the 50-MW model 

when developmed.   If these assumption scales for a 10 MW unit, the capital cost would 
be $25 million.2  If fully utilized, electric power from the 50-MW unit is estimated by the 
vendor to be $0.065/kWh.  Our economic analysis proved to be highly sensitive to the 
number of plant personnel required.  A reasonable number of operations personnel are 
required for efficiency and safety, but it is not known how many security personnel may 
be required.  A detailed safety and security risk assessment, required by the Nuclear 
Regulatory Commission licensing process, will determine the necessary staffing levels.  
The time required for the NRC licensing process is not known at this time.  It may add a 
significant period before the plant can be started, but for purposes of this analysis, we 
assumed a start date in 2010.  The experience gained from the Galena project will be 
used to refine capital and installation cost estimates for future installations. 

 
Other Generation Modules  

 
Although, other options for power were considered, they were not viable for 

large-scale deployment by the utility.  These include solar, wind, in-river turbines, 
biomass, fuels cells, and coal bed methane.     
 

In-river Turbines.  Prototype turbines have been developed but have not been 
demonstrated in arctic settings.  Calculations of the power output from candidate models 

 
2 Toshiba presented this estimate with slides describing the 50-MW plant.  We have used the cost per kW figure and 
applied it to the smaller size.  Due to economies of scale, this approach may understate the cost of the smaller, 10-MW 
plant.  However, we are unaware of a direct cost estimate for the 10-MW size. 

5 



Pre-Publication Draft – Subject to Change 
 
 
indicate the output would be relatively low at Galena (22.5 kW for a unit with two 3m 
diameter turbines).  For these reasons, we did not pursue or recommend installation of 
in-river turbines at this time. 

 
Solar.  Much of interior Alaska has a good solar resource for as much as eight 

months of the year, including the springtime when there is a large need for both heat and 
electricity.  A downside to using solar energy is the intermittent nature of the resource. 
Hence, as with any intermittent resource, storage can be a key issue.  Solar 
technologies take two forms, solar-electric (photovoltaic) and solar thermal. Photovoltaic 
devices convert sunlight directly to electricity at efficiencies as high as 25%, although 
10% is typical.  Installation of a 100 kW module in a Galena setting could cost $2M.  
Solar thermal technologies use the heat in sunlight to produce hot water, heat for 
buildings, or electric power.  In Galena, solar technology would best serve individual 
home or business owners.  Its impact on the utility was determined to be limited. 

 
Biomass.  Biomass can be wood from trees as well as plant residue, animal 

waste, and the paper portion of municipal solid waste (MSW).  The dispersed nature of 
this resource makes the energy and time involved in harvesting an important issue.  We 
determined the contribution from this source to be too small for a stand-alone unit.  
However, MSW could be burned in the AFBC of the coal power plant.   

 
Wind.  Galena is located in a low wind resource region – Class 1.  For wind 

turbines to work efficiently and contribute significantly to a utility, they must operate in a 
Class 5, 6, or 7 region.  Thus, wind was not considered. 

 
Fuel Cells.  This technology is under intense development but has not been 

commercialized.  While some demonstrations are underway, fuel cells are not available 
for utility applications at this time. 

 
Coal Bed Methane.  Gas has been produced commercially from coal beds in the 

lower 48.  Development of resources in other parts of Alaska is in a preliminary stage.  
Because information to develop CBM in arctic conditions is insufficient, CBM cannot be 
considered for Galena.  If considered for development, extensive work is required to 
delineate local reserves before development could occur. 

 
Conservation 
 

   Conserving energy can reduce loads for utilities and reduce consumer power 
bills.  Utilities have a role in providing information on conservation to their customers.  
This report discusses measures that can be taken by end-users to conserve. 

  
Uses of Extra Power 
 

Some power plant options have optimum sizes that would provide power over 
and above current and projected electrical consumption.  For those cases, possible uses 
studied included district heating, residential electric baseboard heating, transmission to 
nearby villages, production of hydrogen, and horticulture/aquaculture.  Use of all energy 
produced by generation options is essential to realize the full economic potential of 
generation systems.   
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District Heating/Heat Sales.  Currently, DEGs provide heat to City buildings, the 
school, and swimming pool.  This is assumed to continue in all of the scenarios 
considered.  Some expansion is assumed.  Also considered is the sale of heat through a 
hot water pipeline to the Air Station.  To provide space heating, the Air Station consumes 
about the same volume of fuel oil each year as the electric utility.  The value of the heat 
supplied is equivalent to the value of the displaced fuel oil. 

   
Electric Space Heating to Residences.  If electric rates can be lowered 

sufficiently, residents will begin to use more electricity in their homes.  With sufficiently 
low rates, many will convert to electric baseboard heating systems.  The only reasonable 
option here is the 4S nuclear plant.  If this situation were to be realized, retrofitting the 
homes and upgrading the distribution system would result in economies of scale, 
increased convenience, and enhancement of in-door air quality.  In considering the 
economics of the 4S option, the costs of retrofitting and installation were included in the 
capital cost to the utility.   

 
Hydrogen Production.   Projected electric and heat loads over the 30-year life 

of this analysis indicate that extra power will still be available.  In considering other 
potential uses, we assessed the production of hydrogen for fuel.  Transportation of 
hydrogen for sale outside the City was determined to not be economical.  However, 
under certain conditions, converting City vehicles, school district buses, and Air Station 
heavy equipment may be economically feasible.  It might also provide the City the 
opportunity to be a test-bed for production and use of hydrogen in remote arctic settings.  
Hydrogen production may be feasible but not economically viable without subsidies.  No 
credit was taken for the oxygen that is coproduced, but it could be captured and 
compressed for local use. 

 
Transmission to other villages.   An analysis of estimated construction costs of 

transmission lines to the villages nearest to Galena revealed that the capital costs were 
several million dollars greater than the revenue that could be collected over the 30-year 
period.   This option is therefore not considered feasible from an economic standpoint. 

 
Greenhouses and Aquaculture.   The extra heat produced by new power plants 

may give rise to private entrepreneurial activities.  We briefly looked at the potential of 
greenhouses and aquaculture.  Many other activities may be viable.  If the cost for the 
heat (in the form of heated water) were low enough, these ventures appear to have merit. 

 
Environmental Issues and Permitting 

 
Issues related to permitting were surveyed for the generation options considered 

viable.  The critical considerations are 
    
• Air pollution control 
• Water pollution control 
• Waste management  
• Disturbance of lands/habitat 
 
After considering all issues and potential emissions, the 4S option appears to be 

the least problematic (this depends on the Nuclear Regulatory Commission) from the 
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standpoint of ease of gaining new permits.  Opening a coal mine and building a coal-
fired power plant appears to be the most difficult. 

 
Economic Analyses 

 
Estimating the cost of power to the consumer is the primary objective of this 

project.  We considered the three options: improved diesel, coal (mine & power plant), 
and the Toshiba 4S nuclear power plant.  In all cases, the base case was taken as the 
continuation and improvement of the diesel-based system now in place.  The most 
critical parameters for each option are shown below. 

 
In the base case, two extremes were taken.  First, the continuation of diesel 

generation with a fuel cost of $1.50/gal at a flat rate (no escalation).  The second case 
took the cost of fuel at $2.15/gal and escalated it at 2%/year.  These cases were used to 
compare all the others.  For the coal option, the delivered cost of the fuel and the 
conversion efficiency of the plant were the variables on which the power cost most 
depends.  For the 4S option, the staffing levels (the plant operation staff was held 
constant, but the number of security personnel was varied) required were the most 
important.  

  
Table ES.1.  Most critical parameters for each option considered. 

units low  value high value
D iesel fuel price in 2010 $/gallon 1.50 2.15
D iesel fuel price inc rease % per year 0.0% 2.0%
  (over and above general inflation)
C oal price (delivered to Galena) $/ton 100 125
C oal plant average effic iency 30% 40%
Nuc lear plant security s taff pos itions 4 34  

 
Numerous scenarios were run showing the effect of various assumptions.  The 

power plant sizes, optimized for the various technologies, were taken with the load and 
energy uses, and the total project cost, as well as the electricity cost to the consumer, 
was calculated.  The figures below show the results for various scenarios beginning in 
2010.  The coal and nuclear systems assumed that DEGs would be employed as back-
up for maintenance and emergency shutdowns.  Therefore, the price of diesel fuel 
affects the economics of those systems. 

 

8 



Pre-Publication Draft – Subject to Change 
 
 

 

Diesel System: Electric Rates

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45

20
10

20
13

20
16

20
19

20
22

20
25

20
28

20
31

20
34

20
37

re
al

 y
ea

r 
20

04
 $

 p
er

 k
W

h

$2.15/gal, +2%/yr

$1.50/gal, flat

         
 Figure ES.4.  Projected future electric rates with a diesel system.                    

Coal system: Electric Rates
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Figure ES.5.  Projected future electric with rates with coal system. 
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Figure ES.6.  Projected future electric rates with nuclear system. 

 

Nuclear system: Average Electric Rates with
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Figure ES.7.  Projected future electric rates with nuclear capital costs included in 
rates. 

 
ES.2.   Summary of results of the economic evaluations 
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D iesel Nuc lear C oal
Loads  served:

utility elec tric ity X X X
exis ting dis tric t heat X X X
res idential elec tric  space heat X
greenhouse X
air s tation dis tric t heat X [som etim es ]

Life-cyc le total cos t ($m illion)
low  value 38                (7)                 23                
high value 59                35                36                

Net benefits  com pared to diesel ($m illion)
low  value 3                  3                  
high value 67                36                

Average elec tric  rate in 2010 ($/kW h)
low  value 0.26             0.10             0.23             
high value 0.30             0.21             0.29             

Average elec tric  rate in 2030 ($/kW h)
low  value 0.23             0.07             0.17             
high value 0.36             0.15             0.23              

 
The economic evaluations included the costs of diesel backup generators for 

coal and nuclear.  
In all cases, the nuclear system will provide the lowest cost power to the 

consumer.   The coal option will beat the diesel option in some scenarios.   
 

Conclusions and Recommendations 
 

  On the basis of environmental permitting, the nuclear plant appears to be a clear 
winner.  Obtaining permits for the coal plant appears to be the most difficult.  The validity 
of this conclusion depends on the process and length of time required to gain a license 
from the NRC.  All assumptions regarding costs and timing require validation. 

 
 The economic analysis reveals that the 4S option will provide the lowest cost 
power if the assumptions hold.  In the Galena case, the assumption is that capital cost 
will be borne by an outside party and that reasonable staffing levels will result from the 
licensing process.  The coal option may be economic in some scenarios compared to 
enhanced diesel systems, so the coal option should not be entirely dismissed.   

 
Even though installation of the 4S nuclear plant presents a potential long-term 

solution to Galena’s critical energy issues from economic and environmental permitting 
standpoints, other aspects, such as safety analyses, remain to be performed as part of 
the licensing process.  Ultimately, the selection of the best energy option must consider 
these analyses and other factors.  Specifically, regarding the 4S nuclear plant option, 
safety relating to potential accidents involving the reactor core and the use of liquid 
sodium as a heat transfer medium must be adequately addressed.  If this technology is 
successfully deployed in Galena, its economic viability in other Alaska villages and 
elsewhere depends on the actual life cycle costs yet to be quantified. 
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Benefits associated with adoption of one or more of the technologies discussed 
in this report go beyond their ability to meet Galena’s thermal and electric energy loads.  

  

We see the potential for Galena to serve as a training center for rural Alaskans 
interested in using similar technologies in their villages.  We also see the potential for 
use of additional cogeneration leading to economic development such as the 
development of horticulture and aquaculture.  Enhancement of local employment 
associated with these activities is another benefit.  With today’s uncertain energy 
situation, many communities are diversifying their energy options.  This includes adding 
renewably based technologies to lessen dependence on fossil fuels.  Adding a few tens 
of kW of PV arrays, for example, could help Galena insulate itself against fluctuations in 
the price and supply of diesel fuel. 

 
 
Therefore, the recommendations are: 
 

 Proceed with refining the 4S evaluation process in conjunction with the NRC 
o It may be advantageous for Galena to enlist an independent organization 

to estimate the time required for licensing and permitting 
o Toshiba and Galena should consider partnering with a U.S. organization 

or National Laboratory to assist in the process 
 Retain the current diesel systems (with scheduled upgrades) until a decision is 

made regarding the installation of a replacement by about 2010. 
 Retain the option of a coal mine and power plant until it is determined if the 4S 

system can be permitted and licensed.  If the 4S cannot be realized, then the 
coal option appears feasible (with a favorable coal resource assessment result). 
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1.  INTRODUCTION 
 

1.1  Purpose 
 
The purpose of the investigation is to compare the future power generation 

options available to the City of Galena.  The cost for power ($/kWh) is the parameter 
used as the basis for this comparison.   

 
Galena’s electric utility currently generates power using internal combustion 

diesel engines and generator sets (DEG).  An exposed coal seam nearby might provide 
fuel for a power plant.  The City has been approached by Toshiba, Inc., as a 
demonstration site for a small 10-MW (Model 4S) nuclear reactor power plant.  The 
Yukon River is possibly a site for in-river turbines for hydroelectric power.  Additional 
contributions to the energy mix might come from solar, municipal solid waste, or wood.  
This report summarizes the comparative economics of various energy supply options. 

 
This report will first discuss; 

• thermal and electric load profiles for Galena 
• technologies and resources available to meet or exceed those loads 
• uses for any extra power produced by these options 
• environmental and permitting issues and  
• the overall economics of them.   
 
The bottom-line conclusions will compare the consumer cost of power on a 

$/kWh basis. 
 

1.2  Setting 
 
The City of Galena is a community of about 800 people situated on the north 

shore of the Yukon River in the interior of Alaska 270 air miles from Fairbanks.  Galena 
experiences a cold continental climate with extreme temperature differences (-64 to 92   
o F).  Temperatures of -40o F are common during the winter.  Annual precipitation is 12.7 
inches, with 60 inches of snowfall.  The River is ice-free from mid-May through mid-
October.  The climate is important to power use projections.   For more information, see 
the State’s community information web site for Galena;  
(www.dced.state.ak.us/dca/commdb/CB.cfm)  

 
The City has three distinct districts: “Old Town,” “New Town,” and the Air Station.  

The community was formerly established in 1918 near an Athabascan fish camp 
(Henry’s Point) and became a supply and transshipment point for nearby lead mines.  In 
1920, Athabascans from the village of Louden began moving to Galena to find 
employment selling wood to steam ships and hauling freight to the regional mines.  The 
Galena airfield was established during World War II as a refueling point for planes being 
ferried to Russia as part of military operations (Lend-Lease Program).   During the 1950s 
the military installations were expanded.  Due to a severe flood in 1971, a new 
community site was developed 1 ½ miles east of the original town site.  “New Town” is 
the site of the City offices, health clinic, schools, washeteria, store, and more than 150 
homes.  The Air Force Station was closed in 1993.  It is maintained by the Chugach 
Development Corporation and is used as a backup Air National Guard facility.  It is also 
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the site of Galena School District Boarding School and Vocational Training programs.   
(www.dced.state.ak.us/dca/commdb/CB.cfm).  

 
Galena’s current energy requirements are met by DEG-produced electricity, fuel 

oil-fired boilers, and oil- or wood-fired stoves.  All economic analyses will compare 
considered options to those currently in widespread use.  

 

1.3  The Galena Situational Analysis Project 
 
1.3.1  Scope 
 

The project scope is to assess the electric power generation/distribution options 
and compare their economics for the City of Galena.  Conceptual plant designs from 
previous investigations were used.  Current loads and projected uses for energy were 
considered in developing the projections. The final product is the comparison of 
consumer electric rates projected through a 30-year period (2010 through 2039).   

 
Key issues to be addressed in choosing future energy options for any community 

include (1) available resources, (2) loads [electrical and thermal], (3) suitable 
technologies, (4) uses for extra power, (5) environmental and permitting issues and (6) 
economics. Uncertainties in the future price of imported fuel underlie all economic 
calculations.  Additional considerations are possible linkages with neighboring villages 
and the potential for economic stimulation are presented  in appropriate sections.  

 
The Project Team visited the City twice.  The first visit was April 1 and 2, 2004, to 

kick off the project, gather background information, and make presentations at both a 
town meeting and at the “Breakfast Club.”  During the second visit, June 15-16, 
presentations of our preliminary results were made to the City Council (in open meeting), 
at the “Breakfast Club,” and to the staff of the Louden Tribal Council .   During these 
visits, options were discussed with many and we gained valuable insight and 
information. 
 
1.3.2 Limitations 

 
An investigation of this type has several constraints placed on it by time, 

resources, and the availability of data.  Limitations specific to this project include:  
 

• Coal resource data for the Louden deposit is limited, therefore it was assumed to 
be sufficient to support the coal mine and power plant option.  Detailed resource 
evaluation is needed. 

• Detailed designs for power plants for the various fuel options, heat transfer 
systems, and extra power-use facilities were outside the scope of this project.  
Previous work cited was used for this analysis. 

• The use of the Toshiba 4S reactor system will require extensive technical 
design, operations, safety, risk, and environmental analyses.  The results of 
these analyses will determine the feasibility of the installation.    

• The economic analysis is based on the comparison of scenarios for change 
occurring 30 years into the future.  While scenario analysis is a useful tool for 
examining long-range feasibility, it does have several limitations.   
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o First, the validity of the analysis depends on the validity of the scenarios 
and the assumptions that are used to generate the scenarios.   

o Second, the analytical model does not contain internal "feedbacks" such 
as an explicit link between higher electricity prices and reduced electricity 
consumption.   

o Third, we have not attached probabilities to any of the assumptions or 
scenarios.  Therefore the model cannot produce estimates of a single 
"most likely" or "best" estimate for any of the results.   

o Finally, no attempt has been made to explicitly evaluate the degree to 
which any of the options may increase or decrease economic and 
financial risk.  In summary, our scenario-based analysis requires readers 
of the report to make their own judgments about which scenarios and 
assumptions are more likely to occur.  Although this can be viewed as a 
limitation of our method, it can also be viewed as a strength, since there 
is a clear link between assumptions and conclusions for each scenario 
examined. 

 
Another uncertainty is the magnitude of any future carbon or other emissions 

taxes.  Even a modest carbon tax such as that being proposed in some European 
countries can have a significant effect on the costs of using fossil fuels – in this study, 
the tax would have application in all options because either they are based on fossil 
fuels (coal and enhanced diesel) or employ diesel generation as a backup (coal and 
nuclear).    
 

1.4  Acknowledgements 
 
This study was conducted over a three-month period beginning in April 2004.  

Funding was provided by the U.S. Department of Energy’s Arctic Energy Office.  
Assistance and support was received from many sources.  Specifically, the authors 
thank: the members of the Advisory Committee (See Section 1.5) for input and 
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Committee members are 
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Brent Petrie, AVEC 
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Marvin Yoder, City Manager, City of Galena 
 

 

1.6  Technical Contributors 
 

Robert E. Chaney, Project Manager, SAIC Corporation, Anchorage, Alaska 
 
Stephen G. Colt, Assistant Professor, University of Alaska Anchorage, Anchorage, 
Alaska 
 
Ronald A. Johnson, Professor, University of Alaska Fairbanks, Fairbanks, Alaska 
 
Richard W. Wies, Assistant Professor, University of Alaska Fairbanks, Fairbanks, 
Alaska  
 
Gregory J. White, Consulting Scientist, Idaho National Engineering & Environmental 
Laboratory, Idaho Falls, Idaho 
 

 

2.  POWER GENERATION OPTIONS 
 

Essential in determining the most appropriate power generation options to 
consider is an understanding of the community’s loads.  After loads are assessed, then 
options are considered.   

 
Note that for any system option, there is a requirement to provide for backup 

generation capacity, which is accomplished by retaining some level of diesel generation 
capacity.   

 

2.1  Loads 
 

2.1.1  Heating Load for Cogenerated Heat 
 
Currently, the city buildings, school, swimming pool and health clinic space 

heating needs are met by capturing the heat rejected by the diesel electric generators 
(DEGs) and transferring the hot water to the buildings (all close to the power plant).  We 
have assumed a existing average cogeneration load of 400,000 Btu/hr for eight months 
per year plus an 300,000 Btu/hr [commercial/residential boiler load] for other buildings in 
town for eight months.  This gives a total yearly cogeneration thermal load [CTLoad] 
projected for the future of about 4 B Btu. The 400,000 and 300,000 Btu/hr were obtained 
from the 2004 Galena Energy Assessment (Northern Resource Group, 2004).  These 
were distributed over a year using Fairbanks heating degree days [HDD] data.  This 
gives a maximum heating load of 900,000 BTU/hr. However, in his response to the 
Denali Commission Screening Report (Northern Economics, 2001), city manager Marvin 
Yoder said the city uses 50% of DEGs  BTUs in winter.  With an average load of ~ 900 
kW in winter, we can assume the heat rejected to the jacket water is ~900 kW.  Using 
half of this results in 450 kW ~ 1.5 mm Btu/hr as the maximum cogenerated heat 
delivered.   Allowing for expansion, the maximum cogenerated heat delivered is about 
1.8 M Btu/hr.  This results in the upper curve in the plot shown in Figure 2.1 below and a 
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yearly total of about 8 B Btu. 
 

These HDDs were found using 1958 to 1993 data for the average daily 
temperature in Fairbanks and noting that each English unit HDD is 24 hours with the 
average ambient temperature 1oF below 65oF.  A curve fit for average daily temperature 
was used.  

 
T = 27.5 +36.*sin(pi.*(d-96)/182)      where day [d] 0 is on Jan 1.  
 
The minimum of this plot occurs on Jan 5. 
 
Then HHD = (65 – T) gives the distribution of HDD over the year. The 

corresponding equation for heating degree hours [HDH] is 
 
 HDH = 65 –T1     where  
 
 T1 = 27.5 + 36*sin(pi*(hr/24-96)./182).  
 

Using HDH total = sum(HDH), one can calculate the hourly heat load (HHL),   
 
HHL = CTLoad*HDH/HDHtotal  
 

This results in curves shown in Figure 2.1, below. The yearly total HDD resulting from 
this curve fit is 13793, which is the average for the 35 years beginning in 1958. 

  
Note: The Fairbanks average monthly minimum and maximum T over the 11-

year period beginning with 1980 correlated with Tanana with an R^2 > 0.99. Since 
Tanana is 100 miles upriver from Galena, using Fairbanks temperature data to produce 
HDD is a good approximation for Galena. 
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Figure 2.1.  Galena heating load for cogeneration 

 
2.1.2  Electric Loading Profile. 

 
To generate an electric load profile with data at 15-minute intervals for Galena, 

we started with the actual data for monthly kWh generated [Galena Energy Assessment, 
2004], the data for winter and summer peaks from the Denali Commission Screening 
Report (Northern Economics, 2001)  [1.6 MW and 0.9 MW], and used 15-minute load 
information from an interior Alaska Village Electric Cooperative (AVEC) village (Petrie, 
2004) with a similar climate to provide profiles for diurnal and weekly variations for 
Galena.  These 15-minute data were comparable with 1-hour data collected in Galena 
for the 1st quarter of 2004.  In Figure 2.2, we see the monthly electric energy generated.  
This results in an annual load slightly under 10 M kWh.  The average monthly load was  
about 800 kW in July and over 1 MW in January. 
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Figure 2.2.  Monthly electric generation for Galena 

 
By scaling the data for a northern AVEC village, we generated a map of yearly 

load excursions for Galena such that the yearly and monthly totals match the actual 
Galena data.  The results are shown in Figure 2.3. Here, if we zoomed in on, for 
example, a 1- or 2-day time period, we would see the details of the loads for that 
particular period with the load being greater at 6 p.m. than 2 a.m.   Such details can be 
extracted from the MATLAB TM program used to generate this plot and are shown in 
Figure 2.4. 
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Figure 2.3. Hypothetical electric load for Galena for one-year period 
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Figure 2.4.  Hypothetical electric load for Galena for Day 50.  The maximum is 1380 kW 
and the minimum is 990 kW. 

 

2.2  Enhanced Diesel 
 
According to the Rural Alaska Energy Plan (MAFA, 2002a), the most efficient 

village-sized DEGs available today are capable of achieving peak efficiencies in the 15.8 
kWh/gal range.  With a fuel oil having a heating value of 135 K Btu/gal, this is equivalent 
to converting 40% of the energy in the fuel to electric power.  Technology improvements 
such as those associated with electronic fuel injection have reduced air pollution and 
noise due to more efficient combustion processes.  The enhanced diesel scenario will 
assume an efficiency, for electric power production, of 15 kWh/gal as long as each 
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generator operating is at least 50% load. At the same time, we will assume that the 
captured heat from the jacket water and after-cooler [if applicable] is at least 50% of the 
electric power output.  

 
We also estimate the cogenerated heat available in the jacket water is in the 

range of the electric power generated.  Hence, the difference between these two will be 
proportional to the parasitic fan power needed for heat rejection when cogeneration is 
not sufficient for heat rejection requirements. 

 
We can define three kinds of efficiency with 
 
(1)  ηel  =  Wel/Qdoth    
 
(2) ηcogen  =  [Wel + Qdotcogen]/Qdoth, and 
 
(3)  ηecon   =  [Wel + αQdotcogen]/Qdoth      
 
where  Wel = the electric power produced (kW) 
Qdoth = the rate of energy input in the fuel (kW) 
Qdotcogen = the heat recovery rate (kW),  and 
α = an energy quality factor  

α accounts for the lower quality of thermal compared with electric energy. An 
approximate figure for α may be 1/3. 
 
Note:  to convert heat rate into units associated with electric power, it is convenient to 
use 1 kW = 3,412 Btu/hr. 

 
Figure 2.5 shows that the average monthly electrical generation efficiency varies 

from about 13.2 to 14.8 kWh/gal with an average of 13.76.  If we assume the fuel has a 
heating value of 134K Btu/gal and uses 1 kWh = 3,412 Btu, the above corresponds to an 
actual Galena efficiency range of  33.5 to 37.6%.  If we assume we can capture heat 
equivalent to one-half Wel, then each of these efficiencies increases by 50% according 
to Equation (2). From Equation (3), if α = 1/3, each η increases by about 17%.  

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
Galena DEG Effic

15

14

13

12

Ju
l

Se N J M M a
Month

k
W

h
 g

e
n

/g
a

l

pt ov an ar ay vg

FY 2002

FY 2003

 
Figure 2.5. Performance of DEG system at Galena 
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By assuming enhanced utilization of cogenerated heat together with more 

efficient production of electric power, we can calculate the reduction in diesel fuel used 
annually compared with a baseline case.  By amortizing the cost of buying new improved 
diesels and expanding district heating, we can calculate if the benefit cost ratio is greater 
than one.   

 

2.3  Coal (Mine & Power Plant) 
 

2.3.1  Coal Mine 
 
An exposed coal seam about 18 road miles upriver from Galena has coal having 

an estimated heating value averaging 9.4 K Btu/lb (18.6 M Btu/ton).  Its sulfur content is 
less than 0.5%, ash averages 9% [range 2 to 16%], and moisture content averages 19% 
[14 to 28%].  One exposed seam is about 9 feet high and 2,000 feet across. [Phillips and 
Denton, 1990].  If a 1-MW coal-fired plant were to operate with an efficiency of 25%, it 
would require 13.6 Btu/hr of fuel energy or about 0.68 tons/hr (6,000 tons/yr) of coal.  At 
a density of ~ 80 lb/ft3, the required volume is about 17 ft3/hr or 12K ft3/month.  If a 100-
foot width were taken from this 9-foot-high coal seam and used, 13 ft/month or 166 
feet/yr would have to be excavated.  

 
The coal resource estimate was based only on the extent of the exposed seams.  

A detailed drilling program is required to delineate and define the magnitude of the coal 
resource contained in this bed. 

 
A cost estimation for hauling 5K tons/yr of coal 10 miles is $123/ton for a “model” 

mine with $35 of this for hauling, $35 for permitting and engineering, and $25 for 
stripping (Phillips and Denton, 1990).  This is slightly lower than the $128/ton estimate 
for coal delivered from the Louden prospect to Galena (Northern Economics, 2001). 

 
2.3.2  Power Plant with AFBC and a Steam Turbine 

 
Atmospheric fluidized-bed combustion (AFBC) boilers are now well-established 

as a mature power generation technology with more than 620 AFBC units in operation 
worldwide in the size range 20 to 300 megawatts (MW).  Current operating experience 
shows that AFBC boilers meet high environmental standards and are commercially 
viable and economically attractive. 
http://www.epri.com/journal/details.asp?id=627&doctype=features  

 
Two commercial units are operating in Ohio at sizes < 5 MW.  One (Johnson) unit 

has operated for about 20 years.  A DOE-supported 8.5 M Btu/hr unit at Cedar Farms, 
Ohio, has completed four months of unattended computer operation of the combustor by 
April 2004.  Furthermore, it received certification for long-term commercial operation 
from Ohio having met emissions requirements for sulfur and particulates.  It provides hot 
water at 14 psia and 185oF for a commercial greenhouse operation.  Since the 
greenhouse now operates with natural gas (NG) costing $8.30/MBtu, the payback period 
is about four years accounting for combustor’s the installed cost.  This period is 
estimated to be six years if this unit were modified to produce electric power (Bonk, 
2004).  To do this, a turbine/generator, more heat transfer area, plus auxiliary equipment 

30 



Pre-Publication Draft – Subject to Change 
 
 
must be added.  The latter would include additional controls as well as transformers and 
a distribution system. 

 
These plants burn a range of fuels, including bituminous and subbituminous coal, 

coal waste, lignite, petroleum coke, biomass, and a variety of waste fuels.  In many 
instances, units are designed to fire several fuels, which emphasizes one of the 
technology's major advantages: its inherent fuel flexibility.  AFBC boilers also can more 
readily handle fuels that are problematic in pulverized coal (PC) boilers (i.e., biomass 
and waste).  The principle of operation involves tiny particles of combustible material 
such as coal being kept in suspension by upward flowing air.  The bed of hot coals 
surrounds water-filled tubes to which heat is very efficiently transferred to make steam.  
The steam expands through a steam turbine that is coupled to an electric generator to 
produce electric power. 

 
The U.S. DOE initiated a study in 1998 (Northern Economics, 2001) to 

investigate the capital and operating costs of small coal-fired power plants [600 kW to 2 
MW].  For 50 and 85% load factors, fuel costs ranging from $2.25 to $12.00/MBtu, and 
efficiencies from 20 to 26 K Btu/kWh, the electricity costs ranged from $0.22 to 
$0.77/kWh.  The installed costs ranged from $3.0K to $4.3K/kW and the total annual 
non-fuel costs ranged from $1.0M to $2.6M.  Galena coal was mentioned to have a 
delivered cost of $7.06/MBtu in that report.  This is close to the $6.15/M Btu derived from 
the 1990 study cited above.  At the other end of the spectrum, the Royal Academy of 
Engineering (2004) calculated the electricity costs from large [ >100 MW] coal-fired CFB 
power plants to be $0.063/kWh with about 90% of that being approximately equally 
distributed among fuel, capital, and carbon emissions.  These costs were slightly lower 
than those for plants using pulverized coal. 

 
A 2003 feasibility study on a barge-mounted 5-MW AFBC power plant (Bonk, 

2004) estimated capital costs from $20M to $25M and electricity costs of $0.20/kWh 
minus a credit for heat delivered.  This is for 11K Btu/lb coal delivered for $100/ton 
[estimates for Galena].  These last two numbers are equivalent to $4.54/MBtu delivered 
cost. 

 
J.S. Strandberg (1997) did a feasibility analysis of an 800 kW AFBC coal plant in 

McGrath, Alaska, plus a 125 kW DEG. He estimated a total project budget of about $14 
million, which included the power plant, coal mine development, haul road, and an 
expanded district heating system.  The coal had a heating value of about 6700 Btu/lb 
and was assumed to cost $52/ton delivered.  The district net output was 9 M Btu/hr and 
water was supplied at 240oF and 75 psig.  The estimated electricity cost was 
$0.176/kWh, which included a $ 0.077/kWh credit for heat delivered.  Over half of the 
total cost was for coal and limestone.   A major issue was the system’s high parasitic 
power required [over 155 kW], and the estimate for it was increased as the study was 
completed. 

 
Phillips and Denton (1900) calculated costs for a 483 kW coal-fired model 

cogeneration facility producing 6.8 M Btu/hr of heat.  The costs of electricity ranged from 
$0.11 to $0.22/kWh for a base load plant to as much as $0.80/kWh for a lightly loaded 
plant.  The corresponding heat costs ranged from $16 - $28/M Btu on the low end to as 
much as $110 on the high.  Of the 21 M Btu/hr fuel input, 46% went to the production of 
electricity.  Of the total capital cost of $7.5 M, $2.0 M was allocated to electrical and 
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>$5.5 M to heat.  Almost half of the latter was for 12,000 feet of distribution piping at 
$200/ft.  For a plant in Galena using Louden coal, the electricity costs were estimated to 
range from $0.26 to $0.36/kWh and heat from $24 to $36/M Btu. 

 
A comparison of the four Alaskan studies appears in Table 2.1. 
 

Table 2.1.  Key parameters for four Alaska coal-power plant studies  
 

Study/Parameters Size for We Capital Cost Est. Rate  ($/kWh) 
Phillips & Denton, 
1990 

483 kW 
+ 6.8 M Btu/hr heat 

$ 7.5 M 
[$ 2M for elec. Rest 
for heat 

0.11 to 0.80 
[base load to lightly 
loaded 

USDOE, 1998 600 kW to 2 MW $ 2.5 .. $ 6M 0.22 to 0.77 
[various fuel costs 
& loading] 

Strandberg, 1997 800 kW + 
9 M Btu/hr heat 

$ 14M 
[including coal mine + 
district heat] 

0.18 

Bonk,  2004 5 MW  
[barge mounted] 

$ 20 - $25 M 0.20 

 
For comparison, according to Colt et al. (2001), the true cost of rural electric 

utility service for 90% of rural Alaska villages runs less than $0.45/kWh.  The range is 
from $0.17/kWh for larger regional center communities (Naknek) up to around 
$1.80/kWh for small remote communities like Pedro Bay. 

 
A coal fired-plant should be a base-load plant sized to run near its capacity all the 

time except for planned shutdowns for maintenance and repair. 
 

2.3  Toshiba 4S Nuclear Power Plant 
 

2.3.1   4S System Characteristics 
 
This discussion of the proposed nuclear reactor is a summary and more details 

are enclosed in the Appendices.  First, the characteristics of the design are presented.  
Then, sections are included describing the safety of the design and the security issues. 

 
The nuclear reaction which occurs in the reactor core produces heat.  This heat 

is conveyed by heat transfer fluids or coolants to the exterior of the reactor where the 
energy is used for electric power generation or for other purposes.  Existing commercial 
plants in the United States employ water as the coolant and produce hot pressurized 
water from the energy released by radioactive decay in the nuclear core contained within 
a pressure vessel.  This water, in turn, transfers heat to water in the secondary water 
system to vaporize it into steam. All this occurs within a thick concrete containment 
structure. The pressurized steam is transferred outside the containment vessel where it 
drives a steam turbine coupled to an electrical generator. Control rods in the core are 
used to moderate the reaction. Currently, the United States produces about 17% of its 
electricity from 109 nuclear power plants of up to 1000 MW capacity.  Worldwide, there 
are over 400 nuclear plants; France generates 77% of its electricity from nuclear 
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igure 2.6.  Schematic of  Nuclear Power Plant:  Photo courtesy of TVA 

he 10 MW Toshiba 4 S nuclear power plant is an example of new small 
innova f the 

 

t 

ment 

reactors are the first stage to test the concept (research) 
 

• tors are the first of several reactors of the fully engineered 

• ce plants establish the design basis for licensing and serve as a 

The assumptio  to some question by 
 

o 

reactors . There are no commercial nuclear power plants in Alaska (McKinney and 
Schoch, 1998) 

 
Figure 2.6 shows the large containment structure in which the reactor and steam 

generator are housed. Note the parabolic-shaped cooling tower in which water is 
sprayed to allow heat to be rejected to the ambient air. This heat rejection provides a 
heat sink to condense the steam leaving the turbine. The pump feeding the working fluid 
to the steam generator requires water in the liquid form to work effectively.  Hence, the 
steam must be condensed upstream of the pump. The pump pressurizes the water to 
allow proper operation of the pressurized water reactor. 

F
 
T

tive reactor [SIR] designs that are under active development today. Most o
components of this system have been extensively tested and many have been licensed
by the Nuclear Regulatory Commission (NRC).  Toshiba currently is conducting 
engineering work to complete the reactor and plant designs.  Therefore, if the firs
operational unit is installed at a site such as Galena, it would be considered a 
“reference” rather than a “prototype” or “demonstration” plant.  Reactor develop
proceeds in several steps.   

• Experimental 
• Demonstration reactors use refined designs and test integrated systems

(engineering) 
Prototype reac
design 
Referen
model for the construction and licensing of additional commercial plants.  
(Rosinski, May 24, 2004, private communication) 
n that the 4S would be a reference plant is subject

U.S. National Laboratory staff (Brown, 2004, Sackett, 2004).  Further, caution should be
taken in the estimated development time needed to bring this design to an operational 
state.  In this study we assumed the plant would be ready in 2010, but it may require 3 t
5 years longer. 
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The 4S is schematically shown in Figure 2.7.  These modular reactors are 
designed to require minimum field assembly and minimal maintenance by allowing spent 
or defective modules to be removed and repaired at a central facility.  Unlike commercial 
power reactors, the 4S is designed as a totally enclosed unit.  The core and the primary 
coolant loops are sealed in the cylindrical structure.  The heat released by the fission 
process and radioactive decay in the core is transferred to a liquid metal [sodium] in a 
primary heating loop. This, in turn, heats sodium in a secondary loop that transfers heat 
to water to make steam in a second heat exchanger which in turn drives a steam 
generator. The sodium is maintained at about 1 atmosphere pressure and 500oC.   
There is no design capability to open the reactor vessel, for any purpose, other than at 
the factory.  The coolant is circulated by electromagnetic pumps which have no moving 
parts.  Coolant pumps and reservoirs are located above the core so that the structure 
design is kept long and narrow.   This design also means that there are no emissions, 
except steam, throughout the lifetime of the plant. 

 

Reactor 
Vessel 

Steam 
Turbine 
and 
Electricity 
Generation 
Facility 

Secondary 
Heat 
Exchange 
Facility  

        Toshiba, Inc. 
 

Figure 2.7.  Schematic diagram of the 4S installation.  Note that it is proposed that the 
Reactor Vessel be installed up to 100 feet below grade. 

 
In the 4S design, the radioactive core is 2.0 m high and 0.7 m in diameter with 

the fuel composition of enriched uranium alloyed with zirconium.  The fuel is less than 
20% uranium.    A cylindrical steel reflector shield rising from the bottom at a rate of 
around 5 cm/yr by means of an electromagnetic drive mechanism maintains the proper 
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reaction rate by reflecting neutrons back into the core. The reflectors are moving upward 
slowly in order to compensate the reactivity loss during 30 years burn-up.  In the event of 
a shutdown for whatever reason,  gravity will cause the shield to fall back down, slowing 
the reaction rate.  Moreover, the reactivity temperature coefficient is negative, meaning 
that the reaction will slow down if the core temperature gets too high.  If an accident 
occurred, power would be lost, the reflector would stop its ascent, and it would move 
down to make core sub-critical, terminating the fission reaction. 

 
The projected design life of the sealed 4S reactor is 30 years.  The intent is that 

refueling on site would not be necessary.  The reactor is intended to be returned to the 
factory and a replacement unit installed at the end of the unit’s life.  For a first-of-a-kind 
installation in Galena, licensing requirements may include extensive analysis of the 
reactor after a short run-time (i.e. 1 to 5 years).  In this case the reactor would be 
changed out at that interval and returned to Toshiba for analysis.3   Extensive technical 
design evaluations are underway at Argonne National Laboratory – West, in conjunction 
with Toshiba, to improve and refine features of the 4S, but the current design is a sound 
basic design with low technical risk. (Sackett, 2004)   

  
Load following is achieved by controlling the water flow to the steam generator 

causing changes in the coolant temperature, which affects the core inlet temperature 
and hence alters the reaction rates in the core.  Since the core reactivity has a negative 
temperature coefficient, the lower water flow rate [lower load] lowers the core thermal 
output [consistent with lower load] by raising the core temperature.  This feature greatly 
simplifies operation of the 4S power plant. (USDOE, 2001) 

 
A cost estimate provided by Toshiba in 2003 was a capital of $2,500/kWe and 

electricity at $0.05 to $0.07/kWh assuming mass production of such plants.  Experts may 
assert that this is a low value and does not include all of the development costs, as 
noted above. (Brown, 2004, Sackett, 2004) 

 
Prior to the installation of any nuclear plant in the US, the Nuclear Regulatory 

Commission (NRC) conducts an extensive licensing process.  This process includes 
extensive safety, security, and siting reviews.  Detailed risk assessments are required;  
Safety and Security are critical elements of the process.  The time required is not known 
precisely at this time. 

 
2.3.2  Safety 

 
The 4S is a pool type of reactor – not a breeder reactor- that has an “inherently” 

safe design so that it shuts itself down if coolant is lost.  If that occurs, the reflector falls 
to the bottom of the reactor vessel, no longer performing its function, and the nuclear 
reaction slows down.  This has been tested in the laboratory and will be verified as part 
of the Toshiba development work prior to NRC licensing and approval.  The concept was 
also demonstrated at the Experimental Breeder Reactor II (EBR II) at the Argonne 
National Laboratory-West facility at the Idaho National Engineering Laboratory in 1988 
when a large-scale reactor of this design was tested to failure, and the tests proved the 
reactor would shut down with no adverse effects. 

 

 
3 According to Toshiba, this location would probably the same as that for final reactor assembly. 
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The fact that there are no moving parts in the vessel adds to safety of the plant.  
The coolant is pumped using the electromagnetic properties of the sodium.   Designed 
so that there is no refueling during its design-life, the 4S requires very low maintenance 
and reduces the risk of mechanical failure.   

 
The possibility of sodium-water reactions is a serious consideration, and 

concerns about handling of sodium have resulted in extensive design consideration of 
the coolant loops in the 4S.  Water and sodium react with the release of a large amount 
of energy, and the 4S is consequently designed with double-walled piping to contain the 
sodium and prevent leaks (Sakashita, 2004).  Advanced leak detection systems sense 
the void between the walls of the pipe for sodium vapor.  If detected at levels of 0.1 gram 
per second, the sodium circulation system is shut down.  This contains the sodium within 
the piping, which is in turn contained inside the vessel or the secondary cooling loop 
housing.  In the event of a leak, there are double and triple containment features.  Leak 
detection systems monitor for sodium in each of the containment areas.  This 
significantly reduces the risk of leaked sodium coming in contact with water. 

 
Sodium cooled reactors throughout the world have been run for thousands of 

hours without incidents involving the reactor core.  According to Neil Brown, a nuclear 
engineer at the Lawrence Livermore National Laboratory, there are 21 sodium-cooled 
fast reactors worldwide, including Japan's MONJU.  This 280-MW plant operated for 
about one year starting in 1994 before being shut down after an accidental sodium leak 
and fire.  No radioactivity leaked, but community concerns have kept MONJU shut down. 
(FDNM, 2004).   

 
Another example of long-term operation is a 140-MW liquid metal reactor (JOYO), 

which has operated in Japan since 1977.  It is a breeder reactor designed to produce 
more fuel than it consumes.  It had operated for over 50,000 hours by the time it was 
shut down in 1994 and produced over 4,000,000 MWh of thermal energy.   

(http://www.iaea.org/inis/aws/fnss/fulltext/0791_4.pdf) 
During a period when the reactor was shut down, there was a fire lasting 3 hours in a 
maintenance facility 50m from the reactor in Oct. 2001.  The fire may have been caused 
by spontaneous combustion of sodium on some of the equipment (Japan Times, Nov. 2, 
2001).  

 
In another example of long-term operation, the Experimental Breeder Reactor-II 

(EBR-II) generated over 2 B kWh of electricity while operating at Argonne National 
Laboratory from 1964 to 1994.    

(http://www.anlw.anl.gov/anlw_history/reactors/ebr_ii.html).  
It successfully passed a series of safety tests including those involving loss of coolant 
flow.  Even with the normal shutdown systems disabled, the reactor safely stopped 
operating without reaching excessive temperatures.  

 
The 4S vessel is expected to be installed up to 100 feet below grade.  With the 

nature of the vessel’s walls, placing it in a concrete structure at this depth will help 
reduce safety issues.   

 
2.3.3  Security 
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Since questions of security are foremost in our minds, the NRC-required risk 
assessment will consider this in depth.  Installing the vessel deep underground with a 
large, heavy, reinforced concrete cap adds to the secure nature of the 4S installation.   
The core is designed so that the material is below the proliferation treaty limits.  If it were 
to fall into the wrong hands, it cannot be easily converted or enriched to weapons-grade 
fuel. 

 
No heavy equipment in Galena is capable of lifting/removing the cap.  The cap 

would need to be broken and removed in pieces.  Due to Galen’s isolation, no group of 
insurgents could accomplish this without detection long before they could breach the 
vessel.  Even if they did, the material in a core of this design would not be easily 
extracted.  

 
In its economic analysis based on the current practices at large nuclear power 

plants in suburban areas of the lower 48 states and Japan, Toshiba conservatively 
estimated a security guard force of 34 would be required.   Because of the design, 
isolation, and inaccessibility of the vessel or cooling loops, it is suggested that this level 
of surveillance may not be required.   A detailed risk assessment will determine what 
level is needed.  With remote monitoring from the City/State law enforcement offices, 
only one guard may be necessary on-site at all times.  This would significantly reduce 
the manpower requirements and effect the economic assessment.  Thus, in the 
economic section, we used four guards as a minimum and 34 guards as the upper level 
for security staffing. 

 
2.4  Other Power and Heat Generation Modules 

 
In addition to those technological options for electricity generation discussed 

above, others can be used and are briefly described below.  It was determined that 
these options would not contribute a significant enough amount of affordable energy to 
the utility for the utility to justify a major investment in them.  However, Galena may want 
to consider implementing these technologies on a pilot scale within the next 10 years.  If 
they might be proven feasible or reduced in price in the future, these technologies can 
be added to the utility as modules.  Included are in-river turbines, solar, biomass, fuel 
cells, and coal bed methane.  Therefore, these options are briefly discussed below – 
further details for some are provided in the Appendices.  
 
2.4.1  Hydro  In-river Turbines 

 
Galena is on the north bank of the Yukon River, one of the largest in the country.   

A tremendous amount of water passes the site each day – winter and summer - and it 
seems to be a logical place to install in-river turbines for electric power generation.   
However, compared to the load requirements of the City, this may not be a valid 
conclusion.  From the discussion presented in Appendix 1, a variety of turbines are 
being developed, but none has been proven in arctic environments.  The one apparently 
best suited to the Galena site is under development by UEK Corporation.  It is proposed 
to be installed in rivers, anchored to the bottom, and operated year-around – even under 
ice.  A project to demonstrate it at the village of Eagle on the upper Yukon River has 
been approved but is awaiting U.S. DOE funding.  This turbine design has dual 3-meter 
diameter blades.  To estimate the power output of such a unit at Galena, a look at the 
power density is in order. 
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The power density in a flowing fluid is  
 
        Pmax = 0.5ρV3  
For water flowing at V = 2 m/sec (characteristic of the Yukon at Galena) and 

density ρ = 1000 kg/m3, this corresponds to 4 kW/m3.  For reasons related to mass 
conservation and efficiency, one may only be able to capture 40% of this or less with a 
conventional turbine.  For a water turbine with two 3-meter turbines or area of 14.1 m2, 
this results in power generation of 22.5 kW – much less than that required by the City’s 
load.  Ten units would have to be installed to make even a marginal contribution and the 
cost may be too great for the benefit.  UEK estimates $1,000/kW capacity for a 10-MW 
plant yet to be built. 
(http://www.delawareonline.com/newsjournal/local/2003/09/06tidalpowerplant.html) 

 
On the other hand, an operational 300 kW tidal turbine in Norway costs 

$23,000/kW capacity.  (http://www.eere.energy.gov/RE/ocean.html) 
 

2.4.2  Solar 
 
Much of interior Alaska has a good solar resource for as much as eight months of 

the year.  The National Renewable Energy Lab [NREL, 2004] has 30-year solar 
insolation data for hundreds of U.S. locations.  Although there is no data for Galena, the 
plot shown in Figure 2.8 below for Fairbanks probably provides a fair representation.  
Note, the data shows a substantial resource, even in the springtime, when both heat and 
electrical demands are high. 

 
A downside to using solar energy is the intermittent nature of the resource. 

Hence, as with any intermittent resource, storage can be a key issue. 
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Figure 2.8.  Solar insolation data for Fairbanks, Alaska 

 
2.4.2.1  Solar-electric 
 
Photovoltaic devices convert sunlight directly to electricity at efficiencies as high 

as 25%, although 10% is typical.  Applications include residential both on and off grid, 
commercial buildings, remote systems for telecommunication, cathodic protection, 
pumping and irrigation, and land-based navigation aids.  With output power densities 
around 125 W/m2, a 1-square-meter panel may produce a kW-hr each 8-hour day. 
Brown (1999) estimated electric power can be produced for $0.20/kW-hr.  Obvious 
shortcomings in northern Alaskan applications are associated with the lack of solar input 
during the winter when the demand for electrical power is the greatest.  But the solar 
resource is still significant for two-thirds of the year in much of the state. 

 
 According to a study done in Arizona (McChesney, 2003), the average installed 

system costs in Arizona varied from ~ $6/peak watt for grid-tied facilities to over 
$20/peak W (or $20,000/kWp) for off grid systems.  The latter would include battery 
storage.  Installation of a 100 kW module in a Galena setting could cost $2M.  

 
2.4.2.2  Solar Thermal 
 
Solar thermal technologies use the heat in sunlight to produce hot water, heat for 

buildings, or electric power. Solar thermal applications range from simple residential hot 
water systems to multimegawatt electricity generating stations.   In Galena, discussions 
with the City Manager determined that this technology would more appropriately be 
installed by individual home or business owners.  Its impact on the utility was determined 
to be limited.  A more detailed discussion is presented in Appendix 2 and at the following 
web sites. 

 
http://solstice.crest.org/renewables/re-kiosk/solar/solar-thermal/index.shtml 
 
http://www.eren.doe.gov/erec/factsheets/solrwatr.pdf 
 
http://www.thermomax.com/ 
 

2.4.3  Biomass 
 
Biomass can be wood from trees as well as plant residue, animal waste, and the 

paper portion of municipal solid waste (MSW).  The dispersed nature of this resource 
makes the energy and time involved in harvesting an important issue.  With a typical 
MSW generation of 4 lb/capita/day and an energy content of about 4 K Btu/lb, such 
wastes from a village of 700 people may have a heating value of 11 M Btu/day.  If this 
could be converted to electricity with 20% efficiency, the power output may be about 34 
kW – too small for a stand-alone unit.  However, MSW could be burned in the AFBC of 
the coal power plant.   

 
2.4.4  Wind  

 

39 



Pre-Publication Draft – Subject to Change 
 
 

Wind generation is making in-roads into electricity production worldwide.  
However, at best wind turbines make up to 15 to 20% of the utility load.  They are being 
employed successfully in Alaska in Kotzebue, Wales, and St. Paul.   To be effective, a 
certain level of sustained wind resource is necessary.   Figure 2.9. shows the wind 
regimes in Alaska.  Average wind speed must be greater than about 16 miles/hr on 
average for wind generation to be effective (Class 5, 6, or 7).   Galena is in a Wind Class 
1 region with average speed much too low to be feasible.  Therefore, wind generation 
was not assessed in detail for this investigation.  

 

http://rredc.nrel.gov  
 
Figure 2.9.  Alaska, North, Wind Map.  Map of wind regimes in northern Alaska.   More 
information can be obtained on the web at www.bergey.com/Maps/Wind_classes.htm.  
Maps courtesy of U.S. DOE and NREL. 

 
2.4.5  Fuel Cells 

 
In fuel cells, hydrogen and oxygen are combined to produce water and release 

energy in the form of electricity.  This reaction occurs in a thin layer on the surface of a 
membrane in the presence of a catalyst.  Fuel cells convert the chemical energy of 
reactants (a fuel and an oxidant) into low voltage D.C. electricity via electrochemical 
reactions while generating almost no pollutants. Unlike conventional batteries, the fuel 
cell does not consume materials that are an integral part of its structure but rather acts 
as a converter.  It will continue to operate as long as fuel and oxidant are supplied and 
reaction products are removed.  Fuel cells require a minimum of maintenance, because 
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they have very few moving parts.  The most mature technology is the phosphoric acid 
fuel cell (PAFC), which utilizes hydrogen for the fuel and produces water.  This product 
is valuable, especially in Alaskan villages in the winter, where potable water can cost 
over 10 cents/gallon.  Since the water is produced at temperatures approaching 200°F, it 
can be used for space heating.  Current capital costs for a 200-kW device are around 
$4500/kW, with efficiency for electrical production around 40%.  A 1-MW PAFC plant 
consisting of 5-200 kW cells was installed an Anchorage, Alaska airport post office 
complex.  The project lasted for 5½ years and at the end, the cells were degraded to the 
point they needed to be replaced.   

 
Other types of cells being actively developed include direct methanol (DMFC), 

molten carbonate (MCFC), and solid oxide (SOFC). The DMFC has the advantage of 
being fueled with a liquid fuel (methanol) which is more readily obtained than hydrogen.  
A disadvantage is crossover of some methanol from the anode to cathode side.  The 
latter two offer the potential for internal reforming of conventional liquid and gaseous 
fossil fuel into hydrogen. Their higher operating temperatures also are more compatible 
with cogeneration.  Disadvantages include the need for more expensive materials at 
these higher temperatures.  

 
Since most fuel cell stacks under active development today require hydrogen as 

the fuel, reformers at the front end to convert fossil fuels to hydrogen are being 
developed.  So far, cleaner fuels such as natural gas and methanol are easier 
candidates than "dirtier" fuels such as diesel and gasoline.  Sulfur and CO in small 
concentrations can poison catalysts used in the stack membranes.   It must be noted 
that when fossil fuels are used to produce hydrogen, CO2 is released. 

 
A second strategy is to use excess electrical generation capacity to generate 

hydrogen from water (electrolysis) and store the hydrogen for later use.  This excess 
electrical power could come either from a renewable source, such as wind generation, or 
from excess capacity of existing diesel electric generators, using fuel cells in a load-
leveling application. 

 
The proton exchange membrane (PEM) fuel cell operates at around 60oC and 

has  solid polymer membranes sandwiched between carbon cathodes and anodes.  With 
a little less than one volt per cell, it takes about 18 cells in series to generate 12 volts. 
(Johnson et al., 2000).  Multinational corporations such as Daimler Chrysler are 
spending billions of dollars developing this technology for transportation applications. 
Several corporations are also interested in this technology for stationary power. 

 
Currently, this promising technology is not commercially available and thus was 

not considered for Galena deployment. 
 

2.5.6  Coal Bed Methane 
 

Gas has been produced commercially from coal beds in the lower 48 states.  
Development of resources in other parts of Alaska is in the preliminary stage.  
Insufficient information is available about how to develop CBM in arctic conditions to 
consider it for Galena.  If considered for development, extensive work to delineate local 
reserves is required before development could occur. 
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3.  ENERGY CONSERVATION 

 
Important technologies and techniques, that impact the amount of electricity 

required of the utility, are available for energy conservation but implementation of them 
is end-user driven and best conducted by the users.  Therefore, a discussion of 
conservation is included here for reference.   

 
Energy conservation refers to a variety of strategies employed to reduce the 

demand for energy. This can include adding extra insulation on building exteriors, setting 
building thermostats closer to ambient temperatures, or carpooling.  Conservation is 
different from increasing energy efficiency, which refers to increasing the useful output 
for a given energy input.  This could involve replacing incandescent light bulbs with 
compact fluorescent ones, driving more fuel-efficient motor vehicles, and purchasing 
more efficient appliances.   All of these practices are end-user initiatives.  Even though 
end-use conservation is not the primary utility activity, utilities may help educate and 
encourage consumers.  Utilities throughout the United States are engaged in energy 
conservation programs.  For example, GVEA’s Energy Conservation Program is outlined 
in Section 7.1 of the Administrative Manual. Some highlights of this program include  

(a) developing and maintaining an effective load-management program,  
(b) providing conservation information to the membership, 
(c) monitoring energy use in all aspects of operations including facility operation, 
facility construction, and use of vehicles, and  
(d) maintaining an active employee training program. 

 A detailed discussion of the options and benefits of conservation is given in 
the Appendix B. 

4.  USES OF EXTRA POWER 
 
One unifying way to picture the flow of energy is by considering the below energy 

trapezoid as presented by Scott (2002) and others in Figure 4.1. 
This study is focused on the top three items, sources and technologies and their 

ability to supply heat and electricity or other energy forms. The energy currencies of 
today are fossil fuels and electricity, but many believe hydrogen may be an important 
fuel in the future. What we want to provide are end services with several listed in the 
bottom part of the energy trapezoid. 
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Conversion Tech: power plant, refinery

Currencies:  fuel oil, H2, electricity
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comfort, communications
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Adapted from Scott(2001)  

Figure 4.1.   Energy Trapezoid 
Some of the power plant enhancements being considered may provide electric 

power and heat at rates in excess of today’s loads. Hence, one needs to consider 
growth in these loads such as that associated with population increases, new 
commercial enterprises, development of a regional grid, or tourism. In the future, if 
hydrogen becomes a vibrant energy currency, Galena could serve as a production 
center through water electrolysis powered by a coal or nuclear-fueled central power 
plant.  

 
4.1  District Heating – Sales to Air Station 

 
District heating currently serves the needs of the school, town offices, swimming 

pool, fire hall, and the power and water plants.  Currently, the air station area gets space 
heat via oil-fired boilers that consume around 471,000 gals/yr of diesel fuel.  This heat is 
delivered to individual buildings by utilidors. Part or all of this fuel could be displaced by 
district heating.  If the power plant [nuclear, coal, or diesel] supplying this co-generated 
heat were located, say, 2 miles from the thermal load, a substantial capital expense 
would be required to construct the heat transmission line ($200/ft).  But, the losses in a 
well-insulated line would be substantially less than the heat delivered.  
 

4.2  Residential Electric Heating 
 
If electric rates to the homeowner can be sufficiently reduced, there is a strong 

possibility that many of the approximately 220 residences (and commercial/office 
buildings) would convert to electric baseboard heat as their primary method of heating.   
There are several reasons this may be attractive.  If the cost is lower than the use of fuel 
oil, economics becomes a strong driver.  Additionally, a clean heating source reduces 
contaminants in the air of the building thereby increasing the indoor air quality.  Indoor 
air pollution is of particular concern during the long winter months when most people 
stay indoors much of the time.  Convenience is also a strong incentive.  Baseboard heat 
is even and automatic, reducing the need to bring fuel inside (as wood-fired stoves 
require) or fill/haul fuel tanks. 

 
If it is assumed the 220 residences were converted to electric baseboard heat, 

the following summarizes the costs and requirements.  Each home requires about 15 
kWs of heating capacity (50,000 Btu).  Baseboard heaters cost $50/kW and about 
$25/kW for shipping and installation.  Thus, each home would require an investment of 
$1,125 to install the heating systems.  Each home may also require up to $1,000 
investment to upgrade the service and wiring to handle the increase in load.  This 
investment might be financed through the utility as an incentive for residents to convert.  
For this reason, the overall costs are included as part of the capital cost in assessing the 
economics of the 4S nuclear system.  An estimated $250,000 would be required to 
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upgrade the utility distribution system and purchase a replacement transformer.  The 
following calculation yields $717,500 as the total cost for conversion. 

 
 
 
 
 
 
 
 500,717$
Note that this cost estimate does not include the cost of electricity and is 

independent of the source.  Supplying power for electric baseboard heaters from existing 
DEGs would result in operating costs much greater than for current forms of heating (oil 
furnaces and wood stoves).  This option is discussed in more detail in the economics 
section. 
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4.3  Hydrogen Production 
 
Many are projecting that hydrogen will be the fuel of the future.  While there are 

some good reasons for this, significant issues that must be addressed.  Hydrogen is the 
lightest element and thus has a very low density.  It easily diffuses through many 
materials including some metals.  One gallon of liquefied hydrogen weighs just 0.58 lbs 
(gasoline weighs over 6 lb/gal).  It has a high energy content, but its low density means it 
has a low energy density (Btu/unit volume).  Liquid hydrogen’s energy density is about 
22% of that for #2 diesel fuel.  Thus, storage and containment are significant issues 
relative to hydrocarbon fuels. 

 
Hydrogen is not a primary fuel as are conventional fuels such as natural gas, 

coal, and petroleum, but rather it is an energy carrier.  Hydrogen does not occur in a free 
state in nature (because of its reactivity with oxygen to form water).  Thus, hydrogen 
used as a transportation fuel must be made employing significant amounts of primary 
energy.  Most hydrogen used is currently made from reforming of natural gas.  It can be 
made by electrolysis of water – requiring large amounts of electricity.  However it is 
made, more energy is used in its production than it contains.  If produced from electricity 
from a 40% efficient coal-fired power plant, with a 75% efficient electrolyzer, the energy 
content of the hydrogen product would contain at most 30% of the energy of the coal 
used to produce it.  Hydrogen is attractive as an alternative for transportation fuel 
because it burns very cleanly and has no by-products except water and perhaps some 
traces of nitrogen oxides.  It produces no carbon dioxide.  There is currently very little 
infrastructure for the production, storage, and distribution of hydrogen on a large scale 
anywhere in the world. 

 
In Galena’s setting, hydrogen would most efficiently be used locally in the 

community, because storage tanks are expensive.  If it had to be shipped outside the 
City, tank storage would be required to store the production during the winter (about 
seven months) when the barges cannot use the river, adding significant capital cost.  
Shipping of the product might be envisioned using semi trailer mounted tanks that could 
be barged to Nenana and pulled to Fairbanks or Anchorage for sale to the military, 
railroad, or other users.  Shipping in this manner would add more than $0.90/gal to the 
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cost, making it prohibitively expensive.4  Therefore, it was concluded that any hydrogen 
enterprise should be sized to be used entirely in Galena.   

 
For purposes of this study, it was assumed the venture would be a private 

enterprise and the economics were calculated as such.  A modular plant was 
conceptualized and after several iterations, a plant based on the concept outlined by Air 
Products was used as a basis.  It would use 1 MW as the input to the electrolyzer with a 
total power requirement of 1.5 MW.  The output could be as large as 404,000 gallons per 
year of liquid hydrogen, matching well with the projected local demand.  No provision 
was made to collect or market the coproduced oxygen.  The economics were run 
assuming that the Air Station equipment was converted from diesel (50,000 gal/yr) and 
the school district buses and city vehicles were converted from gasoline (25,000 and 
15,000 gal/yr, respectively).    

 
 

Table 4.1.  Equivalent liquid hydrogen needed to displace local petroleum based fuels 
    Current Fuel Use Equivalent Liq. Hydrogen 
Air Station Vehicles 50,000 gal/yr diesel   229,000 gal/yr 
School buses  25,000 gal/yr gasoline    94,000 gal/yr 
City Vehicles  15,000 gal/yr gasoline    56,000 gal/yr
      TOTAL 379,000 gal/yr 
Therefore, the local market could use about 94% of the production capacity.  
 
 
 

Table 4.2.  Results of hydrogen economic analysis 
 
Capital  Power Cost Production Cost  Target Price  
 
$6.2 million -0-  $46/M Btu  $15-30/M Btu 
       Diesel equivalent 
-0-  $0.015/kWh $17/M Btu 
 
Based on these assumptions, on a Btu comparative basis, hydrogen cannot 

compete with diesel and gasoline.  However, if as a demonstration the capital equipment 
could be procured via a grant, with a low electrical power cost, the fuel can be produced 
at a rate comparable to diesel.  Details are presented in the Economics Section. 

 
Excess electricity could also be used to produce hydrogen via electrolysis of 

water.  With a 70% efficient electrolyzer, each MW of electric power could produce 
hydrogen at an energy flux rate of 700 kW.  An energy content of 141.8 MJ/kg = 39.4 
kWh/kg results in an H2 production rate of 17.8 kg/hr.  Under 1 atmosphere pressure and 
0oC, 2 kg of H2 occupies 22.4 m3. If pressurized to 300 atmospheres [about 4500 psi], 
one day’s production of H2 would occupy about 16 m3.  If stored for periods of weeks, the 
storage costs [amortization of the capital costs of the container] become significant. The 

                                                 
4 based upon barge shipping rate quotes, Inland Barge Service, Nenana, Alaska, May 
2004     

45 



Pre-Publication Draft – Subject to Change 
 
 
energy required for compression is a few percent of the energy contained in the 
hydrogen. 

 
 

4.4  Transmission to Other villages 
 
A regional grid could link five neighboring communities with transmission lines 

supplied by a central power plant in Galena. These five communities have a combined 
generation capacity of about 3 MW with the farthest (Kaltag) being 83 river miles away. 

 
 
 

Table 4.3.  Cost of installing a transmission line to serve near-by villages 
 

   Distance      
Cost 

($million)  

Village/ 
Population 

From 
Galena 

From 
Previous 
Village 

Portion 
Along 
Roads  

Road 
Portion 

@$80K/mi

Overland 
Portion 

@$200K/mi 
Total for 
Segment 

Down 
Stream        

Koyukuk/ 169 32** 32 5  0.4 5.4 5.8 
Nulato/ 336 50** 18 4  0.32 2.8 3.1 
Kaltag/ 230 83** 33 5  0.4 5.6 6 
     TOTAL 1.1 13.8 14.8 
Up Stream        
Ruby/ 169 42*  9  0.72 6.6 7.3 
     TOTAL 1.8 20.4 22.2 

 
*    Used a direct route on north shore of Yukon River 
**  Used abandoned telegraph right-of-way to estimate 
 
From Galena, Ruby is the closest village upstream on the Yukon.  It is roughly 52 

river miles away.  If a transmission line was run along the north shore of the river cutting 
across some of the oxbows, the distance is estimated to be about 42 miles.  Going 
downstream, a line could be run to pick up Koyukok (32 miles), Nulato (an additional 18 
miles), and Kaltag (an additional 33 miles).   Table 4.3. summarizes the cost for the lines.  
That portion of each leg, which can be constructed along a road is estimated to cost 
$80,000/mile and overland the cost is $200,000/mile, based on Galena and AVEC 
experience.  Using these assumptions, a transmission line from Galena downstream to 
Koyukok, Nulato, and Kaltag covers about 85 miles along the river and would cost an 
estimated $15 million.  A line upstream to Ruby (population 169, generation capacity of 
0.6 MW) would cost about $7.3 million.  Thus, for a total of about $22.2 million, about 
800 people with a load of 1.8 MW could be served.  Details of the economic assessment 
of the Transmission Options are presented in the Economics Section. 

 

4.4  Greenhouses and Aquaculture 
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With the copious amounts of low-grade heat produced in conjunction with power 
production, several opportunities for commercial enterprises exist, such as raising 
produce in greenhouses and fish farming.  These ventures could supply Galena and 
surrounding villages with fresh and relatively low-cost produce.  Fish raised in tanks 
could provide for local consumption or be marketed as fresh, frozen, and processed 
products.  Besides providing fresh produce, new businesses such as this would provide 
employment opportunities.  

 
4.4.1  Greenhouses 

 
Galena has plenty of sunlight in the springtime and could readily grow various 

crops such as tomatoes, potatoes, squash, cabbage, carrots, etc. if the proper 
environment could be maintained.  This includes the right temperature and an adequate 
supply of clean air.  To illustrate, suppose one needed to keep a 100 x 20 x 10 ft 
greenhouse 80oF above ambient in which the shell had an R value of 2 ft2 hr o F/Btu, 
representing a day in March.  Figure 4.1 below illustrates how much heat would need to 
be supplied as a function of air changes per hour assuming a 50% efficient heat 
recovery ventilation system.  This heat rate represents a small fraction of the rejected 
heat from a multimegawatt power plant. 
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Figure 4.2.   Heat load for a greenhouse 

 
4.4.2  Aquaculture 

 
Raising fish in tanks (farming) is often controversial, because of the concern of 

farmed fish escaping into local streams.  However, if allowed and permitted by state and 
local processes, it is another avenue open for local entrepreneurs to use the heat 
produced by power plants of various types.  Fish could be used locally or processed into 
frozen or value-added products for sale outside.   

 
An example is trout production.  Requirements include; 
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• Water temperatures of 8oC to 18oC are recommended 
• Dissolved oxygen in excess of 5 mg/L 
• 10-20 kg fish/cubic meter (22-44 lbs/264 gallons) 
• Flow rates of recharge water = 510 L of water/sec/ton of fish (153 
gallon/sec/ton) 

 
Other species have less stringent water requirements.  An economic comparison 

and assessment for various species would have to be conducted as part of the business 
planning process. (Gooley, 1997) 

 
 
   

5.  ENVIRONMENTAL ISSUES AND PERMITTING   

5.1  Primary Environmental and Permitting Issues 
 

All major aspects of power generation and distribution will carry with them some 
adverse environmental effects.  There will be effects relating to the construction and 
operation of power plants, regardless of the means by which the power is generated.  
There will also be potential environmental effects from operating each type of power 
plant.  Transportation of fuels and/or power plant components will also involve 
environmental impacts, especially if new power lines and/or roads are necessary.  Each 
of the three primary energy options addressed in this report (diesel, coal, and nuclear) 
will also result in the emission of water and air pollutants and the generation of wastes of 
various types.  In the case of coal, disturbance from mining must also be considered.  
Each of these potential threats to the environment are regulated by one or more 
agencies of the state or federal government.     

The purpose of this portion of the Galena Energy Assessment is to (1) briefly 
summarize the key environmental issues associated with the primary energy options; (2) 
provide a short summary of the state and federal regulations that address these 
environmental issues; and (3) rank the primary energy options in terms of the effort and 
costs that will be associated with the various options.   This section is not intended to 
provide a comprehensive assessment of environmental issues and permitting for energy 
development but is intended to provide a high-level summary of the key environmental 
issues relating to the potential diesel, coal, or nuclear power generation at Galena.  Such 
a comprehensive assessment will be part of the overall permitting process, regardless of 
which option (or options) the City of Galena selects to pursue.    

For the sake of convenience, environmental impacts associated with energy production 
and delivery can be placed into four general categories:   

(1) significant disturbances of land and surface water, and groundwater; 
(2) emission of air pollutants;  
(3) emission of water pollutants; and 
(4)  management of various types of regulated wastes. 
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5.1.1  Disturbance 

These issues are covered by a wide variety of permitting and licensing 
requirements from an equally wide variety of state and federal agencies.  A partial list of 
issues and the agencies responsible for regulating those issues is provided in Table 5.1.   

 

Table 5.1.  Partial list of permitting requirements related to disturbance of lands and 
waters. 
Permit requirement Primary regulatory agency 
NEPA Environmental Impact Statement U.S. Environmental Protection Agency 
Storm water Discharge Permit U.S. Environmental Protection Agency 
Threatened and Endangered Species 
and Critical Habitat Assessments 

Alaska Department of Fish and Game 

Wetlands Assessment U.S. Army Corps of Engineers 
 

Building Permits Alaska Department of Public Safety 
Wastewater and sewage permits Alaska Department of Environmental 

Conservation 

5.1.2  Air Pollution 

Control of air emissions in the United States is regulated under the Clean Air Act 
as amended in 1990.  At the national level, new air pollution point sources are regulated 
by the U.S. Environmental Protection Agency (EPA).  However, as with most 
environmental regulations at the national level, the Clean Air Act provides states with the 
option to take over regulatory authority for air pollution sources within their boundaries.   
In Alaska, the Department of Environmental Conservation – Division of Air Quality is the 
primary regulatory agency with respect to air emissions.  The State of Alaska therefore 
maintains primacy over air quality issues in the state through Title 44, Chapter 46, and 
Title 46, Chapter 3 and Chapter 14.   
 
5.1.3  Water Pollution 

Control of water pollution in the United States is also maintained by the EPA 
under authority of the Clean Water Act.  In contrast to the situation with air emissions, 
however, the State of Alaska has not opted to take over regulatory authority from EPA.  
For this reason, any water pollution permitting must be through the EPA rather than 
through a state agency.  Much of the general information on water pollution issues is 
taken directly from the EPA internet web sites.  
http://cfpub2.epa.gov/npdes/regs.cfm?program   

Although there are differences in water permitting needs for the three primary 
energy options discussed in this report, the primary permitting issue for each will be 
storm water permitting under the National Pollutant Discharge Elimination System 
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(NPDES).  Administered by the EPA, the NPDES regulates point sources that discharge 
pollutants into waters of the United States.  An NPDES permit is required for any 
construction activity that disturbs one acre or more of land, including construction of the 
power plant, roads, power lines, tank farms, mines, ore processing facilities, etc.  On 
March 10, 2003, new regulations came into effect that extended coverage to 
construction sites that disturb one to five acres in size, including smaller sites that are 
part of a larger common plan of development or sale.  Sites disturbing five acres or more 
were regulated previously.  

Where the EPA is the permitting authority, the Construction General Permit 
(CGP) outlines a set of provisions construction operators must follow to comply with the 
requirements of the NPDES storm water regulations. The CGP covers any site one acre 
and above, including smaller sites that are part of a larger common plan of development 
or sale, and replaces and updates previous EPA permits. To be eligible for coverage 
under the Construction General Permit (CGP), you must assess the potential effects of 
storm water discharges and storm water discharge related activities on federally listed 
endangered and threatened species and any designated critical habitat that exists on 
or near the site. In making this determination, one will need to consider areas beyond 
the immediate footprint of the construction activity and beyond the property line, 
including those that could be affected directly or indirectly by storm water discharges. 

5.1.4  Waste Management 

Each of the three primary energy options will generate waste of various types.  In 
Alaska, solid wastes (nonhazardous) are regulated by the Alaska Department of 
Environmental Conservation.  Solid wastes will be a substantial issue with the coal 
option because coal mine overburden is classified as a solid waste.  Each option will 
also generate some volume of wastes classified as hazardous.  The primary authority for 
regulating hazardous wastes is the Resource Conservation and Recovery Act (RCRA), 
administered by the EPA.  Regulatory authority for hazardous wastes in Alaska, however, 
is shared between EPA and the Alaska Department of Environmental Conservation.   

Radioactive waste is unique in that it is regulated by the U.S. Nuclear Regulatory 
Commission (through a memorandum of understanding with the EPA) under authority of 
the Atomic Energy Act.   

5.2  Enhanced Diesel 
 
5.2.1  Background and Assumptions 

It is assumed that a new diesel plant and related infrastructure will be located 
near the existing power plant, reducing the need for the construction of additional roads, 
power lines, and tank farms, thereby simplifying the environmental permitting process.  It 
is also assumed that fuel will be transported to Galena in the same manner as at present, 
primarily by barge during the summer shipping season on the Yukon River.  Although 
the permitting process for this option is probably the least restrictive, numerous permits 
will have to be obtained for the diesel option to be implemented.    

5.2.1.1  Disturbance. 
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In comparison to the coal and nuclear power plant options, and based on the 
assumptions listed above, construction and operation of an enhanced diesel power plant 
will likely result in less disturbance of land and waters than the other primary options.  
However, a number of state and federal permits could be required, especially if 
additional roads and/or power lines are necessary.   

5.2.1.2  Air Pollution.   

The Alaska DEC Division of Air Quality has a general air quality operating permit for 
diesel electric generating facilities.  This permit can be accessed through the DEC website 
(http://www.state.ak.us/dec/air/ap/docs/gp1.pdf).  The general permit covers emissions of 
primary pollutants such as oxides of nitrogen and sulfur, respirable particulates (PM-10), 
volatile organic compounds, and carbon monoxide, all of which may be released from the 
power plant stack.  There are also provisions for visible emissions (smoke) from the power 
plant, and for emissions from stored fuel.   

5.2.1.3  Water Pollution.   

A storm water permit through the EPA NPDES program will be required for any 
construction activity, including the new power plant, tank farm, roads, or power lines.  
Requirements for spill prevention and response may also be imposed.   

5.3 Coal 

5.3.1  Background and Assumptions 

For coal to be a viable option as an energy source for the City of Galena, it has 
been assumed that a surface coal mine would be developed above old Louden, and a 
coal-fired steam plant would then be built in or very near the City.  All aspects of coal 
production and use must therefore be considered – from permitting the mine itself to the 
disposal of wastes generated by the power plant.  All of the infrastructure required to 
extract the coal, transport the coal, and produce the power must therefore be considered.   
It is also assumed that coal generated would be used locally and not be shipped to 
market elsewhere.    

Power generation using locally derived coal can be viewed as a five-step 
process:  (1) mining; (2) preparation (primarily crushing); (3) transport; (4) power 
generation; and (5) waste management.  Each of these basic steps in coal power 
generation has inherent environmental issues associated with it, and each is regulated 
by one or more state or federal agencies.   

5.3.1.1  Coal Mining.   

Much of the information in this section on coal mining environmental issues and 
permitting is taken directly from internet web sites of the Alaska Department of Natural 
Resources (DNR).  Background information on Alaska’s Coal Regulatory Program is 
taken largely (and often directly) from an Alaska Division of Mining, Land, and Water 
web site (http://www.dnr.state.ak.us/mlw/mining/coal).  Permitting requirements for 
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surface coal mining are provided on a related DNR web site 
(http://www.dnr.state.ak.us/mlw/mining/coal/coalreg.pdf).    

 Although coal mines have operated in Alaska since 1855, only two mines are 
currently operating in Alaska: the Gold Run Pass Mine and the Poker Flats Mine.  Both 
mines are owned and operated by Usibelli Coal Mine, Inc., and both are located within 
six miles of each other east of Healy.  Usibelli has been mining coal in the Healy area 
since 1948.  Production therefore began before the current federal and state regulatory 
programs were put into effect, so not all of the standards that would be applied to a new 
mine are actually in effect at the two Usibelli mines.  Also, coal mining is regulated in a 
manner that is entirely different from that of other types of mines.  Points of comparison 
for environmental compliance for any new mine near Galena or elsewhere in Alaska are 
therefore generally lacking.   

At the federal level, coal mining is regulated primarily by the Surface Mining 
Control and Reclamation Act (SMCRA) of 1977.  This Act substantially increased the 
environmental oversight applied to coal mining nationwide.  As with many federal 
environmental regulations, SMRCA also provided individual states with the opportunity 
to assume primacy over the federal program by developing a state regulatory program 
for coal in a manner which complies with federal SMCRA standards.  Alaska opted to 
develop its own program consistent with SMRCA, enacting the Alaska Surface Coal 
Mining Control and Reclamation Act (ACMCRA) in 1983.  

ACMCRA is administered by the Alaska Division of Mining, Land and Water 
Management (DMLW), a division of the Department of Natural Resources.  The Act 
comprehensively regulates almost all aspects of coal mining activity from exploration 
through final reclamation. Some of the more important parts of the program include the 
following (http://www.dnr.state.ak.us/mlw/mining/coal/): 

• Exploration permit:  Permitting is required before any coal exploration activity 
occurs on any land ownership (federal, state, municipal, or private lands).  

• Review Process:  Any new mine proposal must undergo extensive review before 
any permit is approved. The review includes at least two separate public notice 
periods and is highly prescribed by regulation.  

• Performance Standards:  65 separate performance standards are set for various 
coal mining activities, everything from the placement of signs to statistical 
requirements for measuring revegetation success.  

• Inspection:  DMLW personnel must inspect each operating coal mine an average 
of once each month.  

• Penalties:  Criminal and civil penalties are enforced for violations of ACMCRA.   

5.3.1.2  Disturbance from Mining 

It is impossible to mine coal without disturbing large areas of the land surface.  
This is especially the case with surface mines, although land disturbance from 
subsurface, tunnel mines may also be substantial.  Disturbance of the environment due 
to mining is generally covered by reclamation requirements, and one of the primary 
goals of ACMCRA (and SMCRA) is to ensure that reclamation is performed in an 
effective and timely manner.  Toward that end, the State of Alaska’s coal mining 
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regulations contain a variety of reclamation requirements.  To ensure that reclamation is 
accomplished adequately, the operator must submit a reclamation bond before mining 
begins.  This bond must be sufficiently large to allow the state to reclaim the site if the 
operator fails to do so.  The Usibelli Coal Mine, Inc. has pledged a collateral bond of 
approximately $3 million for the reclamation at its two mines.  Once the area is reclaimed, 
the state can incrementally release the bond.  Alaska's coal program regulations require 
that final bond release not occur until at least 10 years after the mine site is graded and 
initial vegetation established. The 10-year period is intended to provide time to 
determine whether revegetation is successful.  The Usibelli Coal Mine, Inc., has a full-
time reclamation engineer on staff, as well as seasonal reclamation work crews.  Each 
year, the company seeds and fertilizes land being reclaimed. In 1997, they planted 
several thousand birch, willow, alder, and spruce seedlings on the two mines. 
Reclamation requirements may be found on the Alaska DNR internet web site 
(http://www.dnr.state.ak.us/mlw/mining/coal/coalreg.pdf).  

DMLW recently approved a new mine permit for the Two Bull Ridge Mine.  Some 
of the important reclamation provisions of the permit were the following: 

• Topsoil:  An extensive pre-mining soil inventory was conducted, and all 
soils removed were required to be saved except those that are unsuitable for 
reclamation use and those on steep slopes.  All of these salvaged soils will 
ultimately be placed back onto reclaimed areas.  As the active mining area 
moves through the 832-acre area of the mine, grading will be completed and 
topsoil will be replaced within approximately 800 feet of the actively mined 
area.  
• Post-Mining Land Use:  The mining area will ultimately be reclaimed for 
wildlife habitat, which was the predominant pre-mining land use.  
• Revegetation:  Usibelli’s Revegetation Plan has two parts. First, the area 
will be seeded with native grasses to quickly establish a ground cover that will 
control erosion.  Second, although they expect natural regeneration to 
provide the larger woody plants, this natural regeneration process will be 
accelerated by planting 100 plants per acre using naturally occurring woody 
plants such as willow, alder, or spruce.   

5.3.1.3  Air Pollution for Coal Mining 

For coal mining, the primary air pollution issues include the generation of fugitive 
dust and the potential release of methane.  These emissions will be controlled under a 
permit by the Alaska Division of Air Quality.   

5.3.1.4  Water Pollution for Coal Mining 

Aside from standard storm water discharge issues, coal mining is a water 
pollution concern primarily because of acid mine drainage.  Requirements of the EPA 
will restrict or eliminate the potential for acid mine drainage.  The greatest water pollution 
regulatory burden for coal mining will be the NPDES permitting, which has been cited as 
“the greatest obstacle to timely development of mines in Alaska” (Report of the 2004 
Alaska Minerals Commission).   
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5.3.1.5  Waste Management for Coal Mining 

A solid waste disposal permit will be required from the Alaska Department of 
Environmental Conservation.  The most recent solid waste disposal permit approved in 
Alaska was a renewal of a solid waste disposal permit for the Usibelli mine.  This permit 
(http://info.dec.state.ak.us/decpermit/eh/sw/0031-ba002.pdf) is for the continued 
operation of “an inert waste monofill for construction and demolition debris, shop wastes, 
and coal ash, located at the Usibelli Coal Mine “… in accordance with AS 46, 18 AAC 15, 
and 18 AAC 60.”   The permit was issued in April 2000, and extends for a five-year 
period, after which it must be renewed again.  The Usibelli permit allows for the disposal 
of these specific nonhazardous waste types “within the boundaries of the Poker Flats 
and Two Bull Ridge mining areas at Usibelli Coal Mine.” 

5.3.2  Coal Preparation – Air Pollution 

In April 2003, the Alaska Department of Environmental Conservation, under the 
authority of AS 46.14 and 18 AAC 50, issued Air Quality Operating Permit No. 
317TVP01 to the Usibelli Coal Mine, Inc., for the operation of the Usibelli Coal 
Preparation Plant.  This permit is in force until the expiration date of May 13, 2008.   The 
Usibelli permit included provisions limiting emissions of regulated air contaminants 
including particulate matter (PM-10), Sulfur Oxides (SOx), Nitrogen Oxides (NOx), 
Carbon Monoxide, and Volatile Organic Compounds (VOCs), and requires the permittee 
to submit assessable emission estimates no later than March 31 of each year.  The 
submittal is required to include all of the assumptions and calculations used to estimate 
the assessable emissions in sufficient detail so they can be verified.  A list is provided 
below of sources at the Usibelli mine site that have specific permit stipulations for 
monitoring, record keeping, or reporting conditions.   From Table 5.2 (below) each 
source has stipulations associated in the permit.  Many of these involve record keeping. 

Table 5.2  Usibelli Coal Preparation Plant Source Inventory 
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5.3.3  Coal – Transportation 

ID Source Name Source Description Rating/size Install 
Date 

1  CRU1-Primary 
Crusher 

Stamler Feeder Breaker-
12465 

1,400 Tph 1986 

2  CRU2-Secondary 
Crusher 

McNally 34 x 38  1,000 Tph  1982 

3 CRU3-Secondary 
Crusher 

Gundlach  500 Tph  1997 

4 SCR1 Screener Rippleflow Screener  500 Tph  1997 
5 SCR2 Screener Rippleflow Screener  500 Tph  1997 
6 TRA1  Transfer point #1  500 Tph  1997 
7 TRA2  West Tipple Transfer  400 Tph  1997 
8 FIN1  Fine coal Loadout  1,400 Tph  1982 
9 DUM-1  Truck Dump  1,400 Tph  1990 
10 TRN1  Train loadout  2,500 Tph  1992 
11 TRK1 West Tipple Truck Loadout  200 Tph  1996 
12 STK1  Coal Stockpile Loadout  20,000 tpy – 

loadout 
1992 

13 Boiler 1  Kewanee Coal fired  7.22 M Btu/hr 1982 
14 Boiler 2  Ferrar & Trefts 578 Coal 

fired  
7.69 M Btu/hr 1977 

15 Boiler 3 Hastins 55A Diesel fuel  1.0 M Btu/hr 1996 
16 Boiler 4  Kewanee 4430 Waste Oil  5.0 M Btu/hr  1996 
17 Tank 1  Diesel Fuel 24,000 gal 1993 
18 Tank 2  Diesel Fuel 24,000 gal 1993 

A new coal mine, even if “local,” will require that some new roads be built.  For 
Galena, the type and distance of these roads will depend on a number of factors, 
including (1) how close the mine and coal processing facilities are located from the 
power plant; and (2) whether coal will be produced to be shipped for use elsewhere.  
Construction of new roads in Alaska require a number of permits, the most substantive 
of which are summarized below: 

5.3.3.1  Federal 

U.S. Army Corps of Engineers:  Disturbance of any lands containing 
wetlands requires a permit (or waiver) from the Army Corps of Engineers before any 
dredged or fill material is placed in wetlands.  The Corps is responsible for determining 
whether an area is wetland for permit purposes and issues permits for dredging, filling, 
or placing structures in tidal waters, streams, lakes, and wetlands.  For additional 
information, or for a wetlands determination, contact the U.S. Army Corps of Engineers, 
Regulatory Branch, PO Box 898, Anchorage, AK 99506-0898 (1-800-478-2712). 

U.S. Environmental Protection Agency:  As described in previous 
sections, the EPA manages NPDES storm water permits required for all construction 
projects that disturb over 5 acres of land.  Contact information: U.S. Environmental 
Protection Agency, Region 10, Office of Water, 1200 Sixth Avenue, Seattle WA 98101 or 
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1-800-424-4372 x6650. Permits available at 
http://www.epa.gov.r10earth/stormwater.htm 

5.3.3.2  State of Alaska 

Department of Fish and Game:  The Alaska Department of Fish and Game is 
responsible for issuing permits for any activities or projects which impact waters that 
support salmon and high value resident fish species as well as for activities within 
Critical Habitat Areas, State Game Refuges and State Game Sanctuaries.  Contact the 
Alaska Department of Fish & Game, Habitat & Restoration Division, 333 Raspberry, 
Anchorage, AK 99518. (907) 267-2285.  

Department of Public Safety:  A State building permit is required for all 
commercial buildings for any location in the State. The State Fire Marshal issues permits 
after appropriate plans and specifications are submitted and approved.  Information and 
application are available at:  State Fire Marshal, 5700 East  (907) 269-5604. Tudor Road, 
Anchorage, AK 99507  

Department of Environmental Conservation:  The Alaska Department 
of Environmental Conservation (ADEC) provides and enforces standards for water 
quality and waste disposal, as described in earlier sections.  For information specific to 
domestic water wells and septic systems, contact the state or local ADEC office.  

5.3.3.3  Local 

There may also be additional permits required relating to construction, zoning, 
easements, covenants, waste disposal, flood plain development, critical habitat, etc.   

5.3.4  Coal Power Generation 

Construction of a coal-fired power plant in Galena will require a number of construction, 
air pollution, water pollution, and waste management permits.  Air permits will deal with 
emissions for sulfur and nitrogen oxides, particulates, and carbon monoxide, and may 
also restrict visible emissions.  For water, an NPDES permit will be required for the 
power plant, and thermal loading to waters may also be restricted.  Waste management 
will include disposal of ash and other materials.   

5.4  Toshiba 4S Nuclear Plant 

The U.S. Nuclear Regulatory Commission (NRC) regulates the construction and 
operation of all new commercial nuclear power facilities that produce electricity in the 
United States.  The NRC is responsible for issuing standard design certifications, early 
site permits, construction permits, operating licenses, and combined licenses for 
commercial nuclear power facilities.  NRC regulates reactor siting, construction, 
operation, and decommissioning through a combination of regulatory requirements, 
licensing, and oversight, including inspection. Recently, the NRC has been making minor 
revisions in its policies to help make new licensing reviews more effective and efficient 
and to reduce unnecessary regulatory burden on future applicants.  NRC's Regulations 
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are found in Chapter I of Title 10, "Energy," of the Code of Federal Regulations (CFR).  
These are summarized in Appendix 3.   

5.4.1  Disturbance 

As with the other energy options discussed, construction of the Toshiba 4S 
reactor in Galena would require a storm water permit under EPA’s NPDES program. 
Depending on the area of land disturbed (including security fences, etc.), additional 
disturbance-related regulations may be invoked, including those listed in Table 4-1 for 
Coal Mining. 

 
5.4.2  Air Pollution 

The Toshiba 4S power plant is an entirely closed system. As such, no 
atmospheric emissions are anticipated under normal operating conditions. Any air 
permitting issues associated with the 4S plant will likely be routine nonradioactive 
emissions permits through the Alaska Division of Air Quality. 

 
5.4.3  Water Pollution 

As with air pollution, the closed system design of the 4S plant will likely limit 
water pollution permitting to the construction storm water permits described above under 
“disturbance.” 
 

5.4.4  Waste Management 

Operation of the 4S reactor will generate small volumes of solid waste (trash) 
and potentially some small volumes of hazardous (nonradioactive) wastes. Both 
classifications will be permitted as described for the other energy options listed above. 
Under the assumptions provided by Toshiba, the 4S plant will not generate any 
radioactive waste except the reactor core itself, which will be returned to Japan following 
the decommissioning of the plant.  

5.5  Conclusions – Environmental Issues and Permitting 

Given the assumptions stated throughout this report, and strictly from an 
environmental permitting standpoint for the City of Galena, evaluation of the permitting 
requirements for each of the three primary energy options yields a clear loser (coal) and 
an apparent winner (nuclear).  Two key assumptions that play heavily into this result.  
The first is that coal will be generated locally.  This represents a distinct disadvantage 
from a permitting standpoint in that permitting for the mine site must be considered for 
this option, but not the others.  The second assumption is that all of the information 
provided to us by Toshiba proves to be accurate and is accepted by the NRC.  
Specifically, (1) if the 4S reactor truly generates no air or water emissions; (2) the reactor 
is returned to the final assembly point the end of its useful lifetime (thereby eliminating 
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nuclear waste issues in Alaska), and (3) Toshiba5 bears all (or most) of the licensing 
costs, then the permitting “cost” to Galena is reduced to the point that the nuclear power 
option becomes the clear preference.  Before a final decision is made, it is imperative 
that these assumptions be verified.   

6.  ECONOMIC ANALYSIS 

6.1  Overview of Methodology 
 

The economic analysis model calculates the total cost of providing electric 
power to the Galena utility distribution system (the “busbar cost”).  The analysis runs 
for 30 years, from 2010 to 2039.  In all cases, the existing electric and district heat 
loads are served as firm loads.  In some cases, additional heating loads are also 
served, and the delivered energy is valued at the avoided cost of displaced fuel.  
Electric space heating of residences is treated as a firm load, which must be met by 
the utility with diesel backup, while the air station heating load is treated as a nonfirm 
or “economy energy” load. 

The model computes and considers the relevant electric and heat loads one 
day at a time to determine how much energy can be delivered that day by the primary 
generation source (diesel, coal, or nuclear) and how much must be delivered from 
diesel as a peaking and/or backup resource.  Nonfirm energy sales are counted as a 
credit against total energy production cost to determine the net cost of serving the firm 
load.  The model calculates the net present value of all annual costs to determine the 
total system life-cycle cost of power generation to the City of Galena Electric 
Department.  It also computes the approximate average electric rate necessary to 
cover each year’s annual cost of providing electric service.  The average electric rate 
also includes estimated distribution and administration costs. 

To deal with uncertainty, we employ low and high values for some critical 
parameters.  These are discussed below.  We also employ sensitivity analysis to 
determine the effect of changing some specific assumptions.   

6.1.1   Example of Model Structure 

The following highly simplified example illustrates the basic steps in the 
analysis.  More details on the model structure are presented in Appendix D.  The full 
model is available from the authors as an Excel spreadsheet. 

Suppose the total firm load to be served on January 1, 2010, is one megawatt 
(1 MW) of electricity (measured at the busbar) and the primary generation resource is 
diesel.   

The busbar energy requirement for that day is 
 1 MW x 24 hours = 24 megawatt-hours (MWh), 
 
The amount of diesel required is 
 24,000 kWh / (14 kWh/gallon) = 1,714 gallons/day. 
 

where 14 kWh/gallon is the assumed efficiency of the diesel generators. 

 
5 Toshiba or the third party owner 
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The cost of this fuel is 
 1,714 gallons times $2.50 / gallon = $3,685/day 
 
Additional variable operating costs (such as lube and overhauls) are 
 24,000 kWh x $.02/kWh = $480/day 
 
The total variable cost of generation for this one day is 
 480 + 3,685 = $4,165/day 
 
The total variable cost for other days differs because more or less electricity is 

produced.  The model adds all of these daily variable costs together; the total variable 
cost for one year might therefore be about $1.2 million. 

   
The annual fixed cost is 
 $300,000 (for labor) + $200,000 (for generation equipment) = $500,000 
 
Therefore the total annual cost of generation for the year 2010 is $1.7 million.  If 

the total cost of the distribution system and utility administration is $500,000 per year, 
then the total cost of electric service for the year is $2.2 million.   

 
Total electric sales are projected to be 
 9,440 MWh x 0.9 = 8,496 MWh, 
 

where the factor 0.9 accounts for 10% losses between the point of generation and the 
customers’ meters.   

 
To cover the total cost of generation, the average rate must be 
 
 $2,200,000 / 8,496,000 kWh = $.26/ kWh 
 
Of this, 18 cents per kWh is for generation and the remaining 8 cents per kWh is 

for distribution and administration.  In this simple example, the entire load is a firm load.  
In subsequent years, the load grows and costs increase.  The required electric rate may 
go up or down over time.  The life-cycle cost of electric service is the discounted present 
value of all annual costs. 

This simplified example does not consider the economics of serving additional 
heat loads.  Sales of additional heat or electricity beyond the current utility 
requirements would be counted as a credit against the total cost of the energy system.  
The details of how this analysis plays out are considered below, in the results section. 

 

6.1.2.  Economic Model Limitations 

 
The economic analysis is based on the comparison of scenarios for change 

occurring 30 years into the future.  While scenario analysis is a useful tool for examining 
long-range feasibility, it does have several limitations.  
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1. the validity of the analysis depends on the validity of the scenarios and the 
assumptions that are used to generate them.   

2. the analytical model does not contain internal "feedbacks" such as an 
explicit link between higher electricity prices and reduced electricity 
consumption.   

3.  we have not attached probabilities to any of the assumptions or 
scenarios.  Therefore the model cannot produce estimates of a single "most 
likely" or "best" estimate for any of the results.  

4. finally, no attempt has been made to explicitly evaluate the degree to which 
any of the options may increase or decrease economic and financial risk.   

 
In summary, our scenario-based analysis requires the reader of the report to 

make their own judgments about which scenarios and assumptions are more likely to 
occur.  Although this can be viewed as a limitation of our method, it can also be viewed 
as a strength, since there is a clear link between assumptions and conclusions for each 
scenario examined. 

 

6.2  Assumptions 
 

6.2.1  Overview of Assumptions and their Use 

 

The analysis period runs for 30 years, starting in 2010.  This is the first year in 
which the nuclear or coal systems could plausibly be put in place.  All dollar values are 
“real” dollars with today’s (year 2004) purchasing power.  The discount rate for 
computing the net present value of future dollar amounts is assumed to be 4% over 
and above inflation.  This is consistent with interest rates for public-sector borrowers 
such as the City of Galena. 

Numerous assumptions drive the analysis.  Some are more important than 
others, and some are more uncertain than others.  Some assumptions are both very 
important and fundamentally uncertain.  We have designated these as critical 
assumptions.  The five critical assumptions for this analysis are  

1) the initial price of diesel in 2010, 

2) the future increase in the price of diesel, 

3) the price of coal,  

4) the efficiency of the coal plant, and  

5) the number of security staff needed at the nuclear plant.   

Each critical assumption has a low value and a high value, which are presented below 
and summarized in Table 6.1.  Combinations of low and high values for the five critical 
assumptions jointly determine the basic range of results.  We have made no attempt to 
choose a “most likely” value or an “average value” for any of the critical assumptions. 
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Table 6.1.  Summary of critical assumptions 

units low  value high value
D iesel fuel price in 2010 $/gallon 1.50 2.15
D iesel fuel price inc rease % per year 0.0% 2.0%
  (over and above general inflation)
C oal price (delivered to Galena) $/ton 100 125
C oal plant average effic iency 30% 40%
Nuc lear plant security s taff pos itions 4 34  

 

For all other assumptions, we have adopted single values for the basic 
analysis.  These are presented and discussed in the following sections.  Sensitivity 
cases explore some variation in these other assumptions, which are discussed in the 
results section, below. 

6.2.2  Current Loads and System Costs 

Galena electric energy requirements have been growing at about 2% per year, 
reaching about 9.5 MWh in 2003.  Generation efficiency has also increased and is now 
close to 14 kWh per gallon.  The current cost of providing electric service is about 26 
cents per kWh, as shown in Figure 6.1.  As this figure shows, about one-third of the 
total cost is for distribution and administration.  To be competitive with diesel, an 
alternative generation system must deliver electricity to the distribution system for 
about 18 cents per kWh. 

Table 6.2.  Galena electric utility statistics. 

A verage
annual

units FY 00 FY 01 FY 02 FY 03 growth
E lec tric ity  generated M W h/y r 9,026     9,141     9,408     9,578     2.0%
E lec tric ity  sold M W h/y r 8,038     8,531     8,342     8,103     0.3%
Diesel fuel used gallons 667,815  662,908  686,104  692,932  1.2%
P eak  load M W 1.6         
kW h generated per gallon 13.5 13.8 13.7 13.8 0.8%
E lec tric  losses 10.9% 6.7% 11.3% 15.4%
Dis tric t heating load B  B tu/y r 8.0         

source: City  of Galena  
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Figure 6.1.  Current cost of electric service with diesel fuel at $1.32/gal for 2003, 
the year of this data. 

 

6.2.3  Assumptions about Future Loads 

Table 6.3 and Figure 6.2 summarize our projections of future energy 
requirements.  We assume that current utility electricity requirements will continue to 
grow at 2% per year.  The existing district heating load remains constant and is treated 
as a firm load.  Both the coal and nuclear systems must serve this load.   

 
Table 6.3.  Future energy requirements. 

 

source of load type units 2010 2039
Utility  elec tric ity firm M W h 11,002     19,539       
E x is ting c ity  heating loop firm M W h 2,344       2,344         
Res idential space heating firm M W h 7,413       13,164       
A ir s tation heat non-firm M W h-equiv 8,464       8,464         
Greenhouse firm M W h 570          570            
Tota l e ne rgy re quire m e nts a t pow e r pla nt M W h 29,794     44,081       

note: M W h-equiv denotes  the am ount of elec tric ity  that could be generated by  pass ing the heat 
load in ques tion through a turbine/generator.  
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Figure 6.2.  Projected future energy requirements. 

 
Table 6.4. shows additional assumptions about the residential space heating 

load and the air station district heat load.  We have estimated the home space heating 
load to be about 7.4 MWh in 2010, based on 220 houses each using the equivalent of 
1,000 gallons of stove oil per year.  This home space heating load is also treated as a 
firm load.  However, our analysis revealed that it does not make economic sense to try 
to serve any of this load with electricity generated from diesel or coal.  Therefore, 
home electric space heating is only provided by the nuclear system.  It is valued at the 
avoided cost of stove oil, which we assume costs 75 cents more per gallon than utility 
diesel.  Partially offsetting these savings are the costs of upgrading the distribution 
system and installing electric baseboard heating in all existing homes. 

The air station heat load is assumed to remain constant at 52 billion Btu per 
year (B Btu/yr).  To analyze this load in the context of the electric system, we have 
expressed this load in terms of how much electricity could be produced with the heat 
energy.6  The air station heat load is nonfirm.  The nonfirm heat sales are treated as 
economy energy sales of steam or hot water metered at the power plant.  In the 
model, these sales are not backed up with diesel power when the coal or nuclear 
systems are down.  The coal or nuclear power plant is assumed to be sited near the 
current power plant, resulting in a 2-mile distance to the air station.  The capital cost of 
installing this heat distribution pipe is deducted from the fuel savings measured at the 
air station when calculating the benefits of providing this heat.   

                                                 
6 We assume a 50% conversion efficiency in the turbine/generator system.  A 52 billion Btu/yr 
thermal load can also be expressed as 15,235 MWh of heat energy.  This heat energy could be 
converted at 50% to 7,618 MWh of electric energy.  Adjusting this figure for 10% heat losses in 
the heat delivery pipe, we arrive at a figure of 8,464 MWh-equivalent.  It takes the same fuel 
resources to provide 52 billion Btu to the distant end of a heating pipe as it does to produce 
8,464 MWh of electricity at the busbar. 
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Table 6.4.  Assumptions about heating loads. 

Re side ntia l S pa ce  He a t
num ber of hous es , year 2010 220              
annual growth in num ber of houses 2.0%
s tove oil cons um ption per house gallons /y r 1,000           
res idential furnac e effic ienc y 75%
res idential fuel price prem ium  (delivery  c $/gallon 0.75             
Utility  line upgrades  c apital cos t $ 800,000        
cus tom er prem is es  upgrade cos t $/house 3,000           
elec tric  dis t 'n los s  from  busbar to house 10.0%

District He a t
Current dis tric t heat load B  B tu/y r 8.0
Cos t of bulk  dis tribution pipe $/foot 200              
A ir s tation boiler effic iency 80%
Dis tance from  power plant to air s tation m iles 2.0               
dis tric t heat los s  in pipes 10.0%
Heat load fac tor (bas ed on HDD data) 0.51
Heat sales  tariff as  %  of net avoided cos t 75%

 
 

6.2.3  Assumptions about the Diesel System 

Table 6.5 summarizes our assumptions about the diesel system.  The main 
technical assumption is that starting in 2010 new units will be rotated into the system 
such that the overall generation efficiency is 15 kWh per gallon.  We assume that this 
figure then remains constant throughout the analysis.  This is a simplification of what 
would actually be a gradual improvement in efficiency over time. 

The main economic assumption underlying the cost of diesel generation is the 
price of fuel.  The low projection for diesel fuel prices is constant (in real dollars) at 
$1.50 per gallon.  Historically, utility diesel prices have actually been constant or 
declining for significant periods during the past 30 years when measured in real 
dollars.  The high assumption is that diesel fuel prices start at $2.15 per gallon (in 
today’s dollars) in year 2010, then increase at 2% per year over and above inflation.  
Since the cost of crude oil represents only about 30% of the cost of delivered diesel 
fuel, this assumption of 2% diesel price growth corresponds to a 7% annual growth in 
real crude oil prices.  Crude oil prices could rise to over $300 per barrel (in today’s 
dollars) by 2039 and still be consistent with this scenario.  Of course, numerous other 
factors -- such as carbon taxes or increasing costs of tank farm storage -- could also 
contribute to increased prices. 

Table 6.5. Assumptions about the diesel system. 

selec ted low high
units value (y r 1) value value

Die se l ca pita l cost (replac e engines ) $/kW 400              
Die se l Fue l

Utility  fuel init ial price $/gallon 1.50             1.50         2.15         
A nnual real esc alation %  per y r 0.0% 0.0% 2.0%

Utility  init ial fuel effic ienc y k W h/gal 14
k W h m eas ured at bus bar

E ffic iency  of New Units k W h/gal 15                
Nonfue l d ie se l O&M

Diesel generation labor $/y ear 305,157        
V ariable O& M  (inc ludes  overhauls ) $/kW h 0.017            
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If the diesel system is run as the primary generation source, we assume that 

capital replacements would be required such that every seven years new capacity 
equal to the current peak load for that year is added to the system to replace old units 
and to expand overall capacity consistent with load growth.  Engine overhaul costs are 
subsumed into the assumed variable O&M cost of 1.7 cents per kWh.  The capital cost 
of possible incremental fuel storage is not considered.  The maintenance cost of fuel 
storage is included in the variable O&M cost. 

 

Note that for all systems considered, a diesel generation capability is retained 
to serve as backup for times when the primary production facility is down for 
maintenance or emergencies. 

 

6.2.4  Assumptions about the Coal System 

Table 6.6 summarizes our assumptions about the coal system.  It is important to 
recognize at the outset that all of these assumptions are very uncertain.  Very few AFBC 
units have been built at the scale contemplated here (between 1 and 5 MW).  The 
Galena coal resource has not been delineated.  Detailed designs that would match the 
thermal and electrical output of the coal plant to these loads have not been developed.  
To address this uncertainty, we have designated the coal plant electric generation 
efficiency and the delivered price of coal as critical assumptions with low and high values. 

Table 6.6.  Assumptions about the coal system. 

selec ted low high
units value (y r 1) value value

Coa l pla nt ca pita l cost $/kW 3,000           3,000       not used
Coa l pla nt a va ila bility 91%
Coa l pla nt e fficie ncy (elec tric  output/coal input) 40% 30% 40%

Coal or nuc lear "heat to elec tric " effic iency 50%
Coa l fue l

E nergy  content M  B tu/ton 20                
Delivered price of coal $/ton 100              100          125          
A sh disposal cos t $/ton 20                

Nonfue l coa l O&M
Coal labor people 6
cos t per operator $/y r 53,200
variable O& M  and consum m ables $/kW h 0.01  

 

The size of the coal plant is not predetermined.  For each set of critical 
assumptions, we used the model to determine the optimal size for the coal plant.  We 
also determined whether or not it was economic to serve the air station heat load with 
coal-fired district heat. 

 
6.2.5  Assumptions about the Nuclear System 

Table 6.7 presents our assumptions about the nuclear system.  In all basic 
cases, the assumed capital cost to the City of Galena and to ratepayers is zero.  For 
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the purposes of sensitivity analysis, the assumed capital cost for the 10-MW plant is 
$25 million, based the 50MW capital cost assumption of $2,500 per kW. 

Annual supplies and expenses are in addition to labor.  Toshiba estimates 
about $1 million for this line item for their 50-MW plant.  Since the reactor is sealed, 
these expenses probably relate almost exclusively to the steam piping and 
turbine/generator systems.  Although the components would be smaller, it does not 
seem plausible that consumables costs for a 10-MW plant could drop to one-fifth of 
those for 50 MW.  Some of these costs probably do not change at all.  Lacking specific 
data on this point, we have assumed that annual supplies and expenses are one-half 
the amount estimated by Toshiba for the 50-MW design. 

Decommissioning costs are not considered in the analysis, under the 
assumption that they would be borne by the plant owner or some other party. 

 

Table 6.7.  Assumptions about the nuclear system. 

selec ted low high
units value (y r 1) value value

Nucle a r ca pa city M W 10.0             
Nucle a r ca pita l cost $ 0

Nuc lear security  s taff people 34                4 3
Nuc lear operator s taff people 8                 
Nuc lear availability 95%

Nuc lear annual supplies  and expenses $/y r 500,000        

4

 
 

6.3  Economic Analyses Results 
 

6.3.1  Basic Results 

 

The basic results presented in this section come from varying only the five 
critical assumptions.  Additional sensitivity cases are discussed in the following 
section. 

6.3.1.1  Diesel 

  The total life-cycle cost of power generation with diesel ranges from $38 
million to $59 million.  This range results solely from variation in the future price of 
diesel fuel.  Figure 6.3 shows that electric rates (in inflation-adjusted dollars) could go 
down if fuel prices stay flat, or they could rise significantly under the high fuel price 
assumption.  The projected electric rates are determined by adding estimated 
distribution and administration costs to the cost of power generation.  Total distribution 
costs are assumed to increase with the number of households (2% per year) while 
total administration costs are assumed to remain constant.  Electric rates go down 
slightly under the assumption of low and flat diesel prices because the constant total 
cost of administration gets spread over more and more kilowatt-hours. 
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Diesel System: Electric Rates
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Figure 6.3.  Projected future electric rates with diesel system. 

 
6.3.1.2  Coal 

 The total life-cycle cost of power generation with coal ranges from $23 million 
to $35 million.  The low cost of $23 million results from a combination of high diesel 
fuel prices, low coal prices ($100/ton), and high (40%) coal plant efficiency.  Under 
these conditions, it is economic to serve the air station heat load with district heat.  
Almost $20 million worth of fuel oil costs can be avoided, which more than justifies a 
$2 million capital expenditure to build a distribution pipe from the power plant to the air 
station.  The optimal size of the coal plant under these assumptions is 4.0 MW, which 
is sufficient to meet all peak loads in 2010, as shown in Figure 6.4. 
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Daily Loads and Coal Capacity - year 2010
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Figure 6.4.  Coal plant capacity vs. daily loads for high diesel prices. 

 

The net cost of power generation from a coal system is highest when diesel 
prices are high, coal prices are high ($125/ton), and coal plant efficiency is low (30%).  
Under these conditions, it is still economic to serve the air station heating load and the 
optimal size of the coal plant drops only slightly, to 3.8 MW.  However, the higher cost 
of coal drives up the overall cost of power.  Figure 6.6 shows projected electric rates 
corresponding to the two scenarios just discussed. 

 

Coal system: Electric Rates

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

20
10

20
13

20
16

20
19

20
22

20
25

20
28

20
31

20
34

20
37

re
a

l y
e

a
r2

0
0

4
 $

 p
e

r 
k

W
h

$2.15/gal + 2%/yr diesel,
$125/ton coal, 30% effic
$2.15/gal + 2%/yr diesel,
$100/ton coal, 40% effic

 

68 



Pre-Publication Draft – Subject to Change 
 
 
Figure 6.5.  Projected future electric rates with coal system 

 

Although the absolute cost of the coal system varies by only $12 million, it is 
important to note that the net benefits from coal relative to diesel vary by much more.  
When diesel prices are high and coal prices are low, the coal system costs $36 million 
less than diesel.  When diesel prices are low and coal prices are high, the coal system 
costs only $3 million less than diesel.  However, in all cases, the coal system costs 
less than diesel under the assumptions used here. 

6.3.1.3  Nuclear 

 Inspection of the projected daily load curves shows sufficient nuclear capacity 
to meet all the potential electric and heating loads at all times during all years.  (Some 
diesel power is still required during times of unavailability.)  This is demonstrated in 
Figure 6.7, which compares daily loads to nuclear system capacity for the year 2039, 
when loads are highest.  This figure also shows the large amount of heat energy that 
can be provided in a way that displaces expensive diesel fuel and generates revenue 
for the utility.  Revenue from heat sales can be applied against the total cost of all 
utility service to drive down consumer electric rates. 

The total life-cycle cost of providing power with the assumed nuclear system 
ranges from minus $7 million to [plus] $35 million.  The low figure occurs when diesel 
prices are high and the required security staff is low (4 people).  The total cost of 
electric generation at the busbar is negative because the avoided cost value of heat 
sales to the air station and to residential customers is more than enough to pay for the 
total cost of serving all loads.  Therefore the remaining cost to be allocated to the 
provision of nonheat electricity is negative. 
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Figure 6.6.  Daily loads vs. nuclear capacity, year 2039. 
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This result does not mean that electric rates can be negative.  There are two 
reasons for this.  First, even if the total cost of electricity generation was minus $7 
million, there is also a total life-cycle cost of about $14 million for distribution and 
administration.  This would yield a net life-cycle revenue requirement of $7 million that 
would have to be covered by rates.  Second, actual sales of electric space heat and air 
station district heat are unlikely to take place at a price equal to the buyer’s avoided 
cost.  The actual price will surely “split the savings” between the utility and the heat 
customers.  In calculating projected electric rates, we have assumed that air station 
heat will be sold, on average, for about 75% of its avoided cost value.  For both of 
these reasons, the projected average electric rate when nuclear costs are lowest 
declines over time from 10 cents per kWh to 6 cents per kWh. 

The life-cycle cost of power generation from nuclear is highest, at $34 million, 
when diesel prices are low and when the required number of security staff is high (34 
people).  This cost is still $3 million below the comparable cost of diesel power.  Under 
these conditions, the avoided cost value of electric heat and district heat is much lower 
and the absolute cost of running the nuclear plant is much higher due to labor costs.  
The projected average electric rates decline over time from 21 cents per kWh to 13 
cents per kWh.  In this case, it would be necessary to offer a special rate for electric 
heat, since with low diesel prices the avoided cost of oil heating would equate to only 
about 7.5 cents per kWh.  Even with special rates for electric heat, it is important to 
remember that customers would pay less for their core (nonheat) electricity than they 
would with diesel.   

Nuclear system: Average Electric Rates
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Figure 6.7.  Projected future electric rates with nuclear system. 

 
6.3.1.4  Summary of Basic Results.   

Table 6.8 summarizes the results described above.  The ranges shown for 
costs and rates come from varying only the five critical assumptions. 
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Table 6.8.  Summary of basic results. 

D iesel Nuc lear C oal
Loads  served:

utility elec tric ity X X X
exis ting dis tric t heat X X X
res idential elec tric  space heat X
greenhouse X
air s tation dis tric t heat X [som etim es ]

Life-cyc le total cos t ($m illion)
low  value 38                (7)                 23                
high value 59                35                36                

Net benefits  com pared to diesel ($m illion)
low  value 3                  3                  
high value 67                36                

Average elec tric  rate in 2010 ($/kW h)
low  value 0.26             0.10             0.23             
high value 0.30             0.21             0.29             

Average elec tric  rate in 2030 ($/kW h)
low  value 0.23             0.07             0.17             
high value 0.36             0.15             0.23              

 
6.3.2  Special Sensitivity Cases 

In this section, we report the results of several sensitivity cases.  These cases 
address two questions that are a natural outgrowth of the basic analysis.  The first 
question is, how does the analysis change if nuclear capital costs are included?  The 
second question is, how does the analysis change if the nuclear or coal plants were 
sited 7 miles from the air station rather than 2 miles away. 

6.3.2.1  Cases with Nuclear Capital Costs Included   

Toshiba estimates that the capital cost of its 4S system is $2,500 per kW, or 
$25 million for the 10 MW plant.7  Using this figure, the life-cycle costs of the nuclear 
system would increase in all cases by exactly $25 million.  They would range from $18 
million to $60 million.  The impact on average rates is to increase them all by about 9 
cents per kWh. 

If diesel prices stay low and flat, as in our low critical assumption, then diesel 
power generation is less expensive than nuclear by $22 million (life-cycle cost).  
Figure 6.8. shows that with low diesel prices, average electric rates would be 
comparable between nuclear and diesel.  However, as discussed above, lower rates 
would be needed for electric heat and rates for nonheat electricity would be higher 
than this average.  Ratepayers would clearly be better off with diesel if diesel prices 
stay flat and nuclear capital is included in rates and a large security staff is required. 

                                                 
7 Toshiba presented this estimate with slides describing the 50-MW plant.  We have used the 
cost per kW figure and applied it to the smaller size.  Due to economies of scale, this approach 
may understate the cost of the smaller, 10-MW plant.  However, we are unaware of a direct 
cost estimate for the 10-MW size. 
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Nuclear system: Average Electric Rates with
 $ 25 million Capital Cost included
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Figure 6.8.  Projected future electric rates with nuclear capital costs included in rates. 

 
If diesel prices are high, rising at 2% per year from a base of $2.15 per gallon, 

and if the nuclear plant requires only a small security staff, then the life-cycle cost of 
power generation from nuclear would be $41 million lower than the cost of diesel and 
electric rates would be dramatically lower. 

These sensitivity cases demonstrate that if a $25 million capital cost is included 
in the analysis, the nuclear system is not always a clear winner.  There are many 
combinations of slowly rising diesel prices and high staffing requirements that would 
make nuclear more expensive than diesel or coal.  If the analysis were being done for 
another community, the rankings would also depend strongly on the size and nature of 
the electric and heating loads in that place. 

6.3.2.2  The Effect of Power Plant Location 

The basic analysis assumes that the nuclear or coal plant would be sited near 
the current Galena power plant, resulting in the need for a 2-mile pipe to transport 
district heat to the air station.  If this distance were increased to 7 miles, the capital 
cost of a heat distribution pipe costing $200 per foot would increase by $5.3 million.8  
Under our methodology, this increased capital cost of the pipe would increase the life-
cycle cost of power generation by exactly the same amount - $5.3 million – in all cases 
where the air station heat load is served. 

                                                 
8 We recognize that there would also be additional costs in the form of higher heat losses, but 
for simplicity these are not treated explicitly, since this case is only illustrative.  Adding a 
specific allowance for higher heat losses would be analytically equivalent to postulating an even 
longer distance with the same losses. 

72 



Pre-Publication Draft – Subject to Change 
 
 

This increase would not affect the economic attractiveness of the nuclear or 
coal systems if diesel prices take on the high trajectory, although average rates would 
increase by about 1 cent per kWh.  In particular, with high diesel prices it would still 
make economic sense for the coal plant to serve the air station.  If diesel prices are 
low and flat, however, and if the nuclear staff is large, then the increased capital cost 
of heat pipe makes the nuclear system slightly more expensive than diesel.  Adding 5 
miles of extra distance to the heat pipe is economically equivalent to adding about 6 
security staff to the required nuclear labor force. 

These sensitivity cases demonstrate that distance from the coal or nuclear 
power plant matters, but only in a moderate way.  Adding distance becomes critical to 
the economic conclusion only if diesel prices are low and flat.  If diesel prices are high 
and rising, even a 7-mile heat transmission line still makes good economic sense at a 
$200/foot construction cost. 

6.3.3  Transmission 

Since the nuclear plant is capable of producing large amounts of electricity in 
excess of current Galena electric loads, it is natural to consider the economics of 
building a transmission line to send the excess electricity to neighboring communities.  
We considered two possible transmission lines.  Line A would run from Galena to 
Koyukuk, Nulato, and Kaltag.  The total distance is 83 miles, and the transmitted 
electricity could displace about 172,000 gallons of diesel per year.  We assume that 
the line could be built for $80,000 per roadside mile plus $200,000 per overland mile.  
The total cost would be $14.9 million and the net present value of the avoided fuel 
costs would be $8.1 million under our high diesel price assumption.  Thus, this line 
would have a net economic cost of $6.8 million. 

The second line we considered was from Galena to Ruby.  The distance is 42 
miles and the transmitted power could displace 59,000 gallons of diesel per year.  The 
total cost of $7.3 million would far exceed the avoided fuel costs of $2.8 million.  Table 
6.9 summarizes the transmission analysis. 
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Table 6.9.  Economic costs and benefits of transmission lines. 

segm ent
avoidable segm ent segm ent

diesel road overland segm ent
from to gal/yr m iles m iles cos t

Line  A:
Galena Koyukuk 23,279    5           27               5,800,000   
Koyukuk Nulato 89,448    4           14               3,120,000   
Nulato Kaltag 58,929    5           28               6,000,000   
Total line A 171,656  14         69               14,920,000 

Present value of avoided cos ts  (assum es  high diesel price) 8,147,440   
Ne t e conomic be ne fit of line  (with fre e  powe r at G ale na) (6,772,560)  

Line  B :
Galena Ruby 59,180    9           33               7,320,000   
Total line B 59,180    9           33               7,320,000   

Present value of avoided cos ts  (assum es  high diesel price) 2,808,906   
Ne t e conomic be ne fit of line  (with fre e  powe r at G ale na) (4,511,094)  

 
 

6.3.4  Economics of hydrogen production 

Another potential use for the power generated by the nuclear plant in excess of 
existing needs is the production of hydrogen.  We considered hydrogen production 
from the point of view of a potential private business enterprise.  The enterprise would 
obtain power from the Galena electric utility and bear the responsibility for all aspects 
of the hydrogen production process. Table 6.10 summarizes our analysis of this 
option. 

The potential hydrogen enterprise is assumed to have a higher required rate of 
return – 7% above inflation.  The analysis begins by assuming that electricity is a free 
input to the production process.  There appears to be sufficient local demand for 
vehicle fuel to fully utilize one hydrogen production module (about 1 MW of electricity 
input).  However, the production cost of hydrogen to meet this demand is extremely 
capital intensive.  Using current costs of commercially available equipment, we 
estimate that it would cost at least $6.2 million to construct one production module 
producing 404,000 gallons of liquid hydrogen per year with an energy content of about 
12 billion Btu(Keenan, 2004).  When modest operating costs are added, the total 
annual cost of energy is about $46 per million Btu, which far exceeds the target cost of 
diesel or gasoline for vehicle and equipment use.  This target cost is about $17 per 
million Btu under the high diesel price assumption, rising over time to about $30 per 
million Btu.  This conclusion is based on almost full utilization of the capital equipment 
to serve local demands.  In other words, there is no “excess capacity,” and it would not 
make sense to produce additional hydrogen and ship it by barge to a community like 
Fairbanks that has lower fuel costs. 
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Table 6.10.  Hydrogen enterprise analysis. 

Y ear
Unit cos t, present 1 30

or # of units , value
V ariable or units cos t 2010 2039

Re a l discount ra te  for e nte rprise  ve nture 7.0%
Ca pita l Cost:

H2 generator (900 kW e input, 150Nm 3/hr output)) 1,500,000  
H2 liquefier (150 Nm 3 and 175 kW e input) 2,000,000  

S torage tanks  unit cos t, per 50,000 500,000   
Num ber of s torage tanks 1

S torage tanks  capital cos t 500,000    
S hipping tnks  unit cos t 17k  gal ea 450,000   
Num ber of shipping tanks 1

S hipping tanks  capital cos t 450,000    
Nitrogen liquefier 700,000    
F illing s tation equipm ent, contingency 1,000,000  

Tota l Ca pita l pe r Ga sifie r 6,150,000  
Ele ctricity 0.000 $/kW h -           -           
O&M  on ga sifie r & lique fie r $/y r $153,682 85,000     
La bor on ga sifie r, lique fie r, a nd stora ge $/y r $620,452 50,000     50,000     

Tota l liquid  H2 production gal/y r 404,000    404,000    
E nergy  content of liquid H2 B tu/gal 30,000     
Total E nergy  in liquid H2 form billion B tu 12.12 12.12

Loca l de m a nds a nd e x port a va ila bility gallons B tu/gal billion B tu
City  vehic le dem and 15,000     114,100    1.7           3.0           
S chools  vehic le dem and 25,000     114,100    2.9           5.1           
M ilitary  vehic le dem and 50,000     138,000    6.9           6.9           
Total local dem and billion B tu 11.5         15.0         
Total local dem and gal H2 382,133    500,165    
S upply  to local m arket gal H2 382,133    404,000    
A vailable for E xport gal H2 21,867     -           

Am ortize d production cost
A m ortized capital inc luding return 495,606    495,606    
A m ortized (sm oothed) O& M 12,385     12,385     
Labor 50,000     50,000     
E lec tric ity -           -           
Tota l a m ortize d cost 557,991    557,991    
A m ortized cos t per gallon H2 of local dem and 1.46         1.38         
Am ortize d cost pe r m illion Btu 48.67       46.04       
Target cos t per m illion B tu 12.00       12.00        

 
Nearly the entire cost of hydrogen production is the cost of capital equipment.  

If this capital could be secured with a grant or other external funding source, the 
operating cost of producing hydrogen would likely be low.  A sensitivity case shows 
that with zero capital cost, a hydrogen enterprise could afford to pay about 1.5 cents 
per kWh for electricity and still produce hydrogen at a cost per million Btu comparable 
to diesel or gasoline. 
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7.  CONCLUSIONS 

7.1  Economics Conclusions 
Under the assumptions presented above, the nuclear system is the clear 

economic winner when compared to diesel, even when diesel prices are low and 
nuclear security staff requirements are high.  This result is due to the ability of the 10-
MW nuclear plant to serve the entire residential heat load (about 8,000 MWh/yr and 
2.3 MW peak) and the entire air station heat load (52 B Btu/yr).  We have used a daily 
dispatch model to verify that nuclear capacity is always adequate to meet daily energy 
requirements for both of these large loads.  When the nuclear plant is unavailable, the 
air base can back up its own heat load and the Galena diesel system can almost 
surely back up the Galena residential heat load. 

The nuclear system also beats coal on economic grounds in every basic case 
except one.  If diesel prices are low and coal prices are low and coal efficiency is high 
and the total required nuclear staff is 42 people (8 operators plus 34 security), then the 
coal system has a life-cycle cost that is $7 million below that of nuclear. 

Coal is attractive relative to diesel in all of the basic cases.  It must be stressed 
that the critical assumptions about coal prices and coal plant capital costs, fuel costs, 
and efficiency are perhaps the most uncertain, and they all matter.  Having said that, 
when diesel prices are high and rising, the coal system is very likely to produce less 
expensive power for Galena customers than diesel. 

Sensitivity cases show that if a $25 million capital cost is included in the 
analysis, the nuclear system is not always a clear winner.  When capital charges are 
included, many combinations of slowly rising diesel prices and high nuclear staffing 
requirements would make nuclear more expensive than diesel or coal.  The amount of 
potential electricity demand would also be a critical factor in system economics if the 
nuclear system were to be considered for a community other than Galena.  Siting the 
nuclear or coal plants farther from the air station heat load has a similar but smaller 
direct effect on system costs.  For Galena, this variation in distance is only important if 
diesel prices remain low. 

Table 5.11 supports these conclusions with a comprehensive summary of all 
cases considered in this analysis.  The first six cases are the basic results that come 
from varying only the critical assumptions.  The second six cases report the same 
results, but include an additional $25 million capital cost for the nuclear system.   The 
final four cases document the effect of siting the nuclear or coal plants 7 miles from the 
air station. 
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Table 7.1.  Summary of basic cases and sensitivity cases. 

dies el c oal c oal c oal nuc lear
pric e pric e average c apac ity c apital nuc lear

c as e c ode $/gal $/ton effic ienc y M W c harges s taff dies el nuc lear c oal

ba sic ca se s (va rying  the  critica l a ssum ptions)

lh llh 1.50   125   30% 1.3 0.0 42 37.8    34.6    35.2    
llhlh 1.50   100   40% 2.1 0.0 42 37.8    34.6    27.5    
llhll 1.50   100   40% 2.1 0.0 12 37.8    7.0      27.5    

hhllh 2.15   125   30% 3.8 0.0 42 59.3    20.2    35.5    
hlhlh 2.15   100   40% 4.0 0.0 42 59.3    20.2    23.1    
hlhll 2.15   100   40% 4.0 0.0 12 59.3    (7.4)     23.1    

se nsitivity ca se s - nucle a r ca p ita l include d

lh lhh 1.50   125   30% 1.3 25.0 42 37.8    59.6    35.2    
llhhh 1.50   100   40% 2.1 25.0 42 37.8    59.6    27.5    
llhhl 1.50   100   40% 2.1 25.0 12 37.8    32.0    27.5    

hhlhh 2.15   125   30% 3.8 25.0 42 59.3    45.2    35.5    
hlhhh 2.15   100   40% 4.0 25.0 42 59.3    45.2    23.1    
hlhhl 2.15   100   40% 4.0 25.0 12 59.3    17.6    23.1    

se nsitivity - nucle a r a nd coa l site d  7 m ile s ra the r tha n  2 m ile s from  a ir sta tion

llh lh 1.50   100   40% 2.1 0.0 42 37.8    39.9    27.5    
llhll 1.50   100   40% 2.1 0.0 12 37.8    12.3    27.5    

hlhlh 2.15   100   40% 4.0 0.0 42 59.3    25.4    28.4    
hlhll 2.15   100   40% 4.0 0.0 12 59.3    (2.1)     28.4    

total pres ent value c os t
$ m illion

 
NOTE: shaded cells highlight changes in assumptions and results relative to the 
previous case 

 
Even though installation of the 4S nuclear plant presents a potential long-term 

solution to Galena’s critical energy issues, one must caution that, as with any non-
commercialized technology, there is no guarantee.  In our view, the most critical issue 
associated with the adoption of this technology is the difficulty of utilizing liquid sodium 
as a heat transfer medium.  With any nuclear power plant, long-term disposal of 
radioactive waste is also an issue.  If this technology is successfully deployed in Galena, 
its economic viability in other Alaska villages and elsewhere depends on the actual life-
cycle costs yet to be quantified, as well as the actual energy demands in these places. 

 
Benefits associated with adoption of one or more of the technologies discussed 

in this report go beyond their ability to meet Galena’s thermal and electric energy loads.  
We see the potential for Galena to serve as a training center for rural Alaskans 
interested in utilizing similar technologies in their villages.  We also see the potential for 
use of additional cogeneration leading to economic development such as the 
development of horticulture and aquaculture.  The enhancement of local employment by 
these activities is another benefit.  With today’s uncertain energy situation, many 
communities are diversifying their energy options.  This includes adding renewably 
based technologies to lessen dependence on fossil fuels.  Adding a few tens of kW of 
PV arrays, for example, could help Galena insulate itself against fluctuations in the price 
and supply of diesel fuel. 
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7.2  Environmental Issues and Permitting Conclusions 

 
Given the assumptions stated throughout this report, and strictly from an 

environmental permitting standpoint for the City of Galena, evaluation of the permitting 
requirements for each of the three primary energy options yields a clear loser (coal) and 
an apparent winner (nuclear).  Two key assumptions play heavily into this result.  The 
first is that coal will be generated locally.  This represents a distinct disadvantage from a 
permitting standpoint in that permitting for the mine site must be considered for this 
option, but not the others.  The second assumption is that all of the information provided 
to us by Toshiba proves to be accurate and is accepted by the NRC.  Specifically, (1) if 
the 4S reactor truly generates no air or water emissions; (2) the reactor is returned to  
the final assembly point at the end of its useful lifetime (thereby eliminating nuclear 
waste issues in Alaska), and (3) Toshiba (or some other party) bears all (or most) of the 
licensing costs, then the permitting “cost” to Galena is reduced to the point that the 
nuclear power option becomes the clear preference.  Before a final decision is made, it 
is imperative that these assumptions be verified.   

8.  RECOMMENDATIONS 
 
On the basis of environmental permitting, the nuclear plant appears to be a clear 

winner.  The coal mine and power plant option appears to be the most difficult for which 
to obtain permits.  This conclusion is stated with the caveat that this will be determined 
by the process of gaining a design certification and a license from the NRC.   

 
The economic analysis reveals that the 4S option will provide the lowest cost 

power if the assumptions hold.  In the Galena case, the assumption is that capital cost 
will be borne by an outside party and that reasonable staffing levels will result from the 
licensing process.  The coal option may be economic in some scenarios compared to 
enhanced diesel systems, so the coal option should not be entirely discounted. 

  
Therefore, the recommendations are: 
 

 Proceed with refining the 4S evaluation process in conjunction with the NRC 
o It may be advantageous for Galena to enlist an independent organization 

to estimate the time required for licensing and permitting 
o Toshiba and Galena should consider partnering with a U.S. organization 

or National Laboratory to assist in the process 
 

 Retain the current diesel systems (with scheduled upgrades) until a decision is 
made regarding the installation of a replacement by about 2010. 

 
 Retain the option of a coal mine and power plant until it is determined if the 4S 

system can be permitted and licensed.  If the 4S cannot be realized, then the 
coal option appears feasible (with a favorable coal resource assessment result). 
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4S Current Status

TOSHIBA Corporation
Industrial and Power Systems & Services Company

4S: Super Safe, Small & Simple

2004 Alaska Rural Energy Conference
Talkeetna, Alaska 
April 27-29, 2004
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Contents 

1. 4S Overview

Features, Plant outline, Target cost,  
Expected schedule, R&Ds

2. 4S applications

Fresh water

Hydrogen & oxygen
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What is 4S ?
4S power station

4S Major Features

(1) No refueling,

(2) Passive safety,

(3) Transportability,

(4) Reasonable cost for 
distributed power supply. embedded reactor

Turbine building

4 / Copyright © 2004 Toshiba Corporation. All rights reserved.

What is no refueling ?

No refueling means 

(1) Reducing a load of fuel transportation,

(2) Lower maintenance requirements,

(3) Non proliferation,

(4) Design simplification, ex., no refueling device,

(5) Zero emission during plant lifetime.
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Fuel subassemblies (18 
SAs)

Reflectors are moving upward 
and surrounding the core 
slowly(*) in order to compensate 
the reactivity loss during 30 years 
burn-up. If an accident occurred, 
reflector would fall down to 
make core subcritical.

(*) average velocity: 1mm/week approximately

Center SA: Ultimate shutdown rod 
(neutron absorber as back up)

4S Core

Fuel material: U-Zr (metallic)

Coolant material: sodium

Core lifetime: 30 years

Core height: 2.5 m (50MWe)

2.0m (10MWe)

Core diameter: 1.2m (50MWe)

0.9m (10MWe)

Reactivity temperature 
coefficient: negative
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IHX

EM Pumps:

two pumps in 
series

Core

Reflectors

RVACS

- Output:     10MWe (30MWt), 

50MWe (135MWt) 

- Coolant:    sodium

- Coolant temp: 510 / 355 deg.C

- Reactivity control: movable reflectors

- RV type:         integral type

- EM Pumps:    annular type

- Core position: bottom in the RV

- RVACS:  natural air circulation
(Reactor Vessel Auxiliary Cooling System)

- GV:   second boundary for sodium
(Guard Vessel)

4S Reactor

Double boundary: 
RV & GV
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RVACS

Natural air 
circulation around 
the reactor vessel 
for decay heat 
removal

Primary Coolant

Sodium coolant flows 
inside the reactor 
vessel by static (EM) 
pumps.

4S Primary Cooling System

Outer region: 

downward flow

Inner region:

upward flow
8 / Copyright © 2004 Toshiba Corporation. All rights reserved.

Steam generator 

Dump tank 

Secondary 
cooling loop

Reactor top 
dome 

Path of natural air 
circulation
(RVACS)

Reactor Vessel 
& Guard Vessel

Seismic isolators

Turbine 

Generator

Air Cooler of 
PRACS 

Condenser

Shielding Plug 

vertical cross-sectional view

4S Plant Arrangement (50MWe)
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海上の輸送海上の輸送Marine transport

Barge

Design for shop fabrication, lightweight, and 
mass production

Transportation

Steel beam and autoclaved lightweight concrete

Steel plate reinforced concrete

SB & ALC

SC

RC
10 / Copyright © 2004 Toshiba Corporation. All rights reserved.

Target of Construction Period
Month

Excavation

Waterproofing, lower mat, MMR (Man-Made Rock)

 Seismic isolator

Transport rail for module

Module transport, rail dismantlement

Concrete curing of upper mat

Reactor room

Reactor

Start-up test

14 15 1610 11 12 136 7 8 92 3 4 5-3 -2 -1 1

rock inspection
▽

RV insertion
▽

Module setting
　▽

▽Fuel load

Construction periods for laying underground in frozen-soil site should be optimized.
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Safeguard & Security
For safeguards & security

(2) To provide redundancy by two 
stacks of RVACS.

(1) To minimize unauthorized accessibility 
to the reactor including fuels by earth-
sheltered reactor building.

10MWe
(30MWt)

50MWe
(135MWt)
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After 30 years

(2) Reactor 

Transport and disposition in 
accordance with US experience, 
e.g.,Hanford site (Trojan reactor, etc.) 

About the decommissioning after 30-year operation

Reference of the photos; http://www.nucleartourist.com/systems/rv_trip.htm

(1) Fuel

Long-term geologic repository in 
Yucca Mountain site.

(3) Sodium, buildings & substructure

Reutilized for next 4S installation. 
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50MWe (135MWt) :

Commercial plant (mass production phase)

- Plant Construction:

$ 2,500/KWe

- Busbar Cost:

65 mills/KW-hr(*1)

4S Preliminary Cost Estimation

(*1) 8% house load factor is assumed. 0
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r

Capital

O&M

Fuel

Fuel backend
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R&D status for 4S

- EM Pumps
(Electromagnetic pumps)

- SG
(Steam generator)

- Core

- Reflector Driver
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Capacity for 4S:

50m3/min (50MWe)

Sodium Test Facility: 

ETEC, U.S.

40 m3/min*1 160 m3/min*2

EM Pumps

*2) These R&Ds have been performed as a part of joint R&D projects under sponsorship of the nine Japanese electric power companies, Electric 
Power Development Co., Ltd., the Japan Atomic Power Company (JAPC) and the U.S. Department of Energy (DOE).

*3) These R&Ds have been performed as a part of joint R&D projects under sponsorship of the nine Japanese electric power companies, Electric 
Power Development Co., Ltd., and JAPC. 
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Double wall tube

with leakage detection 
system for both inner and 
outer tubes to prevent a 
reaction between 
secondary sodium and 
water 

SG

Weir mesh 
and helium 

Inner tube       Outer tube

*2) These R&Ds have been performed as a part of joint R&D projects under sponsorship of the nine Japanese electric power companies, Electric 
Power Development Co., Ltd., the Japan Atomic Power Company (JAPC) and the U.S. Department of Energy (DOE).
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FCA: 2004 (JAERI)*1
NCA: finished (TOSHIBA)

Core: Critical experiment for 4S

*1) These R&Ds have been performed as a part of “ Innovative Nuclear Energy System Technology (INEST) Development Projects” under 
sponsorship of MEXT (JAPAN).

CRIEPI: Central Research Institute of Electric Power Industry,  JAERI: Japan Atomic Energy Research Institute.

*2) CEPCO: Chubu Electric Power Co.,Inc.

JAERI, Toshiba, CRIEPI, Osaka Univ.Toshiba and CEPCO*2

18 / Copyright © 2004 Toshiba Corporation. All rights reserved.

Hydraulic Experiments for 

high fuel-volume fraction subassembly*1

Fuel subassembly

*1) These R&Ds have been performed as a part of “ Innovative Nuclear Energy System Technology (INEST) Development Projects” under 
sponsorship of MEXT (JAPAN).

CRIEPI and Toshiba

Basic tests: finished,

Full-scale mockup: 2003-04

19 / Copyright © 2004 Toshiba Corporation. All rights reserved.

Reflectors
(EMI: Electromagnetic Impulsive force drive)

1/3 model test: 2004-05*1

Photo: EMI pre-test module*1 ; finished

Fundamental test: finished

*1) These R&Ds have been performed as a part of “ Innovative Nuclear Energy System Technology (INEST) Development Projects” under 
sponsorship of MEXT (JAPAN).

*2) CEPCO: Chubu Electric Power Co.,Inc.

Toshiba, Univ. of Tokyo, and CRIEPIToshiba and CEPCO*2
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R&Ds (JPN governmental funds) $15M for 4.5 years
  Critical experiment critical experiments
  Fuel SAs (out of Pile) Hydraulic tests
  Reflector drive mechanism Experiments   R&D results

   Pre design data
Plant design

 Additional R&Ds for Licensing  Design adjustments and R&Ds for NRC review

 NRC licensing NRC Pre-review

NRC review     NRC review
   PDA    FDA

NRC review

ESP Fuel fab license

DC rulemaking
 DC

Demonstration Plant ( in US ) Fuel fabrication

Construction

LWA  CP Tests

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Expected 4S developing schedule
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2.   4S applications

22 / Copyright © 2004 Toshiba Corporation. All rights reserved.

4S (Power station)

Desalination plant

4S applications (1)

Sea water desalination

Single 4S Plant

- Two stage reverse osmosis system

- Water production:

34,000 m3/day (10MWe) 

170,000 m3/day (50MWe)
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4S applications (2)

Hydrogen production

Single 4S Plant

- High temperature steam

electrolyser,

No CO2 emission.

- Hydrogen production:

3,000 Nm3/h (10MWe) 

15,000 Nm3/h (50MWe)
O2
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High Temperature 
Steam Electrolyser

(Solid Oxide Electrolyte Cell)
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Discussion: Acceptable cost of hydrogen in rural area.
*Point1: Transportation cost would increase along the distance from 

production site to user area.
*Point 2: Production cost in rural area tends to increase because of 

scaling-effect (requested production capacity is not so large).
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*Assumption:
If transportation cost for rural 
area would increase to 5 times 
larger than the standard case, 
double cost in total might be 
acceptable for rural area?

5 times 
larger

Double 
Cost in 

total 
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Summary
4S is a sodium cooled, metallic fuelled small 
fast reactor with long core lifetime.

4S has a proper features for distributed 
energy station in rural areas, such as

- No refueling,

- Passive safety,

- Lower maintenance requirements,

- Transportability on construction,

- Reasonable cost.
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APPENDIX B.  Detailed Discussion of Hydropower, Solar, and 
Conservation 

 
Presented below are detailed discussions of the Hydropower, Solar, and 

Conservation topics.  These technologies are available to be applied in Galena, but their 
nature or capacity is not suited to make large impacts on operation of the electric utility.  
They can be used in conjunction with the utility (as add-on modules) or by end-users 
(utility customers) to reduce their energy use. 

 
Hydro - In-river Turbines 

 
Galena is on the north bank of the Yukon River, one of the largest in the country.   

A tremendous amount of water passes the site each day – winter and summer and 
seems to be a logical place to install in-river turbines for electric power generation.   
However, compared to the load requirements of the City, this may not be a valid 
conclusion.  A variety of turbines are being developed.  The one apparently most suited 
to the Galena site is under development by UEK Corporation.   It is proposed to be 
installed in rivers, anchored to the bottom, and operated year around – even under ice.  
A project to demonstrate it at village Eagle on the upper Yukon River has been approved 
but is awaiting U.S. DOE funding.  This turbine design has dual 3-meter diameter blades.  
To estimate the power output of a similar unit at Galena, a look at the power density is in 
order. 

 
The power density in a flowing fluid is  
 
        Pmax = 0.5ρV3  
 
For water flowing at V = 2 m/sec (characteristic of the Yukon at Galena) and 

density ρ = 1000 kg/m3 corresponding to 4 kW/m3.  For reasons related to mass 
conservation and efficiency, one may only be able to capture 40% of this or less with a 
conventional turbine.  For a water turbine with two 3-meter turbines or an area of 14.1 
m2, this results in power generation of 22.5 kW – much less than that required by the 
City’s load.  Ten units would have to be installed to make even a marginal contribution 
and the cost would be too great for the benefit.  UEK estimates $ 1,000/kW capacity for 
a 10-MW plant yet to be built. 
 
(http://www.delawareonline.com/newsjournal/local/2003/09/06tidalpowerplant.html) 

 
On the other hand, an operational 300kW tidal turbine in Norway, costs 

$23,000/kW capacity.  (http://www.eere.energy.gov/RE/ocean.html) 
 
Operational issues include turbine blade erosion [and maybe even destruction] 

caused by solid objects in the river, impacts on aquatic life, and hazards to navigation. 
For rivers that are ice-covered at least part of the year, one must also deal with potential 
damage to submersed structures associated with breakup. 

 
On the plus side, the Yukon River flows year round so the hydro resource is a 

continuous one. 
 

82 



Pre-Publication Draft – Subject to Change 
 
 

Water turbines 
 
Several firms worldwide have developed in-stream water turbines with 

applications to typically capture the power from tidal currents. UEK Corporation has 
estimated the capital cost for 56 machines generating 10.8 MW in a 7-knot current to be 
$10M. It is a buoyant turbine/generator suspended like a kite in a tidal stream (Tricon 
Consultants, 2002).  At the present time, the standard UEK machine consists of twin 
turbines, each 3 m in diameter.  This produces 90 kW in 5-knot currents and weighs 
approximately 3 tons without the anchorage harness and shore equipment. UEK plans to 
have a 6.7 m twin turbine system available in the future and has plans for a 1-MW 
system.  

 
Blue Energy Canada  is developing Darrieus [vertical axis] turbines and Marine 

Current Turbines Ltd [MCT] incorporates two axial flow rotors, each 15 to 20 m in 
diameter mounted on a vertical tower set in the seabed. Each turbine could develop up 
to 1 MW.   

 
Limited cost data are available for the MCT units and for smaller UEK units.  The 

lack of detailed cost data from other tidal current companies makes it impossible to  
compare the proposed technologies on the basis of cost efficiency.  For two 15.9-m 
diameter variable-pitch rotors with a combined power output of 1 MW at a rated velocity 
of 2.3 m/s, estimated units costs of electricity at two different sites on the Canadian west 
coast were $0.11 [800 MW cap] and $ 0.26/kWh. [43 MW] 

 
For these studies, the energy output was estimated assuming a rotor efficiency of 

45% (based on wind power experience), gearbox and generator efficiencies of 94% and 
92%, respectively, and a reliability of 95%.  A discount rate of 8% was assumed with the 
scheme being decommissioned after 25 years of production.  

 
A 300-kW unit [$7M] in Norway operating in a 1.8 m/sec current has D = 20 m 

blades.  It can rotate to keep the turbine facing the current and is 12% efficient.  This 
tidal power plant in Kvalsundet was made by Hammerfest Strø. 

http://www.eere.energy.gov/RE/ocean.html 
 

Solar 
 

Solar-electric 
 
Vendors of PV components in Fairbanks include ABS Alaskan [907-452-2002] 

and Arctic Technical Services [907-452-8368].  Major US manufacturers include BP 
Solar  [http://www.bpsolar.com] , and   Kyocera Solar Inc.  [http://www.kyocerasolar.com]. 

 
In one specific example, the BP 3160B photovoltaic module has 72 cells in series 

and produces 160 watts [4.5 A at 35 V] of nominal maximum power [at 1 sun].  It has a 
footprint of 159 x 70 cm [1.11 m2] . It weighs 35 lbs and has a 25-yr power output 
warrantee.  The temperature cycling range is – 40 to 185oF, and  the allowable wind and 
snow loadings are 50 and 113 psi, respectively.  The temperature coefficient [Tcoef] for 
power is – 0.5%/oC with a nominal panel T =  47oC at Ta = 20oC, es = 0.8 kW/m2, and Vw 
= 1 m/sec.  The negative Tcoef is good news for Alaska.  For example, if  the panel T =  
5oC instead of a nominal 25o C, the output power will be 10% higher. 
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As an example, Figure 2.8, indicates average daily insolation in Fairbanks 

[approximating that for Galena] from March – July of about 5 kWh/m2 or about 5.5 kWh 
incident on the BP 3160B daily for a tilt angle of 64o.  This panel produces 160 W for 
each 1000 W/m2 incident or 160 Wh for each kWh/m2 incident. Hence, its nominal daily 
output at 25oC is  5[160] = 800 Wh. This can be increased by ambient temperatures 
colder than 25oC and decreased by system losses.  If the solar generated electricity is 
worth about $0.28/kWh, then over the aforementioned 5-month period, the 
approximately 150[0.8] = 120 kWh would be worth about $33.  If one assumes an 
installed cost of $10/Wp, then the initial capital outlay would be $1,600.  For the nine 
months [March through November], the insolation for a collector at latitude tilt of about 
1131 kWh/m2.  This corresponds to a daily average of about 4.2 kWh/m2. So, the PV 
module would output 1131[0.16] =  180 kWh worth approximately $51, making a very 
long payback period. 

 
Solar Thermal 
 
Solar thermal technologies use the heat in sunlight to produce hot water, heat for 

buildings, or electric power. Solar thermal applications range from simple residential hot 
water systems to multimegawatt electricity generating stations.  

 
Throughout history, humans have used the heat from sunlight directly to cook 

food and heat water and homes. Today, solar collectors can gather solar thermal energy 
in almost any climate to provide a reliable, low-cost source of energy for many 
applications including hot water for homes, residential heating, and hot water for 
industries such as laundry and food processing. In recent years, utilities have begun to 
use solar thermal energy to generate electricity by boiling water and using the steam to 
drive a turbine which generates electrical power. 

 
 Millions of solar thermal systems are in place around the world today with many 

used for hot water heating. The three types of collectors are flat-plate, evacuated-tube, 
and concentrating. The most common, the flat-plate type, consists of an insulated, 
weatherproofed box containing a dark absorber plate at the bottom with the side closest 
to the sun covered with a transmitting material such as glass. The fluid being heated 
flows through tubes placed on the black surface and can be warmed by tens of degrees 
C as it passes through the collector. If the fluid is pure water, it must be drained if the 
temperature is predicted to fall below freezing. The water can be forced through the 
collector by a pump or can flow because of thermal siphon effects. The latter relies on 
the fact that warm water is less dense than cold and hence tends to rise. The active 
system shown in Figure B.1  below relies on a double-walled heat exchanger to prevent 
the antifreeze solution on the hot side from contaminating the domestic water on the cold 
size. Not shown are sensors and controls to protect the system from excessive 
temperatures or pressures. This control loop would, for example, only turn the pump on 
to circulate water through the collector when the water temperature about to leave the 
collector exceeded a preset amount such as 90oF. It could cause a pressure relief valve 
to release fluid if the pressure exceeded a set point. 
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Figure B.1  An active solar closed-loop water heating system.  Courtesy of U.S. DOE 

http://www.eren.doe.gov/erec/factsheets/solrwatr.pdf   
 
 
In addition to collectors, the complete system needs an insulated storage tank, 

and sensors and controls to prevent overheating. Cold water flows from the bottom of 
the insulated storage tank to the bottom of the collector, and then returns to the storage 
tank when warmed. Active systems use electric pumps, valves, and controllers to 
circulate water or other heat-transfer fluids through the collectors and range in price from 
about $2,000 to $4,000 installed for residences. Storage tank sizes can range from 50 
gals for 1 to 3 people up to 120 gals for 4 to 6 people. For sizing collector area, allow 
about 40 ft2 for 2 people with another 8 ft2 for each additional person in the Sun Belt. 
These numbers should be around 60% larger for the northern United States. 

 
http://solstice.crest.org/renewables/re-kiosk/solar/solar-thermal/index.shtml 
 
http://www.eren.doe.gov/erec/factsheets/solrwatr.pdf 
 
One example of a technology applicable for northern climates, Thermomax 

Evacuated Heat Pipe Solar Collectors, consists of copper heat pipes inside vacuum 
sealed tubes.   

As the sun shines on the black surface of fins mounted on the heat pipes, the 
alcohol within the heat pipes is heated and the hot vapor created rises to the tops of the 
pipes. Water, or glycol, flows through a manifold at the top of the tube bank and picks up 
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the heat from the tubes. The heated liquid circulates through another heat exchanger 
and gives off its heat to water stored in a solar storage tank. 

 
A 20-tube array is 60” by 80” by 6 “ and gives a maximum of  ~ 25K Btu/day ~ 8 

kWh/day 
 
The A ~ 3 m2  [not all of this area filled with tubes] and, with a peak insolation ~ 5.6 

kWh/m^2/day, we expect ~ 16.5 kWh in. Hence, the system efficiency ep ~ 50 %. 
 
http://www.thermomax.com/ 
 

Energy Conservation 

Energy conservation refers to a variety of strategies employed to reduce the 
demand for energy. This can include adding extra insulation on building exteriors, 
setting building thermostats closer to ambient temperatures, or carpooling. 
Conservation is different from increasing energy efficiency, which refers to increasing 
the useful output for a given energy input. This could involve replacing incandescent 
light bulbs with compact fluorescent ones, driving more fuel-efficient motor vehicles, 
and buying more efficient appliances.  

Projections made in early 1970s indicated the United States would be using 
energy at the rate of 160 Q by 2000 (Ristinen and Kraushaar, 1999).  In actuality, our 
use today is less than 100 Q. Here, Q = 1015 Btu where a Btu is the energy required 
to heat 1 lb of water by one degree Fahrenheit. A typical home in Alaska today might 
require 100 million Btu annually for space heating. Reasons that our energy use 
today is less than predicted include a rising cost of energy, the adoption of many 
federally and state sponsored energy conservation programs, and the use of more 
efficient technologies.  

In Alaska, there is a large potential for fuel oil savings in villages by using heat 
captured from the jacket water of diesel-electric generators for space heating.  

Ideas for lowering energy use in homes include lowering the water heater 
thermostat temperature to 120oF, insulating the water tank and hot water piping, 
replacing incandescent light bulbs with compact fluorescent ones, installing better 
weather stripping, increasing the thickness of insulation, and installing air to air heat 
exchangers.  The latter preheat outside air by capturing heat from the inside air 
before it exits to the outdoors.  Their use can save hundreds of dollars annually in 
fuel bills in a residence in Alaska.  As much as 30 percent of a home's heating and 
cooling energy is lost through leaky ductwork. In the United States, that totals $5 
billion in wasted energy each year.  A good site for energy conservation issues in 
homes including heat loss from ducts is 
http://www.southface.org/home/sfpubs/miscpubs.html 

A 15-watt compact fluorescent light bulb costing about $5 and lasting 10,000 
hours provides the same illumination as a 60-watt incandescent bulb costing about 
$0.50 and lasting 1000 hours. Hence, over 10,000 hours of use, the total capital 
outlay for each is the same, $5.00. But, the compact fluorescent will use [60-15][10] = 
450 kWh less electrical energy and save $45 in energy bills at $0.10/kWh. Replacing 

86 



Pre-Publication Draft – Subject to Change 
 
 
the higher use light bulbs in a home with compact fluorescent light bulbs can easily 
save hundreds of dollars in energy bills over a several year period.  

As an example of a federal program encouraging energy conservation, the 
U.S. Department of Energy (DOE) has established a Center Of Excellence For 
Sustainable Development.  This center assists communities across the United States 
in establishing programs on community conservation, industrial efficiency, building 
efficiency, community renewable energy, and demand-side management (DSM).     

The Energy Efficiency And Renewable Energy Network of the U.S. Department 
of Energy has a web site dedicated to helping homeowners save energy.  The site 
covers topics such as weatherization, water heating, lighting, and appliances. It has a 
special section on the use of windows in cold climates, encouraging the use of double 
pane windows with low emissivity coatings. With appliances representing about 20% of a 
household's energy consumption, buying energy efficient refrigerators can save up to 
$1000 over a 15-year lifetime compared with a model designed 15 years ago.  In fact, 
the cumulative energy saved by adopting energy efficient refrigerators starting around 
1974 represents $17 billion annually in the United States.  This energy savings 
represents the value of all electricity produced by nuclear power plants. 

 
The American Council for an Energy Efficient Economy (Prindle, 2003) found a 

typical U.S. household could save $500 annually by adopting more efficient appliances 
and lights. 

 
According to MAFAc (2002), aggregate household electrical energy use could 

improve from roughly 6.7kWh/ft2/yr to around 4.5kWh/ft2/yr if rural households adopted a 
number of the end-use energy efficiency measures including switching from electrical 
hot water heaters to efficient oil-fired water heaters. Heating energy use could improve 
from roughly 1.14 to around 1.0 gal/ft2/yr if rural households switched to high efficiency 
direct vent heaters for space and water heating.  

 
The benefits of new high efficiency lighting and electric water heater replacement 

programs appear to far outweigh the cost, including the potential for “free riders,” short-
term declines in utility energy demand and efficiency and market uncertainty. 

 
Rural Alaska schools consume roughly 49,200,000 kWh/yr electric energy and 5 

M gal/yr of fuel oil. According to MAFAb (2002), these could each be reduced by 50% by 
end-use efficiency improvements. Some of this is being realized every year as schools 
periodically replace existing inefficient lighting, appliances, fixtures, and HVAC 
equipment with new, more efficient ones. 
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APPENDIX C.  Summary of Nuclear Regulations  
 

Chapter I of Title 10, "Energy," of the Code of Federal Regulations (CFR) guide 
licensing of nuclear power plants.  .   

Among the most important for permitting are the following Parts:    

Chapter 1 Title 10, "Energy," of the Code of Federal Regulations (CFR) 

10 CFR Part 2.   Governs all proceedings, other than export and import licensing 
proceedings, under the Atomic Energy Act of 1954, as amended, and the Energy  

Reorganization Act of 1974, for -- 

(a) Granting, suspending, revoking, amending, or taking other action with respect 
to any license, construction permit, or application to transfer a license; 

(b) Issuing orders and demands for information to persons subject to the 
Commission's jurisdiction, including licensees and persons not licensed by the 
Commission; 

(c) Imposing civil penalties under section 234 of the Act; and 

(d) Public rulemaking. 

10 CFR Part 50.   Domestic Licensing of Production and Utilization Facilities:  
Provide for the licensing of production and utilization facilities pursuant to the Atomic 
Energy Act of 1954, as amended (68 Stat. 919), and Title II of the Energy 
Reorganization Act of 1974 (88 Stat. 1242).  This part also gives notice to all persons 
who knowingly provide to any licensee, applicant, contractor, or subcontractor, 
components, equipment, materials, or other goods or services, that relate to a licensee's 
or applicant's activities subject to this part, that they may be individually subject to NRC 
enforcement action for violation of § 50.5. 

10 CFR Part 51.   Environmental Protection Regulations for Domestic Licensing 
and Related Functions:   Contains environmental protection regulations applicable to 
NRC's domestic licensing and related regulatory functions.  Subject to these limitations, 
the regulations in this part implement Section 102(2) of the National Environmental 
Policy Act of 1969, as amended. 

10 CFR Part 52.  Early Site Permits, Standard Design Certifications, and 
Combined Licenses for Nuclear Power Plants:    This part governs the issuance of early 
site permits, standard design certifications, and combined licenses for nuclear power 
facilities licensed under Section 103 or 104b of the Atomic Energy Act of 1954, as 
amended (68 Stat. 919), and Title II of the Energy Reorganization Act of 1974 (88 Stat. 
1242). This part also gives notice to all persons who knowingly provide to any holder of 
or applicant for an early site permit, standard design certification, or combined license, or 
to a contractor, subcontractor, or consultant of any of them, components, equipment, 
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materials, or other goods or services, that relate to the activities of a holder of or 
applicant for an early site permit, standard design certification, or combined license, 
subject to this part, that they may be individually subject to NRC enforcement action for 
violation of § 52.9. 

As used in this part,  

(a) Combined license (COL) means a combined construction permit and 
operating license with conditions for a nuclear power facility issued pursuant to subpart 
C of this part.  A COL authorizes construction and conditional operation of a nuclear 
power facility.  An application for a COL may, but need not, reference a standard design 
certification issued under Subpart B of 10 CFR Part 52 or an ESP issued under Subpart 
A of 10 CFR Part 52, or both. 

(b) Early site permit means an NRC approval for a site or sites for one or more 
nuclear power facilities.  The NRC can issue an ESP for approval of one or more sites 
for one or more nuclear power facilities separate from the filing of an application for a 
construction permit or combined license in accordance with 10 CFR Part 52.  An ESP is 
a partial construction permit and is, therefore, subject to all procedural requirements in 
10 CFR Part 2 that are applicable to construction permits.  Applications for ESPs will be 
reviewed according to the applicable standards set out in 10 CFR Parts 50 and 100 as 
they apply to applications for construction permits for nuclear power plants.  Early site 
permits are good for 10 to 20 years and can be renewed for an additional 10 to 20 years.  
ESPs address site safety issues, environmental protection issues, and plans for coping 
with emergencies, independent of the review of a specific nuclear plant design.  

(c) Standard design means a design which is sufficiently detailed and complete 
to support certification in accordance with subpart B of this part, and which is usable for 
a multiple number of units or at a multiple number of sites without reopening or repeating 
the review. 

(d) Standard design certification, design certification, or certification means a 
Commission approval, issued pursuant to subpart B of this part, of a standard design for 
a nuclear power facility. A design so approved may be referred to as a certified standard 
design. 

10 CFR Part 100.  Reactor Site Criteria:   The siting requirements contained in 
this part apply to applications for site approval for the purpose of constructing and 
operating stationary power and testing reactors pursuant to the provisions of part 50 or 
part 52 of this chapter. 

Reactor Decommissioning 

NRC continues to regulate nuclear reactors after they are permanently shut down 
and begin decommissioning.  Decommissioning is defined in NRC regulations as "to 
remove a facility or site safely from service and reduce residual radioactivity to a level 
that permits (1) release of the property for unrestricted use and termination of the 
license; or (2) release of the property under restricted conditions and termination of the 
license."  The NRC maintains a series of internet web sites to provide information on 
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reactor decommissioning (see http://www.nrc.gov/reactors/ decommissioning/regs-
guides-comm.html) 

During the operating life of a reactor, plant components can become radioactive, 
either through contamination or as a result of activation caused by the fission reaction. 
Therefore, special care is needed in the decontamination and dismantlement of the 
facility.  Contaminated materials are shipped to a low-level radioactive waste disposal 
site for burial. The NRC has adopted extensive regulations for dealing with the technical 
and financial issues associated with decommissioning.  

During the reactor decommissioning process, NRC conducts inspections, 
processes license amendments (including approval of the License Termination Plan), 
and monitors the status of activities. This monitoring ensures that safety requirements 
are being met throughout the process.  

All decommissioning associated with the 4S reactor is assumed will be the 
responsibility of Toshiba, the plant owner, or some other party, which will remove the 
entire reactor module at the end of the 30-year operating life.  They will therefore be 
responsible for all wastes, spent fuel, etc. associated with the 4S plant.  The NRC 
license will stipulate details as to how and when this removal will occur.  NRC may also 
require some form of financial guarantee that the decommissioning occur according to 
the license granted.   Because the entire reactor module will be removed, and will 
remain sealed until returned to the point of assembly, it is assumed that many of the 
standard NRC decommissioning requirements will not be applicable to the 4S reactor.  
However, once the power plant is removed, the demolition of the buildings and 
infrastructure are assumed to be the responsibility of Galena.  This may include a 
requirement to monitor the remaining buildings and infrastructure for radioactivity prior to 
release for unrestricted use.   

NRC regulations that are most applicable to reactor decommissioning include: 

• 10 CFR Part 20, Standards for Protection Against Radiation  
• 10 CFR Part 30, Rules of General Applicability to Domestic Licensing of 

Byproduct Material  
• 10 CFR Part 40, Domestic Licensing of Source Material  
• 10 CFR Part 50, Domestic Licensing of Production and Utilization 

Facilities  
• 10 CFR Part 51, Environmental Protection Regulations for Domestic 

Licensing and Related Regulatory Functions  
• 10 CFR Part 70, Domestic Licensing of Special Nuclear Material  
• 10 CFR Part 72, Licensing Requirements for the Independent Storage of 

Spent Nuclear Fuel and High-Level Radioactive Waste  
• 10 CFR Part 73, Physical Protection of Plants and Materials 

Regulatory guides are issued in 10 divisions and are intended to aide licensees 
in implementing regulations. The guides most applicable to reactor decommissioning are 
in:  
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Division 1, Power Reactors (http://www.nrc.gov/reading-rm/doc-collections/reg-
guides/power-reactors/active/) 

Division 4, Environmental and Siting  (http://www.nrc.gov/reading-rm/doc-
collections/reg-guides/environmental-siting/active/).  The list of environmental and siting 
Reg Guides is provided below. 

Division 8, Occupational Health (http://www.nrc.gov/reading-rm/doc-
collections/reg-guides/occupational-health/active/) 

Monitoring and Emergency Preparedness:  NRC permits will likely involve 
some routine monitoring as well as some emergency preparedness activities.  How 
involved each of these activities will be is not known at this time.  

NRC Regulatory Guides - Environmental and Siting (Division 4) 
 
This page lists the title, date issued, revisions, and some ADAMS accession 

numbers for each regulatory guide in Division 4, Environmental and Siting. 

Table C.1.  NRC Regulatory Guides - Environmental Siting (Division 4) 

Guide 
Number 

Title Rev. Publish
Date 

-- 01/19734.1 Programs for Monitoring Radioactivity in the 
Environs of Nuclear Power Plants (Rev. 1, 
ML003739496) 1 04/1975

-- 03/1973

1 01/1975

4.2 Preparation of Environmental Reports for 
Nuclear Power Stations (Rev. 2, ML003739519) 

2 07/1976

4.2S1 Supplement 1 to Regulatory Guide 4.2, 
Preparation of Supplemental Environmental 
Reports for Applications To Renew Nuclear 
Power Plant Operating Licenses (ML003710495) 
(Proposed Supplement 1, DG-4002, published 
8/91; second Proposed Supplement 1, DG-4005, 
published 7/98) 

  09/2000

4.3 (Withdrawn--See 41 FR 53870, 12/199/1976) -- -- 

4.4 Reporting Procedure for Mathematical 
Models Selected To Predict Heated Effluent 
Dispersion in Natural Water Bodies 
(ML003739535) 

-- 05/1974

4.5 Measurements of Radionuclides in the 
Environment--Sampling and Analysis of 
Plutonium in Soil (ML003739541) 

-- 05/1974
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4.6 Measurements of Radionuclides in the 
Environment-- Strontium-89 and Strontium-90 
Analyses (ML003739544) 

-- 05/1974

-- 09/1974

1  11/1975

4.7 General Site Suitability Criteria for Nuclear 
Power Stations (Revision 2, ML003739894) (DG-
4003, Proposed Revision 2, published 11/1992) 
(DG-4004, Second Proposed Revision 2, 
published 2/1995) 

2 04/1998

4.8 Environmental Technical Specifications for 
Nuclear Power Plants (for Comment) 
(ML003739900) 

-- 12/1975

-- 12/19744.9 Preparation of Environmental Reports for 
Commercial Uranium Enrichment Facilities (Rev. 
1, ML003739926) 1 10/1975

4.10 (Withdrawn--See 42 FR 59436, 11/17/1977) -- -- 

-- 07/19764.11 Terrestrial Environmental Studies for Nuclear 
Power Stations (Rev. 1, ML003739935) 

1 08/1977

4.12 (Not published) -- -- 

   4.13 

-- 11/1976

1 

Performance, Testing, and Procedural 
Specifications for Thermoluminescence 
Dosimetry: Environmental Applications (Rev. 1, 
ML003739935) 

07/1977  

-- 06/19774.14 
 

(1.1M)  

Radiological Effluent and Environmental 
Monitoring at Uranium Mills (Rev. 1, 
ML003739941) 1 04/1980

-- 12/19774.15 
 

Quality Assurance for Radiological Monitoring 
Programs (Normal Operations) -- Effluent 
Streams and the Environment (Rev. 1, 
ML003739945) 

1 02/1979

-- 03/19784.16 
 

Monitoring and Reporting Radioactivity in 
Releases of Radioactive Materials in Liquid and 
Gaseous Effluents from Nuclear Fuel Processing 
and Fabrication Plants and Uranium Hexafluoride 
Production Plants (Rev. 1, ML003739950) (Draft 
CE 401-4, Proposed Revision 1, published 
9/1984) (Errata published 8/1986) 

1 12/1985

4.17 -- 07/1982
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 Standard Format and Content of Site 
Characterization Plans for High-Level-Waste 
Geologic Repositories (Rev. 1, ML003739963) 
(Draft GS 027-4 published 4/1981) (Draft WM 
404-4, Proposed Revision 1, published 2/1985) 

1 03/1987

4.18  Standard Format and Content of 
Environmental Reports for Near-Surface 
Disposal of Radioactive Waste (ML003739515) 
(Draft WM 013-4 published 4/1982) 

-- 06/1983

4.19 Guidance for Selecting Sites for Near-Surface 
Disposal of Low-Level Radioactive Waste 
(ML003739520) (Draft WM 408-4 published 
3/1987) 

-- 08/1988

4.20 Constraint on Releases of Airborne 
Radioactive Materials to the Environment for 
Licensees other than Power Reactors 
(ML003739525) (Draft DG-8016 published 
12/1995) 

-- 12/1996

 

A number of other useful guidance documents are available, including:   

• Responses to Frequently Asked Questions Concerning Decommissioning 
of Nuclear Power Reactors (NUREG-1628)  

• Standard Review Plan for Evaluating Nuclear Power Reactor License 
Termination (NUREG-1700)  

• Residual Radioactive Contamination From Decommissioning Parameter 
Analysis (NUREG/CR-5512)  

• Standard Review Plan on Power Reactor Licensee Financial 
Qualifications and Decommissioning Funding Assurance (NUREG-1577)  

• Technical Study of Spent Fuel Pool Accident Risk at Decommissioning 
Nuclear Power Plants (NUREG-1738)  

• Multi-Agency Radiation Survey and Site Investigation Manual (MARSSIM) 
(NUREG-1575)  

• NMSS Decommissioning Standard Review Plan (NUREG-1727)  
• Report on Waste Burial Charges: Changes in Decommissioning Waste 

Disposal Costs at Low-Level Waste Burial Facilities (NUREG-1307)  
• Decommissioning of Nuclear Power Reactors (Regulatory Guide 1.184)  
• Standard Format and Content for Post-Shutdown Decommissioning 

Activities Report (Regulatory Guide 1.185)  
• Fire Protection Program for Nuclear Power Plants During 

Decommissioning and Permanent Shutdown (Regulatory Guide 1.191)  
• Final Generic Environmental Impact Statement on Decommissioning of 

Nuclear Facilities (NUREG-0586)  
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APPENDIX D.  Economic Analysis Model  
 

This appendix provides sample output from the economic analysis model.  The 
sample output illustrates some of the calculations and provides a sense of how the 
assumptions are translated into results.  Some sections of the model, such as the daily 
dispatch algorithms, are too voluminous to present here.  Others, such as the analysis 
of transmission lines, have already been presented in the text.  Interested readers may 
obtain the full Microsoft Excel spreadsheet model from the authors. 

The sample output is organized as follows: 

• Parameters and Assumptions 

• Diesel system cost 

• Coal system cost 

• Nuclear system costs 

 

Table D.1.  Parameters and Assumptions for Economic Analyses 
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P aram eters  and  Assum ptions

se le cte d low high
units va lue  (yr 1) va lue va lue

O vera ll P aram eters
S tart Y ear 2010
Real discount rate % 4.0%

Loads and  C om m on P aram eters
Utility Ele ctric Loa d

Init ial load at busbar M W h/y r 11,002         
A nnual load growth %  per y r 2.0%
P eak  Load M W 1.8               

units value

Re side ntia l S pa ce  He a t
num ber of houses , year 2010 220              
annual growth in num ber of houses 2.0%
s tove oil consum ption per house gallons /y r 1,000           
res idential furnace effic iency 75%
res idential fuel price prem ium  (delivery  c $/gallon 0.75             
Utility  line upgrades  capital cos t $ 800,000        
cus tom er prem ises  upgrade cos t $/house 3,000           
elec tric  dis t 'n loss  from  busbar to house 10.0%

District He a t
Current dis tric t heat load B  B tu/y r 8.0
Cos t of bulk  dis tribution pipe $/foot 200              
A ir s tation boiler effic iency 80%
Dis tance from  power plant to air s tat ion m iles 2.0               
dis tric t heat loss  in pipes 10.0%
Heat load fac tor (based on HDD data) 0.51
Heat sales  tariff as  %  of net avoided cos t 75%  
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Table D.1.  Parameters and Assumptions for Economic Analyses -  
continued 
D iese l

selec ted low high
units value (y r 1) value value

Die se l ca pita l cost (replace engines ) $/kW 400              
Die se l Fue l

Utility  fuel init ial price $/gallon 2.15             1.50         2.15         
A nnual real escalat ion %  per y r 2.0% 0.0% 2.0%

Utility  init ial fuel effic iency kW h/gal 14
kW h m easured at busbar

E ffic iency  of New Units kW h/gal 15                
Nonfue l d ie se l O&M

Diesel generation labor $/year 305,157        
V ariable O& M  (inc ludes  overhauls ) $/kW h 0.017           

C oal
selec ted low high

units value (y r 1) value value

Coa l p la nt ca pita l cost $/kW 3,000           
Coa l p la nt a va ila bility 95%
Coa l p la nt e fficie ncy (elec tric  output/coal input) 40% 30% 40%

Coal or nuc lear "heat to elec tric " effic iency 50%
Coa l fue l

E nergy  content M  B tu/ton 20                
Delivered price of coal $/ton 100              100          125          
A sh disposal cos t $/ton 20                

Nonfue l coa l O&M
Coal labor people 6
cos t per operator $/y r 53,200
variable O& M  and consum m ables $/kW h 0.01

Nuclear
selec ted low high

units value (y r 1) value value

Nucle a r ca pa city M W 10.0             
Nucle a r ca pita l cost $ 0

Nuc lear security  s taff people 34                4 3
Nuc lear operator s taff people 8                 
Nuc lear availability 95%

Nuc lear annual supplies  and expenses $/y r 500,000        

4
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Table D.2.  Diesel-Only Power Supply Economic Analysis 
 

D iese l-O nly
Pow er Supp ly  Econom ic  Analys is

Y ear
1 3

V ariable Units P resent V alue 2010 2039

Busba r Ene rgy Re quire m e nts M W h 11,002 19,539
P e a k De m a nd M W 1.8           3.2           

Die se l Fue l Use  by Unit
kW h/gal

1 15.0 New gal 733,497    1,302,576  
2 15.0 New gal
3 14.0 gal
4 14.0 gal
5 14.0 gal
6 14.0 gal

Tota l Die se l Fue l Use d gal 733,497 1,302,576
Die se l Fue l P rice $/gal 2.15 3.82
Tota l Die se l Fue l Cost $ $45,745,507 1,577,018  4,973,321  

La bor $5,276,785 305,157    305,157    

Othe r Die se l S yste m  V a ria ble  Costs
M ajor Overhauls  ** inc luded in O& M
O& M  (inc ludes  overhauls ) $ $4,129,163 187,042 332,157
Tota l nonfue l va ria ble  cost $ $4,129,163 187,042 332,157

Die se l Avoida ble  Ca pa city Cost $ $4,147,366 711,886    
am ortized 239,843    239,843    

Tota l Cost of Busba r Die se l Ele ctricity $ $59,298,821 2,309,059 5,850,478

Ra te  Im pa cts 2010 2039
Total sales M W h 9,902        17,585      
avoidable busbar cos t $/kW h 0.23          0.33          
dis tribution, general, and adm in $/kW h 0.07          0.06          
Ave ra ge  cost of e le ctric se rvice $/kW h 0.30          0.39          

0
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Table D.3.  Coal Power Supply Economic Analysis 
 

C oal
Pow er S upp ly  Econom ic  Analys is

Y ear
1 3

in- P resent
V ariable Units c lude? V alue 2010 2039

Busba r Ene rgy Re quire m e nts
Utility  elec tric ity M W h 1 11,002      19,539      
E x is ting c ity  heating loop M W h 1 2,344        2,344        
Res idential heating M W h 0 -           -           
A ir s tation heating M W h-equi

0

v 1 8,464        8,464        
Greenhouse M W h 0 -           -           

Tota l Ene rgy Re quire m e nts a t pow e r pla nt M W h 21,811      30,347      

Tota l Ene rgy Output Ca pa city (e le ctric e qu M W 4.0           4.0           
Ava ila bility % 95% 95%

Ene rgy from  Coa l a nd from  die se l
firm  energy  from  coal M W h 12,679 20,788
firm  energy  from  diesel M W h 667 1,094
non-firm  energy  for A ir S tation M W h-equivalent 8,040 5,816
Total E nergy  generated by  coal M W h-equivalent 20,719 26,605

Coa l Fue l
Coal requirem ents tons 8,839 11,350
Cos t per ton $/ton 100 100
Tota l coa l fue l cost $ 17,035,458 883,920 1,135,027

Coa l Ca pita l 12,000,000 693,961    693,961    

Coa l la bor 5,519,617 319,200 319,200

Die se l pe a king a nd ba ckup va ria ble  cost (from  be low ) 2,614,234 96,746 267,259

Othe r coa l syste m  va ria ble  costs
consum m ables  and variable O& M 3,993,075 207,189 266,048
A sh disposal @  $20/ton 3,407,092 176,784 227,005
Tota l nonfue l va ria ble  cost 7,400,167 383,973 493,053

Tota l busba r cost of coa l syste m 40,576,400 2,170,610 2,642,453 
less : net value of heat sent to air s tation (17,483,703) (839,746) (1,113,613)
e qua ls: ne t busba r cost of coa l syste m 23,092,697 3,010,357 3,756,066  
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Table D.3.  Coal Power Supply Economic Analysis – continued 
 
Avoided cost from heat used by Air Station

Air station end-use heat demand B Btu 52.0           52.0           
Coal heat energy delivered to station B Btu 49.4           35.7
avoided diesel fuel gallons 447,388 323,659
avoided diesel price $/gallon 2.15 3.82
avoided diesel cost $ 19,595,703 961,884 1,235,750
less: capital cost of pipe upgrade (2,112,000) (122,137) (122,137)
equals: Net value (fuel savings only) of heat 17,483,703 839,746 1,113,613
Net value per M Btu delivered at plant $/M Btu 15.30         28.05         

Rate Impacts 2010 2039
Total cost of coal system 2,170,610  2,642,453  
prospective tariff for heat (metered at plant) $/M Btu 11.48         21.04         
amount of heat sold (metered at plant) B Btu 54.9           39.7           
sales revenue from base heat sales $ 13,112,777 629,810 835,210
net cost of generation 1,540,801  1,807,243  
distribution, general, and admin 710,728     1,054,748  
Utility revenue requirement from rates 2,251,529  2,861,991  
utility non-heat electricity sales MW h 9,902         17,585       
Electric heat sales to homes MW h 0 0
Average cost of electric service $/kWh 0.23           0.16          
avoidable busbar cost $/kW h 0.16           0.10           
distribution, general, and admin $/kW h 0.07           0.06           

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

99 



Pre-Publication Draft – Subject to Change 
 
 
 
Table D.4.  Nuclear Power Supply Economic Analysis 
 
 

Nuclear
P ow er S upply  Econom ic  Ana lys is

Y ear
1 3

P resent
V ariable Units V alue 2010 2039

Busba r e ne rgy re quire m e nts M W h 11,002 19,539
P e a k de m a nd M W 1.8 3.2

P ow e r output M W 10.0           10.0           
Ava ila bility % 95%
Ava ila ble  e ne rgy output M W h 83,220       83,220       

F irm  energy  requirem ents M W h 21,330       35,617       
F irm  energy  supplied M W h 20,263 33,836

to utility  elec tric ity M W h 10,452 18,562
to dis tric t heat M W h 2,227 2,227
to hom e space heating M W h 7,042 12,506
to greenhouse M W h 542 542

S urplus  energy  available for H2 produc tion M W h 62,957 49,384
Die se l e ne rgy to cove r una va ila bility M W h 1,066 1,781

Nucle a r ca pita l pa id by utility 0 0
Nuc lear decom m iss ioning [not cons idered in this  m odel]

La bor
plant operators persons 8 8

cos t per operator $/y r 82,460 82,460
Operator Labor 659,680     659,680     
security  s taff persons 34 34

cos t per security  s taff $/y r 53,200 53,200
S ecurity  Labor 1,808,800   1,808,800   

Tota l nucle a r la bor 42,685,038   2,468,480 2,468,480

Nucle a r a nnua l O&M 8,646,017     500,000     500,000     

Die se l ba ckup va ria ble  cost (from  be low ) 4,984,179 181,911 515,947

Tota l busba r cost of nucle a r e ne rgy production 56,315,234   3,150,391   3,484,427   
less: A voided cos t from  us ing res idential elec tric  heat (below) (15,903,166)  (553,568)    (1,700,247)  
less: A voided cos t of heat for air base, at power plant (20,243,434)  (890,513)    (1,676,172)  
e qua ls: Ne t busba r cost of e le ctric se rvice 20,168,634   1,706,310   108,008     

S urplus  energy  for hydrogen produc tion M W h 62,957 49,384

0

95%

0
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Table D.4.  Nuclear Power Supply Economic Analysis – continued 
 
S a vings from  sa le s of he a t to a ir ba se

A ir s tation end-use heat dem and B  B tu 52.0           52.0           
less : unserved energy  at peak  tim es B  B tu 0.0 0.0
equals : heat energy  delivered to base B  B tu 52.0 52.0
avoided diesel fuel gallons 471,000 471,000
avoided diesel price $/gallon 2.15 3.82
avoided diesel cos t $ 22,355,434   1,012,650 1,798,309

less : capital cos t of pipe upgrade $ (2,112,000)    (122,137)    (122,137)    
Net value (fuel savings  only ) of heat at power plant 20,243,434   890,513 1,676,172
Net value per M  B tu of heat at power plant 15.41         29.01         

Ra te  Im pa cts
Total cos t of nuc lear sys tem 56,315,234   3,150,391   3,484,427   
prospec tive tariff for heat (m etered at plant) $/M  B tu 11.56         21.76         
am ount of heat sold (m etered at plant) B  B tu 57.8           57.8           
sales  revenue from  air s tation heat sales $ 15,182,576   667,885     1,257,129   
net cos t of generation 41,132,659   2,482,507   2,227,298   
dis tribution, general, and adm in 14,299,453   710,395     1,037,214   
Utility  revenue requirem ent from  rates 55,432,111   3,192,901   3,264,511   
non-heat elec tric ity  sales M W h 9,895         17,193       
E lec tric  heat sales  to hom es M W h 6,338 11,255
Ave ra ge  cost of e le ctric se rvice $/kW h 0.20           0.11           

Check  savings  to hom es :
per household cos t of diesel 2,900 4,568
per household cos t of elec tric  heat 5,667 3,306

Re quire d Die se l ge ne ra tion M W h 1,066 1,781
Die se l Fue l Use  by Unit

kW h/gal
1 14.0 Unit 1 gal 76,177 127,204
2 14.0 Unit 2 gal
3 14.0 Unit 3 gal
4 14.0 Unit 4 gal
5 14.0 Unit 5 gal
6 14.0 Unit 6 gal

Tota l Die se l Fue l Use d gal 76,177 127,204
Die se l Fue l P rice $/gal 2.15 3.82
Tota l Die se l Fue l Cost $ $4,595,785 163,781     485,672     

Othe r Die se l S yste m  V a ria ble  Costs
M ajor Overhauls
Other E nergy -related O& M $ $388,394 18,130 30,274
Tota l Nonfue l V a ria ble  Cost $ $388,394 18,130 30,274

Die se l Avoida ble  Ca pa city Cost $ $0
Tota l Ide ntifia ble  Cost of [ba ckup] Die se l $ 4,984,179 181,911 515,947  
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Disclaimer 

This report was prepared as an account of work sponsored by an agency of the 

United States Government. Neither the United States Government nor any agency thereof, 

nor any of their employees, makes any warranty, express or implied, or assumes any legal 

liability or responsibility for the accuracy, completeness, or usefulness of any information, 

apparatus, product, or process disclosed, or represents that its use would not infringe 

privately owned rights. Reference herein to any specific commercial product, process, or 

service by trade name, trademark, manufacturer, or otherwise does not necessarily 

constitute or imply its endorsement, recommendation, or favoring by the United States 

Government or any agency thereof. The views and opinions of authors expressed herein do 

not necessarily state or reflect those of the United States Government or any agency 
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Abstract 
 

Carbon dioxide (CO2), the main component of greenhouse gases, is released into 

the atmosphere primarily by combustion of fossil fuels like coal and oil. Some areas of the oil 

industry could employ CO2 sequestration, the capture of CO2 for storage or other uses, as a 

way to mitigate CO2 release and simultaneously improve extraction methods for some oil 

fields. Very little study of CO2 sequestration has addressed the Alaskan North Slope (ANS) 

area, although such study could open new avenues for CO2 disposal options, such as in 

viscous oil reservoirs and coal seams on the ANS, particularly if a natural gas pipeline 

presently under consideration is constructed. This study investigated CO2 storage options by 

screening ANS oil pools amenable to enhanced oil recovery (EOR), by evaluating the phase 

behavior of viscous oil and CO2 mixtures, and by simulating EOR through CO2 flooding and 

migration of CO2 in a saline aquifer.  

Phase-behavior studies revealed that CO2 gas was partially miscible with West Sak 

viscous oil at a pressure close to the reservoir pressure. Compositional simulation of CO2 

flooding for a five-spot West Sak reservoir pattern showed an increase in percent recovery 

with an increase in pore volume (PV) injected, but at the expense of an early breakthrough. 

A sensitivity analysis of this CO2 flooding project was found to be strongly dependent on 

such variables as oil price and discount rate. Investigation of supercritical CO2 injection in a 

saline formation did not indicate an increase in temperature in this permafrost-heavy region. 
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Chapter 1 

Introduction 

1.1 Overview 

Carbon dioxide is predominantly released into the atmosphere by burning fossil 

fuels. According to the Energy Information Administration (2005), in 2004 the United States’ 

estimated emissions of greenhouse gases totaled 7,122 MMTCO2e (million metric tons CO2 

equivalent); of this amount, the majority—5973 MMT—was CO2. 

In 2001, Alaska alone emitted around 43.20 MMTCO2e from sundry sources such as 

transportation, industry, municipal electric power generation, and commercial and residential 

activities (EIA, 2001). Currently, the bulk of the natural gas produced during drilling for fossil 

fuels on the ANS is re-injected into the reservoir. This process helps maintain pressure in 

the reservoir, enhancing oil extraction, and it serves as a way to store the natural gas. In the 

future, when appropriate infrastructure has been built, the gas can be re-extracted and 

transported to market. At this point, if all the natural gas produced were sold to a ready 

market (in the literature, this is often termed after major gas sales), approximately 8 million 

tons of CO2 would be released into the atmosphere (see Figure1.1, courtesy of British 

Petroleum).  
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Figure 1.1. Carbon dioxide sources with and without major gas sales along with 

oil pools on the Alaska North Slope. Figure courtesy of BP. 

 

The impact of global warming on the arctic environment is widely discussed both in 

scientific and public literature. Key interactions between global warming and the arctic 

environment can be summarized as follows:  

 Released CO2 can result in more heat trapped in the atmosphere, which may 

increase average winter temperatures. 
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 Higher average temperatures can cause reduction in the extent of the Arctic 

Ocean’s summer ice pack. 

 Either of the above-mentioned changes could further accelerate warming.  

 Changes in temperature could substantially reduce the winter drilling window on 

the ANS, thus threatening oil and gas developmental drilling and related 

activities. 

CO2 storage in geological formations is an important sequestration option in 

decreasing or limiting concentration of CO2 in the environment. Other synergies such as 

recovery of viscous oil by CO2 flooding could also be very attractive and economical. Bachu 

and Shaw (2003) defined geological sequestration of CO2 as capturing CO2 from 

anthropogenic sources and disposing of it in geological media. A typical CO2 sequestration 

project includes (a) CO2 capture from point sources like power plants and natural gas 

production and sales, using chemical techniques such as amine absorption; (b) gas 

compression; (c) transportation through a corrosion-resistant pipeline or tanker; and (d) 

storage in potential geological sinks. Figure 1.2 represents a typical CO2 sequestration 

scheme. 
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Figure 1.2. A typical CO2 sequestration scheme (after Research Institute of Innovative 

Technology for the Earth, 2004). 

 

 In addition to sequestering CO2 for EOR, CO2 can also be sequestered in (a) 

depleted oil and gas reservoirs, (b) deep coal beds through replacing methane with CO2, 

and (c) deep saline aquifers (Bachu & Stewart, 2002). There are three important 

mechanisms by which CO2 is geologically sequestered: hydrodynamic trapping, solubility 

trapping, and mineral trapping (Kovscek, 2002).  

With a ready collection system, CO2 can be injected in the ANS to produce viscous 

oil (immiscible/miscible displacement) and coal bed methane, leading to increased oil and 

gas production, respectively, and helping producers meet energy demands by taking 

advantage of existing production infrastructure on the ANS. For example, West Sak and 
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Ugnu sands are amenable to CO2 flooding due to the viscous nature of the oil there. Carbon 

dioxide sequestration in this area could reduce oil viscosity, enhance oil swelling, and in 

some cases, support immiscible or miscible displacement. These methods for enhancing oil 

recovery can start after a secondary recovery process or at any time during the productive 

life of an oil reservoir to improve fluid displacement. In this report, the term EOR is used in 

conjunction with “improved viscous oil recovery by CO2 injection.” 

A gas pipeline is essential to establishing a ready source of CO2 on the ANS. If 

Alaska’s existing production and transportation infrastructure can economically and feasibly 

support the operations necessary for building a new gas pipeline, then the ANS will be a 

highly suitable site for CO2 geological storage. Moreover, successful sequestration on the 

ANS will require advances in drilling technology; well bores must be engineered to avoid 

communication between injected CO2 and producer wells. Successful CO2 sequestration on 

the ANS could provide value-added oil production, an essential element of Alaska’s 

continued economic growth. Additionally: 

• EOR by CO2 injection can support control of greenhouse gas emissions in 

conjunction with fossil fuel production; and  

• CO2 sequestration projects can provide a key to unlocking ANS viscous oil reserves 

as well as furthering development of such options such as saline aquifers and using 

depleted oil and gas reservoirs. 

1.2 Objectives 

The objectives of this study were to investigate different sequestration options and 

their specific feasibility for the Alaska North Slope. Objectives were: 

(1) To characterize oil pools amenable to CO2-EOR by using a screening technique 

and the Geographic Information System (GIS). 

(2) To perform a phase-behavior study of viscous oil and CO2. 
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(3) To predict viscous oil production levels made possible by CO2 injection, 

(4) To calculate the time value of the CO2-EOR project. 

(5) To simulate injection of supercritical CO2 into a saline aquifer. 

The University of Alaska Fairbanks strongly encourages its students to take an active 

role in research projects, and subsequent chapters in this report are the result of work by a 

graduate student (Patil, 2006) in the Petroleum Department, College of Engineering and 

Mines.  
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Executive Summary 

Signs of global warming tend to be more pronounced in the Arctic than in any other 

place in the world, and the ANS is no exception. The past few decades have shown 

changes in winter freeze-up and spring break-up, and impacts include a narrower window 

for transporting goods and equipment across the tundra, which can directly affect ANS 

infrastructure and operations for the commercial oil fields. If the gas pipeline currently under 

discussion is built, CO2 mitigation will become a much larger concern for oil field operations. 

Some sources suggest that the ANS could produce around 22 million tons of CO2 per 

annum from power plant operation and gas sales. Some options for CO2 sequestration, such 

as recovering vast viscous oil reserves (> 25 billion barrels) by CO2-EOR and geological 

storage, could be crucial to the ongoing economic success of ANS-based projects.  

This study focused on characterization of CO2 point sources and sinks, a simulation 

study for EOR of viscous oil and CO2 storage in a saline aquifer, and an economic analysis 

of CO2-EOR. Our approach used a parametric screening technique to examine reservoir 

parameters such as porosity, permeability, depth, and temperature of the ANS oil pools, 

comparing these properties to both worst and optimum parameters. The West Sak pool, with 

oil of 12–20°API gravity, is located in the Kuparuk oil field on the ANS. Using Computer 

Modeling Group’s WinProp® simulator, researchers performed regression analysis of 

pressure, volume, and temperature (PVT) data of West Sak oil to tune an equation of state 

(EOS). Using a tuned EOS, pseudo-ternary diagrams showed that, at the current West Sak 

reservoir pressure, partial miscibility is a possible mechanism for recovery. Then 

researchers carried out compositional simulation of CO2 flooding using a GEM® simulator. 

To explore the injection of CO2 into a saline aquifer, a superheated CO2 injection into a 4-

layer model (sand-shale-sand-permafrost) system (NaCl salt fraction = 0.05) for a 10-year 

period was simulated using Subsurface Transport Over Multiple Phases (STOMP®).  
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In summary, performing a technical feasibility study of CO2-EOR by parametric 

screening of the oil pools is essential for ranking those pools amenable to EOR. A phase-

behavior study of a West Sak crude and CO2 system predicted the presence of partial 

miscibility at a pressure of around 1600 psia. Composition simulation work predicted an 

increase in the percent of West Sak oil recovery as the amount of injected CO2 is increased 

(for 10%–50% PV injection), but at the expense of early gas breakthrough. Sequestration of 

CO2 in saline aquifers on the ANS can provide additional storage. CO2 is sequestered in 

both gas and aqueous phases when injected in a saline aquifer. Simulation via the STOMP® 

simulator showed that injecting the CO2 in the bottommost layer of sand is advantageous, 

since the overlying shale layer can act as a barrier to prevent any future gas leakage. 

Moreover, this model indicated no temperature increase in the permafrost region.  
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Chapter 2 

Characterization of the CO2 Sinks and Sources 

The design of any EOR project involves such steps as data gathering, economic and 

technical feasibility studies, and reservoir simulation and sensitivity analysis, followed by 

pilot project studies. The simulation study by Bossie-Cordreanu and Gallo (2004), based on 

a synthetic reservoir, quantified uncertainties due to reservoir parameters in order to 

establish a set of guidelines to determine the most suitable depleted reservoirs for 

sequestration. In their work, Bossie-Cordreanu and Gallo studied influencing parameters 

such as API gravity, heterogeneity (Dykstra-Parson coefficient), and cap rock integrity. 

Sequestration capacity was estimated through the sequestration factor for different 

reservoirs. 

According to Klins (1984), the major task of screening potential reservoirs for EOR is 

accomplished by binary evaluation and project evaluation criteria. In the case of binary 

evaluation criteria, Klins carried out a comparison of important parameters with observed 

parameters of technically and economically successful EOR projects. The limited number of 

projects and publicly available data, however, hinders the use of screening as the sole 

criterion. Nevertheless, thanks to its less cumbersome application, binary evaluation is a 

popular preliminary screening tool. 

Rivas, Embid, and Bollvar (1992) developed a new screening tool to account for 

synergistic effects on process performance, which the binary evaluation criterion fails to do. 

The study examined reservoir parameters such as porosity, permeability, temperature, API 

gravity, oil saturation, and net pay thickness. The optimum parameters—those leading to the 

best average production rate—were obtained from simulation studies by using fully 

compositional, black-oil, and semi-analytical models. An arbitrary heuristic, exponentially 

varying function was employed to rank different reservoirs. The value of that function 

depended on the difference between the properties characteristic of the reservoir and the 
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optimum values of the simulation studies. This screening technique was successfully used 

by Shaw and Bachu (2002) to rank the oil reservoirs in the Western Canada Sedimentary 

Basin. The optimum properties for the CO2 injection project were found to be an API gravity 

of 37o, a temperature of 160 oF, permeability of 300 md, oil saturation of 60%, and porosity 

of 20%.  

There are an estimated 20 to 25 billion barrels of original-oil-in-place (OOIP) medium 

and heavy oil deposits on the ANS (McGuire, Redman, Jhaveri, Yancey, & Ning, 2005). 

Figure 1.1 shows the oil reservoirs on the ANS, along with CO2 sources such as potential 

gas sales and other emissions. In the current study, screening of oil reservoirs on the ANS 

for their CO2-EOR potential was based on the work of Rivas et al. (1992). 

 

2.1 Alaskan North Slope Oil Pools: Methodology of Parametric Screening 

 Oil reservoir ranking with respect to CO2-EOR potential and technical feasibility was 

performed by comparing parameters such as oil gravity (°API), porosity (Φ), permeability (k), 

temperature (T), pay zone thickness (h), oil saturation (So), and minimum miscibility 

pressure (MMP) with the optimum reservoir parameters (see Table 3.1, Chapter 3). All the 

parameters except MMP were obtained from the oil pool database of the Alaska Oil and Gas 

Conservation Commission (2003). The step-by-step procedure for ranking is detailed below: 

 (a) MMP Estimation  

 The calculations of MMP for oil and a pure CO2 system rely on the proper 

characterization of oil, particularly the C5+ component. To circumvent the tedious and time-

consuming nature of collecting oil composition for each oil pool on the ANS, this study used 

a simpler method first reported by the National Petroleum Council (Ahmed, 1997) to predict 

MMP based on API gravity and temperature of the system. Using this method for API gravity 

less than 27°, MMP is 4000 psia; as the API gravity increases, MMP is found to decrease 
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with a reservoir temperature correction. A description of this method can be obtained from 

Ahmed (1997). 

 (b) Parameter Normalization  

 The normalized parameter (Xi,j) is given by: 

 

 

jo,Pjw,P

jo,Pji,P

ji,X =  (2.1) 

 

Where Po,j is the magnitude of parameter (j) in an optimum reservoir, which results in 

optimum CO2 flooding; these optimum parameters were obtained from the studies by Rivas 

et al. (1992). The optimum properties for the most favorable reservoir were determined by 

performing a numerical simulation, which optimized the reservoir response to gas flooding. 

Pw,j is the magnitude of the parameter for a reservoir least favorable to CO2-EOR, which was 

determined based on the data bank of reservoirs to be screened. For each reservoir 

parameter, the value farthest from the optimum value was then selected as the worst value 

of that parameter. Pi,j is a parameter under consideration for the i th reservoir. 

 (c) Transformation to Exponential Function  

Since exponential function is more adequate than linear function for comparing 

different elements in the same set, Xi,j was transformed into an exponentially varying 

function (Ai, j) as given below: 

 

  (2.2) )4.6X(
ji,

ji,
2

e100A ×=

 

 (d) Generation of Weighted Grading Matrix 
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To account for the relative importance of each reservoir parameter, a weighted 

grading matrix, Wi,j  was determined as follows: 

 

 Wi,j = A i,j  ×wj (2.3) 

 

Where wj is the weight of each reservoir parameter. Table 2.1 gives optimum values with 

respective weights assigned to each parameter, while worst values for each parameter for 

oil pools on the ANS are given in Table 2.2. 

 (e) Rank of Reservoir (Ri) 

Ranking of the reservoir is given as: 

 

 
∑

∑
×=

=

=
j

1j
j1,

j

1j
ji,

i
M

M
100R  (2.4) 

 

Where Mi,j is the product of Wi,j and its transpose, Wj,i . M1,j  represents the values 

corresponding to the optimum reservoir. 
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Table 2.1 

Optimum Reservoir Parameters with Respective Weights (modified after Rivas, Embid, & 

Bollvar, 1992) 

 

 

 

 

 

 

 

 

 

Parameter Optimum Weight 

API Gravity 37 0.24 

Oil saturation, % 60 0.2 

Pressure/ MMP 1.3 0.19 

Temperature, oF 160 0.14 

Net thickness, ft 50 0.11 

Permeability, md 300 0.07 

Porosity, % 20 0.02 

 

Table 2.2 

Worst Parameters from Alaska North Slope Oil Pool Database 

Parameter Upper Limit 

Lower 

Limit 

API Gravity 44 17.5 

Oil saturation, % 90 50 

Pressure/ MMP 4.11 0.4 

Temperature, oF 254 75 

Net thickness, ft 290 20 

Permeability, md 1007.5 1.5 

Porosity, % 30 10 
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2.2 Ranking of ANS Oil Pools Based on Screening Criteria  

Parametric screening of ANS oil pools, which is based on the optimum parameters 

and assigned weights to each parameter, is an advantageous approach to selecting 

potential pools for CO2-EOR. The values of gravity for various oils from the ANS oil 

database generally delineate the suitability of an oil pool for CO2-EOR. Table 2.3 lists the 

petrophysical properties of a few ANS oil pools, while the last column gives the rank of oil 

pools, according to the study by Rivas et al. (1992). Table 2.3 shows the screening of 14 

ANS oil pools (14 = least suitable for CO2-EOR; 1 = most suitable). It is evident that oil pools 

with lower gravity (viscous oil) have been placed lower in the ranks, while this is not entirely 

true for the light oil (oil with higher API gravity). Ivishak pool would be the last chosen for 

CO2-EOR if such a selection of ANS oil pools were performed. Thus, Ivishak is a good 

example of how parameters other than oil gravity play a role in screening; in this case, its 

low porosity (15%) has hampered its suitability. The abundant West Sak pool, despite its 

rank of 11, has been selected for future phase behavior and simulation studies for CO2 

flooding because conventional EOR processes like waterflooding are cost-prohibitive. 
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Table 2.3 

Parametric Ranking of Oil Pools on the Alaska North Slope with Respect to Optimum 

Reservoir Parameters  

 
 

Pool 

 

oAPI

 

Φ, %

 

P/ MMP

 

T,oF

 

h, ft

 

k, md 

 

So, % 

 

Ri

Pt. Mcintyre 27 22 1.27 180 156 200 60 1 

Meltwater 36 20 1.5 140 95 10 60 2 

Lisburne 27 10 1.03 183 125 1.5 70 3 

Tarn 37 20 1.64 142 40 9 60 4 

Prudhoe 28 22 0.94 200 222 265 70 5 

Alpine 40 19 1.81 160 48 15 80 6 

Kuparuk -Milne 24 20 0.79 160 100 150 90 7 

Kuparuk River 22 23 0.76 165 35 40 70 8 

Sag River 37 18 1.86 234 30 4 60 9 

North Prudhoe 35 20 2.07 206 20 590 60 10 

West Sak 19 30 0.41 75 70 1007 70 11 

Schrader Bluff 17.5 28 0.4 80 70 505 70 12 

Hemlock 33.1 10.5 2.34 180 290 53 70 13 

Ivishak 44 15 4.11 254 125 200 50 14 

 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
_________________________________________________________________________ 

Note. All parameter values but MMP were obtained from the oil pool database of the Alaska 

Oil and Gas Conservation Commission (2003). For MMP calculation, see Section 2.1 (a) 

above. 
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2.3 Characterization Using the GIS Shortest-Path Analysis Model 
 

Figures 2.1 and 2.2 present GIS maps depicting, respectively, sedimentary basins 

along with oil and gas pools, and coal beds, along with available road infrastructure, on the 

ANS.  

A determination of the least-cost path is crucial to minimizing the costs of CO2 

transportation, given constant compression and injection costs. The “shortest path” travels 

from the destination to the CO2 source via the cheapest route (depending on the cost raster 

defined by the user). The shortest-path analysis can be employed to locate the least-cost 

paths for any CO2 sink and source pair. Section 2.3.1 gives the input data that were used in 

the shortest-distance model in ArcGIS (Geographical Information Systems Software). Figure 

2.3 represents a typical shortest-distance analysis flowchart for CO2 sequestration. Two 

different shortest paths are found to be favorable for the pipeline from the gas source (Pt. 

Thomson) to the coal bed and a viscous oil reservoir (such as West Sak), as shown in 

Figure 2.4. 

 

2.3.1 Input for Shortest-Distance Model 

• Source dataset-CO2 gas sale location 

• Sink dataset-coal bed, sedimentary basins, CO2-EOR sites 

• Cost raster: Elevation (mountainous area) and land/ecosystem type converted to 

grid cells and assignment of weight 

• Use of cost distance with direction to find the least-cost path to the sink 

(destination) 
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Figure 2.1: Location of sedimentary basins and their thickness on the Alaska North Slope. 
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Figure 2.2. Location of coal resource and available road infrastructure on the Alaska North 

Slope for development of CO2 sequestration project. 

 

 

 

 

 

 18



 

Figure 2.3. A typical shortest-distance scheme in ArcGIS. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4. Shortest-path analysis for CO2 sink and source 

system on the Alaska North Slope. 
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Chapter 3 

Phase-Behavior Study of West Sak Oil and CO2 System 

3.1 Description of EOS 

Minimum miscibility pressure (MMP) is the pressure at which injected gas and oil 

become miscible by multiple-contact displacement. There are various generalized methods 

to evaluate MMP for pure and impure CO2. Ahmed (1997) briefly described various methods 

for determination of MMP. These methods primarily depend on the molecular weight of C5+, 

temperature, and a weighted-composition parameter (based on partition coefficients of C2 

through C37 fractions).  

The phase behavior of oil in CO2 injection processes consists mainly of mass 

transfer and composition changes. The importance of tuning EOS for prediction of phase 

behavior of complex processes with a compositional simulator was recognized by Coats and 

Smart (1986) and Abrishami, Hatamian, and Dawe (1997). Cubic EOS like Peng-Robinson 

(1976) are widely used for convenient and flexible calculation of the complex phase 

behavior of reservoir fluids (Peng & Robinson, 1976). Equation 3.1 gives the original Peng-

Robinson equation of state (PR-EOS). This equation can indicate the relationship among 

pressure (P), temperature (T), and mole volume (V) of components: 
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The correction factor ( ) in Equation 3.2 is dependent on the reduced temperature 

and quadratic function based on the acentric factor. Robinson and Peng (1978) 

recommended a modification to the acentric factor function to account for the heavier 

components; this modification will be referred as PR-EOS (1978).  
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Where a and b coefficients account for mixing in the case of multi-component mixtures, and 

and are the constants.  aΩ bΩ

EOS parameters are interdependent on the binary interaction coefficient (BIC), which 

represents the intermolecular forces between molecules. In spite of suitability of PR-EOS to 

predict phase behavior of many components, it is a far-fetched endeavor to use PR-EOS for 

all components present in a fluid mixture. The need to incorporate any EOS for hydrocarbon 

mixtures to realize its suitability should always be weighed against the degree of inaccuracy, 

which is inherently expected due to the presence of heavy components. To overcome the 

deficiencies of EOS to predict the phase behavior of a fluid, tuning of EOS has been found 

to be an important practice, wherein laboratory PVT study acts as a basis for comparison to 

alter a and b coefficients by changing their parameters. Acentric factors and critical 

properties, primarily of the plus fraction, are changed in the tuning process. Based on the 

consideration of methane as a dominant component and the inadequacy related to heavy 

fraction characterization, Abrishami et al. (1997) reported different regression variables that 

can be chosen in the tuning process: (a) critical properties, such as Pc and Tc of heavy 

components since in many cases, there may not be a proper characterization of heavy 

fractions available; (b)  and aΩ bΩ values of methane; (c) aΩ and values of heavy 

fractions; and (d) BIC. 

bΩ

Setting of and  and critical properties of heavy fractions such as regression 

variables can lead to altering a and b coefficients. While Danesh (1998) stated that the 

selection of BIC as a regression parameter should be dealt with by acknowledging its role as 

aΩ bΩ
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a fitting parameter rather than a physical property, it can also act effectively in changing the 

results predicted by tuned EOS. It should, however, be recognized that a tuned EOS is only 

applicable and valid for the same system at same temperature and pressure conditions. For 

CO2 gas injection in oil, the adaptation to the compositional changes necessitates the 

modifications of the tuned EOS. According to Danesh (1998), all reliable experimental data 

must be used in the tuning process.  

 

3.2 Characterization of West Sak Oil and Phase Behavior with CO2

West Sak live oil is characterized by 23 components (Table 3.1), with the molecular 

weight of a heavy component (C21+) as 455 lb/lbmole (Bhandari, 1988). Experimental data 

on constant compositional expansion and differential liberation experiments on West Sak oil 

provided the values of relative-oil volume, percentage of liquid volume, and oil viscosity, 

gas-oil ratio, and specific gravity of gas at different pressures, as reported by Roper (1989). 

A compositional PVT simulator (WinProp®), developed by Computer Modeling Group (CMG), 

was used for this study. It minimizes the sum of squares of the relative errors by using 

regression technique for PR-EOS (1978) tuning, and calculates the values of different 

properties before and after EOS tuning. Furthermore, C7+ components of the West Sak oil 

were regrouped into five components by the equality-of-mole-fractions method to save the 

time required for the compositional simulation study. Tuning of the regression parameter 

was carried out by setting up variables such as critical properties and acentric factors of 

components C7 through C21+. In addition to that, omega A and B parameters for methane 

and C21+, viscosity parameters, and interaction coefficients were used as regression 

variables (Danesh, 1998). The step-by-step procedure of lumping components and tuning 

EOS is given in Appendix A. Tuned EOS was implemented in the compositional simulation 

study of CO2 injection for EOR. 
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For simplicity, the ternary phase-behavior diagram can be defined as a 

representation of three different components at constant pressure and temperature. 

Pseudo-ternary diagrams are used for multi-component mixtures by combining several 

components into three groups, representing three apexes on the ternary diagrams. Tuned 

PR-EOS (1978) was then used as the new EOS for West Sak oil and 100% CO2 system. 

The PVT simulation of CO2 injection into the oil was carried out to generate pseudo-ternary 

diagrams. This simulation resulted in the formation of two different phases from the mixture. 

The initial pressure of 1600 psia was increased in a step-wise manner to observe the 

miscibility condition for West Sak oil and CO2. 

 

Table 3.1 

West Sak Oil Composition (after Bhandari, 1988) 

Component Mole % Component Mole % 

CO2 0.016 C11 1.72 

N2 0.032 C12 1.346 

C1 38.333 C13 1.496 

C2 0.857 C14 1.795 

C3 0.359 C15 1.944 

C4 0.179 C16 1.795 

C5 0.064 C17 1.57 

C6 0.2 C18 1.795 

C7 0.016 C19 2.468 

C8 0.008 C20 2.841 

C9 0.823 C21+ 39.037 

C10 1.496 
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3.3 Phase Behavior of West Sak Oil with CO2

The performance of untuned and tuned PR-EOS for prediction of the percentage of 

liquid volume and relative oil volume are shown respectively in Figures 3.1 and 3.2. Clearly, 

these figures demonstrate the importance of the tuning process, which would help in reliably 

predicting the phase behavior of the West Sak oil under CO2 injection at various pressure 

values. 

In pseudo-ternary diagrams (Figure 3.3), CO2 was lumped with the intermediate 

components (C2-C6) to form an intermediate fraction. At lower pressures, closer to West Sak 

reservoir pressure, the vapor phase consists of intermediate and light components (Figure 

3.3 [a]). At the lower pressure, partial miscibility of CO2 with West Sak oil fluid is present. As 

the pressure of the system increases, the heavy and light components were found to be 

present in either vapor or liquid phase, while the intermediate components were present 

mainly in the vapor phase (Figure 3.3 [b]). At  pressure 3600 psia and more, the nature of 

shrinking ternary plots remained unchanged, which was contrary to most of the miscibility 

conditions observed in the vaporizing or condensing drive. In the case of CO2 injection, 

vaporizing of intermediate oil components by CO2 is a dominant displacement drive 

mechanism. So as to represent the vaporizing drive on the ternary diagram, the tie line at a 

critical point should pass through the reservoir fluid; but this phenomenon was clearly 

absent in the diagrams at higher pressures, as can be seen in Figure 3.3. In the description 

of displacement mechanisms by Zick (1986) and Stalkup (1987), it was observed that a 

combination of condensing and vaporizing drive led to displacement of the oil in the case of 

enriched gas injection. By applying the same logic in this study, for CO2 injection at a 

pressure of 3600 psia and higher, as injected CO2 came into contact with the West Sak oil, 

the intermediate components were vaporized into CO2 gas which resulted in a richer 

injection gas. As this heavier gas moved further into fresh oil, its capacity to vaporize 

intermediate components would diminish after a few contacts. Lighter fractions of the 
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intermediate components from heavier injection gas started condensing into oil, which 

resembles the condensing mechanism of enriched gas injection. Hence the combination of 

vaporizing and condensing mechanisms was observed in this study. The gas in the 

vaporizing/condensing mechanism never becomes rich enough to be miscible with the 

original oil. This apparent miscibility can explain the nature of ternary plots, wherein injected 

gas and oil are apparently miscible but not miscible. 

 

 

Figure 3.2. Percentage of liquid volume before and after regression. 
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Figure 3.2. Relative oil volume before and after regression. 
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Figure 3.3 (a–b). Pseudo-ternary diagrams for West Sak crude + CO2 system, where 

component 1: C7+ as the heavy fraction (H), component 2: N2,C1 as the light fraction 

(L), and component 3: C2,C3,C4,C5,C6, and CO2 as the intermediate fraction (I). 
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Figure 3.3 (c–d). Pseudo-ternary diagrams for West Sak crude + CO2 system, where 

component 1: C7+ as the heavy fraction (H), component 2: N2,C1 as the light fraction 

(L), and component 3: C2,C3,C4,C5,C6, and CO2 as the intermediate fraction (I). 
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Chapter 4 

CO2-EOR Study 

4.1 Description of West Sak Reservoir 

 Werner (1987) discussed in detail the low-gravity oil zones—i.e., West Sak and Ugnu 

sands—of the Kuparuk River Unit (KRU), Alaskan North Slope. According to Werner, the 

Chevron Kavearak Point No.1 (drilled in 1969) was the first well to encounter low-gravity oil 

in shallow zones of the Kuparuk River area. The depth of these shallow zones, later referred 

to as shallow sands, was less than 4500 ft. The regional setting of all of the shallow oil 

zones is a monocline with a gentle dip of 1°–2° degrees (130 ft/mi), which runs from 

northwest to northeast. Most of the oil was found in two zones: West Sak sands and the 

overlying Ugnu sands.  

The gravity of oil in the late Cretaceous and early Tertiary marine-aged West Sak 

reservoir was from 16° to 22° API. The West Sak sands are very fine and unconsolidated 

with inter-bedded siltstones and mudstone, and have an areal extent of 30 mi north to south 

and 20 mi east to west from the western area of the Prudhoe Bay Field across the Kuparuk 

River Field. West Sak oil-bearing sands, similar to the Schrader Bluff Formation, are present 

from 3742 to 4040 ft when measured at the ARCO West Sak No.1 well. Geochemically, the 

sand grains are made up of quartz, lithic rock fragments, and feldspar with small amount of 

mica and glauconite. 

West Sak is a highly stratified reservoir. The average stratigraphic interval thickness 

of the West Sak sands is 300 ft in the southwest and 200 ft in the northeast. The sands are 

divided into upper and lower members. The lower-member sands are thin-bedded, ranging 

from 0.2–5 ft in thickness with, in part, amalgamated sand-rich units up to 10 ft in thickness. 

Lower-member sands can be laterally continuous for three to five miles. The upper member 

consists of 2 laterally distinct sands—upper sand #1 and upper sand #2—with an average 

thickness of 30 and 20 ft, respectively. The top of the West Sak sands ranges from 2400 ft 
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true vertical subsea depth on the western edge of the Kuparuk region, to 3800 ft on the 

eastern edge.  

 The primary control on regional distribution of oil in the West Sak oil pool is north-south 

and east-west trending faults. The temperature in West Sak oil varies from 40 °F to 100 °F 

(Panda, Zhang, Ogbe, Kamath, & Sharma, 1989) due to overlaying permafrost, while 

pressure ranges from 1000 psi to 1800 psi due to there being shallow sands. Core data 

indicate that the horizontal air permeability is between 10 and 800 milidarcy, with an 

average permeability value of 140 milidarcy; porosity can be as high as 0.38. 

The West Sak oil pool contains around 7–9 billion barrels of OOIP (McGuire et al., 

2005). According to the Alaska Oil and Gas Conservation Commission (2003), the West Sak 

oil pool has produced continuously since December 1997. Oil production increased from a 

monthly average of 19 barrels of oil per day (BOPD) to 9300 BOPD during the first 8 months 

of 2004. After bringing several new wells into production in September 2004, West Sak oil 

production increased to its current rate of 17,000 BOPD. By December 2004, the average oil 

production from the 31 wells of the West Sak pool averaged 17,072 BOPD. 

 

4.2 Theory, Field, and Simulation Review 

Gas injection is one of the important tertiary injection processes that play a crucial 

role in EOR. Because of its large production, non-toxic nature, role in global warming, and 

tendency to vaporize intermediate components, CO2 gas acts as an important injectant for 

EOR. 

For many CO2 flooding projects, approximately 5 to 10 Mscf (gross utilization) of CO2 

are required to recover an additional barrel of stock tank oil by miscible CO2 displacement 

(Stalkup, 1987). On reaching maturity in the early 1970s, the Permian Basin oil reservoirs 

were thought to be potential candidates for tertiary oil recovery with CO2 obtained from 

natural gas produced in nearby fields (Holtz, Nance, & Finley, 1999). Shaw and Bachu 
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(2002) stated that there are 76 sites worldwide that are commercially proven, of which 67 

are in the U.S. Carbon dioxide flooding is attracting attention today because it can lead to 

additional oil production while providing a disposal site (sink) for industrial CO2 emissions. 

Proximity to a large, high-purity source of industrial CO2 emissions is an essential criterion 

for a feasible CO2 flooding project, since the extraction of enough CO2 from low-purity 

sources is an economically unfavorable scenario. High-purity (minimum of 80%) CO2 can be 

transported to the oil field via a pipeline. Proximity of a CO2 source to the oil reservoir is 

essential for economic feasibility, since it reduces the capital and operating costs of the 

pipeline.  

The injected gas contacts reservoir oil which causes changes in the phase behavior 

as well as the equilibrium conditions. Taber et al. (1997) classified the EOR by oil 

displacement mechanism. For CO2 flooding, miscible and immiscible processes fall under 

vaporizing/condensing and viscosity-reduction mechanisms, respectively. Miscible CO2 

injection results in higher recovery when compared with immiscible options (Srivastava et 

al., 1995). Immiscible CO2 flooding, which occurs in low-pressure (below 1000 psia) 

reservoirs, can aid oil production by oil swelling, viscosity reduction, or solution gas drive as 

CO2 gas dissolves in oil and carbonates it (solubility of CO2 in oil is a pressure-dependent 

phenomenon), thus increasing oil volume and reducing its viscosity. Normally, during an 

immiscible-displacement regime, the presence of partial miscibility is essential for oil 

displacement by swelling and viscosity reduction. In the case of miscible flooding, the 

interfacial tension between the displacing phase and the displaced phase is minimized, and 

consequently, the reduction in drag forces for fluid flow in porous media acts as a favorable 

condition for miscible flooding. Different types of mechanisms initiate the oil displacement by 

CO2; nevertheless injected CO2 may lead to a miscible front, which may be similar to the 

rich-gas injection process. Essentially, extraction of intermediate to heavier components (C5 

to C30) from oil by CO2 can generate a favorable miscible condition.  
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When CO2 is injected into oil reservoirs to increase oil recoveries, it can develop first-

contact miscibility or multiple-contact miscibility if the system pressure is higher than 

minimum-miscibility pressure. If the injected CO2 mixes with reservoir oil in all proportions on 

first contact, it is called first-contact miscibility. With multiple-contact miscible fluids, in situ 

mass transfer of components occurs between injected and reservoir fluids, and all 

compositions within the transition zone of these phases become miscible (Stalkup, 1984). 

For oil viscosities of 100 to 1000 cp, however, if CO2 is not miscible with reservoir oil, the 

CO2-EOR may be achieved by swelling the oil to sweep the reservoir and by decreasing the 

effective mobility ratio due a large reduction in oil viscosities (Klins, 1984). Thus immiscible 

CO2 can prove to be superior to waterflooding. Due to the similar viscosity range of West 

Sak oil, immiscible CO2 flooding can be an effective way to increase incremental oil 

production. 

CO2 injection can be useful in viscous oil reservoirs where thermal methods fail to 

perform efficiently and CO2-saturated oil exhibits moderate swelling, in turn reducing oil 

viscosities and affecting the mobility ratio. Klins (1984) enumerates different advantages of 

injecting CO2 into oil reservoirs along with its obvious disadvantages. The following are the 

advantages and disadvantages of the CO2 injection process for EOR: 

Advantages: 

1. CO2 can achieve dynamic miscibility at lower-pressure values than methane 

(Stalkup, 1984).  

2. In the case of CO2 miscible flooding, the displacement efficiency is high. 

3. Overall oil recovery is also increased by solution gas drive. 

4. CO2 injection can be applicable for a wider range of crude oils than other 

hydrocarbon injection. 

Disadvantages: 
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1. CO2 is expensive to capture from sources and to transport to field locations for 

EOR.  

2. Poor sweep efficiency and gravity segregation are problematic for certain 

conditions.  

3. CO2 is very corrosive when it is in carbonic acid form.  

Displacing oil by CO2 injection essentially depends on the number of mechanisms 

that are inherently linked to the phase behavior of CO2-oil mixtures (Klins, 1984). Attainment 

of miscibility or immiscibility during CO2 injection is a function of reservoir temperature, 

pressure, and oil composition; hence the dominant displacement mechanisms fall into one 

of four following cases: 

(a) Low-pressure scenario 

(b) Intermediate-pressure and high-temperature scenario 

(c) Intermediate-pressure and low-temperature scenario 

(d) High-pressure scenarios 

At pressures below 1000 psia (case [a]), the injected CO2 dissolves in the oil and 

thereby reduces the viscosity of the oil, swells the oil, contributes to the solution gas drive 

mechanism, and aids increased injectivity. Mainly, this low-pressure scenario can be 

observed in shallow, viscous oil fields. 

For intermediate-pressure (> 1000 psia) and high-temperature (> 122 °F) 

applications (case [b]), not only does the CO2 injection increase the reservoir pressure and 

lead to oil swelling, but also some of the hydrocarbons may be vaporized into the gas 

phase. At miscible pressure, the oil starts losing its intermediate components into a CO2-rich 

gas phase (vaporizing gas drive). Mead-Strawn oil swelled to 40% of its original volume on 

injection of CO2 up until 1400 psia. Above 1400 psia, however, the oil phase started 

shrinking due to hydrocarbon extraction by the CO2-rich phase (Klins, 1984). 
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At intermediate pressure but low temperatures (< 122 °F) (case [c]), rather than 

vaporizing oil, CO2 extracts the lower ends of the oil to form CO2-rich liquid mixtures. The 

presence of two liquid phases with (lower pressure) or without (higher pressure) gas phase 

does not prohibit high oil recoveries. For the high-pressure miscible scenario (case [d] at 

pressures of 2000 to 3000 psia), injected CO2 would be able to vaporize significant volumes 

of oil by generating multiple-contact miscibility in a short period of time and over a very short 

distance in the reservoir. 

Apart from the benefits of immiscible or miscible oil displacement mechanisms by 

CO2 flooding, many factors should be considered while designing any CO2-EOR project 

(Holm, 1987). Proximity of the CO2 source and available infrastructure may be a limiting 

factor for many CO2-EOR flooding projects. Project designers should be wary of the fact that 

not all the reservoirs can be candidates for a CO2-EOR project. Reservoir conditions such 

as temperature, pressure, permeability, and oil saturation, and anomalies, such as fractures, 

can affect the efficiency of the project. Whether slug injection (and size of slug) of CO2 

followed by water or continuous injection of CO2 can yield favorable oil recovery is a crucial 

decision to make, and it determines incremental recovery of the project. Adverse mobility 

ratio of CO2 injection can also hamper success of an EOR project. As well, the acidic nature 

of CO2 in the presence of water should be given due consideration to alleviate future 

problems of corrosions in the wells. 

Saner and Patton (1983) reported on a pilot test of the continuous CO2 immiscible-

drive oil-recovery process (due to shallow depth of the tar zone) conducted in the 

Wilmington Field Tar Zone of the Los Angeles basin. In the early 1960s, primary production 

from the field was supplemented by waterflooding (secondary recovery). Tertiary oil 

recovery by immiscible CO2 flooding was studied over a 50-month injection period in a large-

scale (1700 acre-ft) pilot. Laboratory experiments were performed to evaluate the process 

by understanding swelling of the oil-phase and viscosity reduction. It was found that the 
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amount of CO2 dissolved, and in turn, that an increase in oil swelling by 105% of original 

volume is proportional to an increase in pressure. It was observed that the viscosity of the oil 

was dramatically altered by CO2 dissolution; viscosity of Tar Zone oil was reduced from 283 

to 18 cp at a CO2 pressure of 1080 psig. 

A second series of experiments to test the feasibility of CO2 flooding involved huff-

and-puff stimulation tests of a single-producing well. Four tests were conducted with liquid 

CO2 to measure, in situ, the effect of the crude oil/CO2 interaction on oil and water mobility. 

The results from these tests showed that each well exhibited strong stimulation in oil 

production and a large decrease in water production. Initial stimulation ratios were about 

two- to three-fold for oil rates, and a more than tenfold magnitude reduction occurred in the 

flow rate of water.  

To increase chances of a successful EOR project, prediction of oil production by 

reservoir simulation is a way to optimize outcome of a CO2-EOR project. Reservoir 

simulation is the most important predictive tool available to the reservoir engineer in 

comparison with other reservoir production-prediction techniques. Black oil and 

compositional are two reservoir simulation models that are widely used. Black-oil models are 

capable of simulating water, oil, and gas phases with negligible dispersion. Phase transfers 

between the gas and water and the gas and oil are accounted for in the black-oil model, 

whereas the compositional model takes the transfer of oil and injection fluid components into 

account. A simulator based on the compositional model offers an advantage over the black-

oil model for immiscible or near-miscible displacement when compositionally-dependent 

mechanisms (such as condensation, vaporization, and oil swelling) are essential to 

understanding  those displacement processes influenced by the compositional dependence 

of viscosities and densities (Stalkup, 1987). But limitations like (a) requirement of a large 

number of components for accurate prediction of phase behavior, (b) numerical dispersion 

leading to erroneous prediction of oil production, and (c) inability to model accurate viscous 
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fingering observed in the CO2 flooding process are common to a compositional simulator. In 

compositional models, it is assumed that the water component is not soluble in the 

hydrocarbon phase, and the water phase contains only water as a component. This 

assumption is valid, as solubility of water into oil is negligible, but this assumption has a flaw 

when a significant amount of injected CO2 dissolves into water. 

The flow and pressure equations in either simulation model cannot be solved by 

analytical techniques, so numerical solutions are used to solve these equations. The 

numerical method, known as implicit in pressure and explicit in saturation, is used to solve 

the flow and pressure equations numerically. 

Bakshi, Ogbe, Kamath, and Hatzignatiou (1992) carried out a numerical simulation 

study of the CO2 stimulation process for the West Sak field using a three-dimensional, three-

phase, black-oil simulator. In that study, parameters such as bottom-hole pressure, soak 

period, CO2 slug size, and number of cycles were evaluated for the West Sak field. The CO2 

stimulation involved the injection of a slug of CO2 into the well, followed by a shut-in for 

several days (soak period). During the soak period, CO2 travels several hundred feet into 

the reservoir while displacing mobile water surrounding the well and is absorbed by the oil, 

reducing its viscosity. After the soak period, the well was allowed to produce. The CO2 

stimulation process can be applicable to viscous oil reservoirs where absence of miscibility 

conditions between oil and CO2 can make the viscous oil reservoir a potential candidate for 

the stimulation. At the end of a soak period, the region surrounding the well bore area 

contains mostly low-viscosity mobile oil, free CO2 gas, and immobile water. The maximum 

oil production rate for a stimulated well was found to be 2.5 to 3 times the maximum oil 

production rate for unstimulated wells.  

Application of immiscible CO2 injection into the Avile Reservoir, Puesto Hernandez 

Field, Argentina, was found to be economical, technically feasible, and promising (Brush, 

Davitt, Aimar, Jorge Arguello, & Whiteside, 2000). The field’s high permeability and low 
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apparent heterogeneity led to high-sweep efficiency. First, a five-component PR-EOS was 

developed by a regression technique to match laboratory data and swelling and viscosity 

data with the values estimated by tuned EOS. The swelling of oil was 35% of its original 

volume and viscosity was reduced by a factor of 4 through immiscible CO2 injection. A 

series of unsteady-state CO2 core flooding experiments were carried out to determine 

residual oil saturation to waterflooding and to CO2 flooding with respect to changes in 

pressure. Furthermore, the core flood tests were simulated with a tuned 5-component EOS 

model in a 1-dimensional, 180-grid-block model, representing a 1-foot composite core. A 

simulation study predicted oil recovery by CO2 injection within 1% of laboratory core-flood 

recovery. A pilot area simulation model was generated with log, core, fluid, and production 

data, spanning 30 years. A black-oil model was used for prediction of production due to 

primary depletion and waterflooding, and then a compositional model was employed to 

predict oil production during CO2 flooding.  

Klins and Farouq Ali (1981) conducted a simulation study of immiscible CO2 flooding 

with a three-phase, two-dimensional simulator. It was observed that the oil recovery by CO2 

flooding is dependent on initial oil saturation for oil viscosities equal to 100 cp and 1000 cp. 

For 100-cp oil, recovery increased from 3% to 29% as the oil saturation was increased from 

40% to 70%, respectively. CO2 flooding was found to be superior to other processes such as 

natural depletion, nitrogen flooding, and conventional waterflooding for the oil (> 70 cp). In 

the case of 1000-cp oil, the oil recoveries of less than 1%, 16%, and 25% were observed for 

the natural depletion, waterflooding, and CO2 flooding, respectively. 

Doleschall, S., Szittar, A. and Udvardi, G. (1992) performed a simulation study, using 

a 10-component, 3-phase mathematical model of pure CO2 and partially miscible, 

carbonated natural gas flooding in the western region of the Budafa Oil Field, Hungary. 

Laboratory PVT studies showed that gas containing 81 mole % CO2 could be used for EOR. 
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At probable optimal CO2 slug size of 20% PV, additional oil recovery was estimated to be 

12%–16% of the OOIP. 

Prototype reservoir models of a Weyburn unit, which is located in the southeastern 

part of Saskatchewan, Canada, were developed by Malik and Islam (2000) by using 

geological and petrophysical data. After successful history matching with previous 

production data, the models were able to optimize secondary and tertiary recovery 

schemes. The controlling parameters, such as injection in bottom zones and presence of 

impurities in the CO2, which influence the miscible CO2 flooding process (tertiary recovery), 

were studied. Presence of contaminants in the injected CO2 gas lowered the solubility and 

diffusivity of CO2 into reservoir oil, which reduced swelling of oil by CO2. The low cumulative 

oil production due to an injection of impure CO2 gas stream into bottom water was attributed 

to an inefficient transfer of CO2 from the water phase to the oil phase. Horizontal injection of 

CO2 in the reservoir was an effective way to increase anthropogenic CO2 storage while 

reaping the benefit of optimized incremental oil production by reducing gravity segregation 

due to an unfavorable mobility ratio. 

In another numerical simulation study, Domitrović, Šunjerga, and Jelić-Belta (2004) 

planned a tertiary CO  injection at Ivanić Oil Field in Croatia. A numerical model was built 

with previously acquired seismic data. The black-oil model was used to match the history of 

40 years of production by changing transmissibility of faults. Regression-matched PR-EOS, 

along with snapshots of the state of the black-oil model, initiated the compositional model to 

simulate three different CO  and water slug-size scenarios. Repressurizing by waterflooding 

proved to be important to increasing reservoir pressure to reach miscibility conditions of CO  

injection. The incremental oil recovery was more than 88.29 million ft  in the scenario that 

involved repressurizing the reservoir. 

2

2

2

3

 Different types of flood pattern are used for EOR projects. Takur and Sattar (1998) 

summarized the five-spot, seven-spot, and nine-spot injection patterns for waterflooding 
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projects. Oil companies use similar patterns for CO  flooding projects. In the case of a 5-

spot injection pattern, the typical area of the project is 40 acres. One production well is 

situated in the center, while 4 injection wells occupy the corners of a square 40-acre area.  

2

 

4.3 Simulation of CO2 Injection for Enhanced West Sak Oil Recovery 

Generalized Equation-of-State Model (GEM®), developed by the Computer Modeling 

Group, is an efficient and multidimensional compositional simulator. This simulator was used 

to conduct CO2 displacement studies by taking into account gas injection processes like 

vaporization and swelling of oil, condensation of gas, viscosity and interfacial tension 

reduction, and solubility of CO2 in water.  

The explicit mode for solving forward-difference formulation, which evaluates 

interblock-flow equations, suffers from restrictions on the time-step size due to conditional 

stability of the procedure. GEM’s adaptive-implicit formulation, however, uses implicit 

formulation (unconditional stability is achieved but it is time consuming) of the flow equation, 

choosing at every time-step which grid blocks should be solved either in implicit mode or 

explicit mode, thus saving time required for a simulation run. The adaptive-implicit mode is 

beneficial for applications involving high flow rates at injection wells, pressure gradients near 

wells, and flow through very thin layers (as in the case of the West Sak reservoir). 

 

4.3.1 Grid System and Petrophysical Properties 

A three-dimensional Cartesian grid system was adopted for this study. A total of 

5625 grid blocks were divided as 25, 25, and 9 grids in X, Y, and Z direction, respectively 

(Figure 4.1). Due to the vast nature of the West Sak reservoir, a 5-spot injection pattern (40 

acres) was considered in the current simulation work. The distance between the adjacent 

injection wells was 1320 ft, and the distance between the injection and production well was 

933 ft. All injection wells were on the corners of the square area, while the production well 
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was set in the center at the midpoint of bisectors. Figure 3.2 shows the 40-acre pattern. 

Continuous CO2 was injected for 25 years in the injection wells so that the total injected CO2 

was 10%, 20%, 30%, and 50% of the PV of the reservoir. 

Each porous and permeable bed was considered as one layer of productive sand 

with average porosity, thickness, and water saturation. A layer of shale, which acts as an 

impermeable layer (inactive) with zero porosity, separated the sand layers. The average 

values of the important petrophysical properties for the five sand layers are given in Table 

4.1. During production and injection, reduction in internal pressure can lead to a decrease in 

porosity, especially above bubble-point pressure. A constant rock compressibility of 5 × 10-6 

per psi was assumed for this simulation study (Bakshi, 1991). 

 

Table 4.1 

Average Layer Properties of West Sak for 40-Acre Injection Pattern (after Bakshi, Ogbe, 

Kamath, & Hatzignatiou, 1992) 

 

Layer No. 

 

Sand 

 

Interval      

(ft) 

Avg. 

Porosity 

(%) 

Avg. water 

saturation, 

(%) 

 

Net pay 

(ft) 

9-topmost Upper 1 3544-3584 30 24 30 

7 Upper 2 3614-3640 31 31 21 

5 Lower1 3660-3686 23 45 3 

3 Lower2 3695-3760 25 47 3 

1-bottommost Lower3 3776-3814 27 41 17 
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Figure 4.1. Three-dimensional view of the grid system. 

 
 
 

 

Figure 4.2. Five-spot CO2 injection pattern. 
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4.3.2 Relative Permeability Data 

From a previous study by Bakshi (1991), the water-oil relative permeability and gas-

oil relative permeability data were acquired. A West Sak operator had provided the data on 

relative permeability. The water-oil relative permeability curves for the West Sak upper sand 

#1, upper sand #2, and lower sands are given in Figures 4.3, 4.4, and 4.5, respectively. 

Figures 4.6, 4.7, and 4.8 are the graphical representation of the gas-oil relative permeability 

for upper sand #1, upper sand #2, and lower sands, respectively. These relative 

permeability (K) curves were digitized for use in this simulation study. The subscripts o, w 

and g represent oil, water, and gas phases, respectively. 
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Figure 4.3. Water-oil relative permeability of West Sak upper sand 

#1 (modified after Bakshi, 1991). 
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Figure 4.4. Water-oil relative permeability of West Sak upper sand 

#2 (modified after Bakshi, 1991). 
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Figure 4.5. Water-oil relative permeability of West Sak lower sands 

(modified after Bakshi, 1991). 
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Figure 4.6. Gas-oil relative permeability of West Sak upper sand #1 

(modified after Bakshi, 1991). 

 

o

Kro 
Krg 

K
ro

, K
rg

 

Liquid Saturation, Sl

 46



 

 

 

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Water Saturation, Sw

K
rw

, K
ro

Kro 
Krg 

Liquid Saturation, Sl

K
ro

, K
rg

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.7. Gas-oil relative permeability of West Sak upper sand #2 

(modified after Bakshi, 1991). 
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Figure 4.8. Gas-oil relative permeability of West Sak lower sands 

(modified after Bakshi, 1991). 

 

4.4 Simulation Results for Enhanced Viscous Oil Recovery by CO2 

On injection of pure CO2 in the 40-acre 5-spot injection pattern for 25 years, the oil 

rate in terms of stock tank barrel (STB)/day was observed for each year. The OOIP for each 

PV injection case was 4.015 million STB. The occurrence of CO2 breakthrough phenomenon 

for 10%, 20%, 30%, and 50% of PV can be seen in Figures 4.9, 4.10, 4.11, and 4.12, 

respectively. The decrease in oil rate and increase in CO2 flow rate clearly show the onset of 
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a breakthrough pattern in each PV injection scenario. For 50% PV injection, the gas 

breakthrough occurred after around 4.5 years into injection, which can be seen in Figure 

4.12 as the beginning of a decrease in oil rate and increase in CO2 rate. Similarly, Figure 

4.11 shows the breakthrough after 6 years into injection. Figures 4.9 and 4.10 show a 

delayed occurrence of breakthrough for 10% and 20% PV. Table 4.2 lists the volume of CO2 

injected and produced for a 25-year injection period at surface conditions of 60 °F and 14.7 

psia. The percentage recovery of OOIP increases as the amount of CO2 injected increases, 

as can be seen in Table 4.2 and Figure 4.13, but along with an increase in percent recovery, 

storage ratio decreased. Gross utilization of CO2, which is total CO2 injected per barrel of oil 

produced for 50% PV of CO2 injection, was found to be 9.709 Mscf/STB of oil produced. 

Additionally, increase in percent recovery will reach its plateau, where further increase in PV 

injected will not affect recovery, as can be observed in Figure 4.13.  

Figures 4.10–4.12 show the sudden dip in the CO2 flow rate after the breakthrough 

of CO2. This could be attributed to an increase in the reservoir pressure due to continuous 

injection of CO2, which could have led to the development of partial miscibility of incoming 

CO2 with the West Sak oil. The incoming CO2 tries to vaporize remaining heavier 

intermediate components due to increased reservoir pressure. This phenomenon could be 

observed as a small increase in the oil rate after the breakthrough. 
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Table 4.2  

Percentage Recovery and CO2 Storage Ratio at Different Pore Volumes (PV) 

% PV % Recovery 
CO2 Injected, million 

standard cubic ft 

CO2 Produced, 

million standard 

cubic ft 

CO2Storage 

Ratio 

10 11.40 1.598 0.075 0.95 

20 14.93 3.196 1.009 0.68 

30 16.82 4.841 2.327 0.52 

50 20.62 8.040 4.981 0.38 
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Figure 4.9. Changes in oil and CO2 rate for 10% pore volume. 
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Figure 4.10. Changes in oil and CO2 rate for 20% pore volume. 
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Figure 4.11. Changes in oil and CO2 rate for 30% pore volume. 
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Figure 4.12. Changes in oil and CO2 rate for 50% pore volume. 
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Figure 4.13. Percent of oil recovery versus injected pore volume. 

 

Figure 4.14 (a–d) illustrates the oil saturation profile for the 10% PV injection case at 

different time (t) intervals. Due to the size of the grid in this case, the oil saturation profile 

fails to show the viscous fingering phenomenon, which is observed when the viscous phase 

is displaced by a lighter phase. Since the length of the viscous finger is smaller than the grid 

size of the model, the oil and CO2 gas are assumed to mix instantly in each coarse grid 

block. The viscous fingering can be seen if the finer size grid system is selected, but it 

substantially increases the time and, in turn, the cost of simulation. 
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(b) t = 4 years 

Figure 4.14 (a–b). Oil saturation profile for 10% pore volume injection. 
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(d) t = 18 years 

Figure 4.14 (c–d). Oil saturation profile for 10% pore volume injection.  
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Chapter 5 
 

Economic Analysis of CO2-EOR  
 

5.1 Review of Economic Analysis Study 

Borchiellini, Massardo, and Santarelli (2002) carried out economic analysis and 

optimization of three existing power plants in Italy by considering effects of CO2 

sequestration versus carbon tax. In this study, the Environomics technique was used to 

create the thermoeconomic (i.e., thermodynamics and economics) objective function in 

which classic thermoeconomic arguments were extended to include the economic aspect of 

environmental pollution. Various components of the objective function included capital cost, 

cost of the fuel, cost of the CO2 pollution abatement components, cost of the resources used 

for the abatement (such as water, limestone, and ammonia), and cost of environmental 

pollution resulting from the cost of operation. Non-linear programming was used to minimize 

the objective function to optimize the field of energy system. Since the cost of CO2 disposal 

and compression as well as CO2 tax are difficult to estimate, each of these costs was 

considered as a parameter. For CO2 sequestration, a parametric cost analysis based on 

capital cost was considered in the objective function. This approach is overly complicated, 

as it involves non-linear programming. 

As part of the Australian Petroleum Cooperative Research Centre’s GEODISC 

project, Allinson and Nguyen (2002), performed an economic evaluation of CO2 storage in 

underground reservoirs by taking into account various uncertainties linked to the costs of 

storing CO2. This evaluation, based on the uncertain nature of influencing parameters, was 

found to be sensitive to market prices of equipment and services, physical properties of the 

underground reservoirs, and CO2 flow rates. Sensitivity analysis of each parameter was 

carried out, followed by the Monte Carlo simulation technique, to determine probability 

distribution of the CO2 storage costs with respect to the variations in each input parameter. 

One hypothetical 22-year CO2 storage project example was formulated to illustrate the 
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sensitivity of present value of costs in US$/ton of CO2 injected to changes in engineering 

and economic inputs. 

Figure 5.1, generated by Monte Carlo analyses, shows the capital cost of CO2 

storage of the hypothetical project could fluctuate between US $412 million with more than 

90% confidence and US $734 million with 10% confidence and more. The same study for 

other gases (N2, CH4, NOx, SOx, and H2S) showed that storage economics was also a 

function of composition of the gases that were being stored. 
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Figure 5.1. Probability distribution of capital cost of CO2 storage 

project (modified after Allinson & Nguyen, 2002). 

 

Transportation cost of any CO2 pipeline is a useful parameter, as this cost will always 

be part of the CO2 sequestration project. This cost is mainly influenced by the terrain. For 

example, a pipeline built on mountainous terrain would be costlier than on flat terrain. For 

such conditions, the shortest-distance analysis method in GIS could assist the project 

designer to decide which path should be chosen for gas transport. Removing any water 
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content present in the gas should minimize corrosion of pipelines due to CO2, hence 

reducing operating costs of the transportation. Skovholt (1993) performed a screening study 

to understand transportation of CO2 over large distances with a reasonable unit cost. The 

unit cost of the pipeline could be minimized by properly controlling aspects such as 

transportation conditions, flow capacity, and pipeline construction methods.  

 Work by Rubin and Rao (2003) reviewed the key determinates of the CO2 control-

cost estimates by defining system boundary, technology, time frame, unreported 

assumptions to calculate capital cost, and operating costs of a carbon capture and storage 

(CCS) project. Assumptions for the capacity factor of the capture plant and efficiency of the 

power plant should be transparent to avoid any misunderstanding of CCS economics. 

Furthermore, in a case study of a new pulverized plant with an amine-based CO2 capture 

unit, Rubin and Rao (2003) illustrated the effect of the uncertainties on CO2 control cost by 

using a computer model developed by the U.S. Department of Energy.  

 Senior, Adams, Espie, and Wright (2004) analyzed the capital investment 

requirements for a large-scale CCS project, along with the emission reductions, to evaluate 

when and how CCS should be deployed in the power sector. The authors overviewed costs 

and cost drivers for capture, transportation, and storage, as given in Table 5.1, which could 

act as the basis for any CCS project. 
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Table 5.1  

Overview of Carbon Capture and Storage Project Costs and Cost Drivers (modified after 

Senior, Adams, Espie, & Wright, 2004) 

Segment Costs, $/ton of CO2
Common Cost 

Drivers 
Specific Cost Drivers 

Capture 5-90 
Type of Sources 

Retrofit 

Transportation 0-20 

Distance from sink 

Existing infrastructure 

Ship vs. pipeline 

Storage 2-12 

Volume of CO2

Location 

Onshore/Offshore

 Existing infrastructure 

Size of storage field 

Monitoring requirements 

 

 

Similarly, Pike (2006) provided the cost of a carbon sequestration project with or 

without CO  capture for geological storage and EOR projects for natural gas combined 

cycle, pulverized coal, and integrated gasification combined types of power plants. For a 

natural gas combined power plant with geological storage, the cost of CCS would be US 

$0.04–$0.08 per kWh of energy produced, while the cost of CCS combined with EOR would 

be US $0.04–$0.07 per kWh. The CCS costs were the highest for a pulverized-coal type 

power plant. Thus selection of type of new power plant, closer to the deemed sequestration 

site, is important for any future CCS project. 

2

In 1991, British Coal began a program to develop fossil fuel power generation and 

integral CO2 removal and disposal. In this study, a range of different options were studied, 

such as CO2 disposal options, options for power plants, and CO2 separation process and 

disposal route options. Summerfield, Goldthorpe, Williams, and Sheikh (1993) showed that 

the cost of CO2 disposal contributed to a large portion of the cost of a low-CO2 generation 
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system. The cost of CO2 transport and removal ranged from around £18-£108 per ton (US 

$33–$203/ ton) of CO2 emission avoided, depending on the type of power plant, and the 

CO2 separation and disposal options. 

The price of oil always determines the present value of any CCS project with EOR. 

Morgan (2005) performed stochastic modeling as a prediction of future Canadian oil prices. 

It has inherent flaws due to its dependency on fluctuating supply and demand. In the 

stochastic model, changes in oil price are set as a function of difference between the current 

spot price and mean-reversion price, reversion rate, and price volatility. Such stochastic 

modeling of oil prices is essential in predicting the future trend of oil-price fluctuation, which 

is essential for decision makers when deciding the fate of a CO2-EOR project. Similar future 

studies could be useful in understanding fluctuation in oil prices in the US. 

Net present value (NPV) is considered to be the most accepted economic index in 

the oil industry. Cash flows, lifetime of the project, and time value of the money are included 

in the calculation of NPV. NPV is a measure of profit, and thus, yields a direct measure of 

the success of a project. To determine economic feasibility, a study based on the NPV and 

sensitivity analysis of the CO2-EOR project in a small mature Brazilian oil field was carried 

out by Gasper, Suslick, Ferreira, and Lima (2005). NPV of the project was calculated by 

taking into account the capital expenditures, operating expenditures, price of oil, CO2 

credits, and taxes, and the capture, transport, and storage costs of the CO2 injection in a 

cash-flow model. Initial investment arising from the capture from a fertilizer plant, 

compression, and storage and transport of CO2 gas was included as capital expenditure of 

the project. The NPV of the project, at a discount rate of 12%, was calculated to be $3.2 

million, which is significant for the small field.  

On the other hand, GIS-based carbon management can also be used to select 

economically feasible EOR projects. One such study by Dahowski, Dooley, Brown, and 
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Stephan (2001) developed a GIS-based carbon management strategy to economically 

screen oil reservoirs amendable to EOR.  

Though the United States does not provide incentives like CO2 credits to the 

industries for abatement of CO2 emissions, introduction of such CO2 credits in the near 

future is highly possible due to increased public concern over global warming. Once such 

credits are started for CO2 abatement, net carbon flow calculations must be performed to 

deduct the amount of sequestered CO2 that otherwise would be released into the 

atmosphere. 

 

5.2 Method for Economic Feasibility of CO2 Sequestration with EOR 

In this part of the study, an economical analysis of the CO2-EOR project was carried 

out to evaluate the feasibility of CO2 sequestration with EOR. A cost for each stage of CO2-

EOR project includes: 

a. Capital Expenditures (CAPEX) that include initial investments for 

transportation, capture, compression, and storage of CO2 

b. Operating Expenditures (OPEX), which include labor and maintenance costs 

for transportation, capture, compression, and storage of CO2 

Apart from the CAPEX and OPEX, the economics of the CO2-EOR project are also 

influenced by market prices of equipment and services, life of the project, fiscal regime, price 

of the oil, and all the sundry costs related to the recompletion of wells and drilling. According 

to Gasper et al. (2005), the annual net cash flow (NCF) of a CO2-EOR project can be 

calculated as follows: 
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NCF = [Gross revenue from oil production + CO2 credits – 

Royalty – OPEX – Annual drilling or completion cost (if 

any) – Rental cost – Depreciation] × (1 – Corporate 

tax) + Depreciation – CAPEX (5.1) 

 

In Equation 5.1, the gross revenue is the product of the oil price and production rates. The 

credits of CO2 are incorporated as an additional gain by keeping in mind that the 

implementation of CO2 credits in the future is inevitable by providing incentives to industries 

for reducing CO2 emission by sequestration. 

 Simulation results were obtained from the 40-acre injection pattern of West Sak oil 

by using 50% PV of CO2 injection, and multiplying the area by 75 (3000 acres) to justify the 

initial investment in CO2 capture, compression, transportation, and storage. It was assumed 

that there were 75 five-spot injection patterns. The NPV of the 3000-acre CO2-EOR project 

was calculated from the following assumptions, based on the study of Brazilian oil fields; 

hence assumptions were according to the Brazilian fiscal regime, as reported by Gasper et 

al. (2005) and illustrated in Table 5.2. The values of corporate tax, royalty, and rent were 

changed as per the Alaskan fiscal regime. Carbon dioxide credits in Equation 5.1 were 

determined by multiplying total injected CO2 with credit-per-ton of CO2 and storage ratio, 

values of which were assumed to be US $10/ton and 0.38, respectively. The storage ratio 

was calculated as given in Equation 5.2: 

 

Storage Ratio = 
injected CO ofquantity  Total

stored CO ofQuantity 

2

2  (5.2) 

 

To investigate the impact on NPV of variables such as oil price, discount rate, OPEX 

costs, and CO2 credits, sensitivity analysis was performed. Values of variables and assumed 

 64



distribution are given in Table 5.3. Additionally, the Monte Carlo simulation technique in 

Crystal Ball® software was used to show the probability distribution of NPV by overcoming 

problems associated with a limited range of input variables. The Monte Carlo simulation 

technique randomly and repeatedly generates values for uncertain variables to simulate a 

model, and thus considers full range of uncertainty for a variable. 

 

Table 5.2  

Assumed Values of Parameters for Net Present Value Calculation 

Parameter Assumed Value for NPV 

Oil Price (US $/bbl) 50 

Project Life (years) 25 

Royalty 12.50% 

Corporate Tax 35% 

Discount Rate 12% 

Rent $12/acre 

Storage Ratio 38 % 

CO2 Credits (US $/ton CO2) 10 

Capture Cost (US $/ton CO2) 3 

Compression Cost (US $/tonCO2) 7.5 

Transportation Cost (US $/ton CO2) 8 

Storage Cost (US $/ton CO2) 3 
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Table 5.3 

Assumed Distribution and Parameter Values of Variables for Sensitivity Analysis 

Variable Distribution Parameter Values 

Discount Rate lognormal mean = 12%; standard deviation = 4% 

Oil Price lognormal mean = 50; standard deviation =10 

CO2 Credits lognormal Mean =10;standard deviation = 5 

Storage Cost triangular 1.5; 3; 4.5 

Capture Cost triangular 1.5; 3; 4.5 

Compression Cost triangular 6; 7.5; 9 

Storage ratio normal mean = 38%; standard deviation = 10% 

Transportation Cost triangular 6; 8; 10 

 

 

5.3 Economic Benefits and Incremental NPV of CO2-EOR 

Time value of the project by calculating NPV was used to evaluate the economical 

feasibility of CO2-EOR. Comparison of NPV of CO2-EOR with and without CO2 credits was 

essential to understanding how important the introduction of CO2 credits is to making CO2 

flooding projects economically successful. Figure 5.2 shows the comparison of NPV of the 

CO2-EOR project with and without CO2 credits. It was found that for 3000 acres CO2-EOR, 

1.37 million tons (average) of CO2 per annum was injected, and 38% of that injected CO2 

was stored in the reservoir formation. If the operating oil company were awarded US $10 for 

each ton of CO2 stored, then for a 25-year project life with CO2 credits, NPV would be US 

$26.90 million higher than a project without CO2 credits. 
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US $26.90 
million 

Figure 5.2. Net present value (NPV) with and without CO2 credits. 

 

Sensitivity analysis of variables that influence NPV of the CO2-EOR project is given 

in Figure 5.3, which shows that an increase in market price of oil by US $1 could increase 

NPV by 45.5%, while an increase in the discount rate would decrease NPV by 52.3%. The 

CO2 credits are the third influencing parameter after discount rate and oil price. Even though 

the impact of CO2 credits on NPV is smaller, it can greatly increase NPV if higher CO2 

credits (more than US $10/ton of CO2) are considered. Probability distribution (Figure 5.4) 

shows that the mean of NPV would be around US $0.44 billion. Figure 5.5 is plotted to 

demonstrate how the NPV would be affected if the oil price were increased from US $50 to 

$90 in $10 increments at discount rates ranging from 8% to 15%. As the value of the 

discount rate increases, the NPV of a CO2-EOR project declines for each assumed oil price.  
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Figure 5.3. Sensitivity chart of input variables affecting net present value (NPV). 
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Figure 5.4. Probability distribution of net present value. 
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Figure 5.5. Net present value (NPV) of the CO2-EOR project for increasing 

oil prices with changing discount rate. 
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Chapter 6 

CO2 Sequestration in a Saline Aquifer 

Thick, highly permeable and porous saline aquifers with impermeable cap rock are 

the ideal formation targets for CO2 sequestration. Deep and laterally extensive aquifer 

formations are essential for the slow flow of CO2 gas bubbles to the top of the formation. 

Injected CO2 is always less dense than the saline formation water and may migrate to the 

top of the formation (Benson, 2003). 

The mineralogy of aquifer-formation rock dictates the geochemical binding of the 

CO2 molecule to rock mineral in the form of various carbonates (Pruess, Xu, Apps, & Garcia, 

2003; Sass, Gupta, Sminchal, & Bergman, 1998). Predominately, the injected CO2 occupies 

the free gaseous phase in the available pore space, and some fraction of CO2 dissolves into 

water. Solubility of CO2 takes place according to Henry’s Law, which is a relation between 

partial pressure of the dissolving gas and its concentration in the aqueous form. An increase 

in temperature and salinity of water decreases the solubility of gases in the aqueous phase, 

while an increase in pressure of the system increases solubility of gas in the water.  

Whether the injected CO2 is found in liquid, gas, or a supercritical fluid state depends 

on pressure and temperature. The effect of pressure at 45 °C on density and viscosity of a 

CO2 + water system is given in Table 6.1 (Oostrom, Meck, & White, 2003). At 2352 psia, the 

density of the supercritical CO2 (critical temperature of 31.1 °C and critical pressure of 

1071.63 psia) is higher than that of 1764 psia. It is worth noting that the difference between 

the density of pure water and CO2 gas decreases from 336.2 kg/m3 at 1764 psia to 235.4 

kg/m3 at 2352 psia, which is important to reduce the buoyancy effect due to the large density 

difference.  
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Table 6.1  

CO2 and Water Properties at 45 °C (modified after Oostrom, Meck, & White, 2003) 

Fluid Phase  1764 psia 2352 psia 

Density (kg/m3) 994.768 996.292 
Pure water 

Viscosity (Pa s) 5.9778 x 10-4 5.98341 x 10-4

Density (kg/m3) 994.768 996.292 

Viscosity (Pa s) 5.9778 x 10-4 5.98341 x 10-4Water with CO2

CO2 mass fraction 5.22541 x 10-2 5.70921 x 10-2

Density (kg/m3) 658.574 760.891 

Viscosity (Pa s) 5.16820 x 10-5 6.56320 x10-5Gas 

Water mass fraction 9.93985 x 10-5 8.60323 x 10-5

 

 

Van der Meer (1996) studied commercial capabilities of reservoir simulators based 

on the Darcy flow to predict the effects of CO2 injection in an aquifer; he compared the 

results with previous studies based on the user-defined equilibrium ratio value and gas-

solution ratio approach. The author used the gas-water option of the SIMBEST II SSI 

simulator for this study. It was observed that local grid refinements, displacement front 

tracking methods, and inclusion of a function to describe dependency of solubility on time 

and salt concentration could improve simulation results. 

Shan and Pruess (2004) developed an improved model over the previous TOUGH2 

model, in which Henry’s Law and gas diffusivity coefficients were considered constant by 

introducing temperature dependence of the coefficients. The importance of this study is the 

inclusion of temperature-dependent diffusivity and Henry’s Law constant terms, which many 

of the gas displacement algorithms do not incorporate in their codes. This thermodynamic 

reliance of the coefficients is useful when there are significant variations in temperature and 

pressure, but it should not be used when temperature is in the range of 10 °C–20 °C; for 

example in the case of examining ground water problems. The new model can be used to 

 72



study CO2 sequestration in saline aquifers, where temperature and pressure of the system 

vary due to the injection of CO2. 

At Lawrence Berkeley National Laboratory, Pruess et al. (2003) carried out a detailed 

numerical modeling study of CO2 disposal into brackish (saline) aquifers. At the beginning of 

their study, the sequestration capacities using volumetric estimates were calculated. The 

numerical simulation showed the effect of gravity overriding because of water bypassing the 

CO2-rich gas-like phase. The gravity-overriding phenomenon, due to the density difference 

between the water and gas phase, led to an increase in gas saturation in the vertical 

direction, thus decreasing the contact volume of the aquifer by CO2 gas. For the 30-year 

injection of CO2 gas in the aquifer, a CO2 plume formed approximating a 38.61-mile2 area, 

and the aquifer pressure increased by 14.7 psia over the 956.26-mile2 area. Changes in 

morphology of the rock matrix and reduction in porosity due to the formation of secondary 

carbonates are important factors also and must be included in designing any numerical 

code.  

A mathematical model for the CO2 displacement studies is a set of differential 

equations for each grid cell, describing the conservation of mass and the superficial velocity 

for water, gas and oil, if present. To study simulation of CO2 displacement and long-term 

storage in underground formation in general, deep saline aquifers in particular, require 

algorithms with multi-fluid capabilities to predict phase transitions (Oostrom et al., 2003). 

Modeling of CO2 dissolution in saline aquifers should be able to take into account buoyancy-

driven flow due to density difference, Rayleigh instability fingering arising from viscosities of 

displacing and displaced phases, aqueous dissolution, molecular diffusion, hydrodynamic 

dispersion, and phase transitions.  

In a study by Saripalli. McGrail, and White (2003), a semi-analytical model was 

developed that would simulate sequestration of CO2 in deep geological formations. Since 

phase-behavioral properties (e.g., density) do not change drastically with changes in 
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temperature, isothermal conditions were assumed in the semi-analytical model. It was 

concluded that the semi-analytical model could effectively simulate injection of water-

immiscible, gaseous, or supercritical CO2 into confined formations. However, semi-analytical 

model assumptions such as uniform formation properties and instantaneous dissolution of 

CO2 in the formation water are not real-life situations. Laminar flow (low Reynold’s number) 

of the formation water can slow the dissolution of CO2, making the dissolution process rate 

limiting in the sequestration. Pacific Northwest National Laboratory’s (PNNL) STOMP®-

Water-CO2-NaCl (WCS) numerical model is an advanced numerical model used to 

adequately simulate the dissolution non-equilibrium. STOMP®-WCS can simulate changes 

in hydrological properties, especially porosity and relative permeability. But temperature 

changes in the geothermal gradient of the formation due to injection of supercritical CO2, 

which is necessary in the permafrost regions of the Alaskan North Slope, are needed to 

simulate and observe a possible increase in temperature. By including energy equations in 

the WCS operational mode of STOMP®, another simulator model, represented as Water-

CO2-NaCl-Energy (WCSE), was generated by PNNL. In the present study, STOMP®-WCSE 

was used to simulate sequestration of CO2 in a deep saline aquifer.  

 

6.1 CO2 Sequestration in a Saline Aquifer using STOMP®-WCSE 

Advantages of injection of supercritical CO2 (2352 psia and 45 °C) are discussed in 

Chapter 2. However, injection of supercritical CO2 in the saline aquifer could be detrimental 

to the permafrost region when the injected heat travels through the formation by conduction 

or convection, possibly causing a temperature increase in the permafrost region. Deep 

saline aquifers with low vertical permeability should be chosen for CO2 injection in order to 

minimize any heat conduction due to fluid movement. 

A 2-dimensional cylindrical model (42 grids in horizontal direction and 28 grids in 

vertical direction) was formulated for STOMP®-WCSE simulation runs. Figure 6.1 illustrates 
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the two-dimensional model, representing four different layers. Total  formation depth was 

4780 ft from the top, and the model spans 5280 ft (1 mile) horizontally. According to the 

STOMP® user guide (White and Oostrom, 2003), an input file was written to include relative 

permeability functions, thermal properties of the formation, and permeability and porosity 

values of each layer. An injection of 4.40 lb/sec of supercritical CO2 in layer #1, having a 

porosity of 30% and a constant permeability value of 1 darcy in both the horizontal and 

vertical direction, was simulated. The injection well was assumed to be perforated 100 ft in 

layer #1. The permeability of layers #2 and #3 was 1 x 10-6 and 0.1 darcy, respectively. At 

the beginning of simulation, the pressure and the temperature in the bottommost grid were 

2055 psia and 39 °C, respectively. The geothermal gradient of 0.0127 °C/ft was set for 

layers #1, #2, #3 and water body, while the permafrost gradient was set to 0.0015 °C/ft. The 

geothermal gradients were calculated so that the temperature at the bottom of the 

permafrost region was 4 °C and the top was 0 °C. Sodium chloride mass fraction for layers 

1, 2 and 3 was assumed to be 0.05, while that for permafrost and water body was set to 

zero. At the rate of 4.40 lb/sec, a total of 1.39 x 109 lb of CO2 was injected in the 10-year 

injection period. Changes in CO2 gas saturation and its aqueous mass fraction and 

temperature profile were observed for 20 years. 
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Figure 6.1. Two-dimensional cylindrical model used in Subsurface 

Transport Over Multiple Phases®-Water- CO2-NaCl-Energy 

(STOMP®-WCSE). 

 

6.2 Effect of CO2 Storage on a Saline Aquifer  

To observe the effect of CO2 injection on a saline aquifer, a simulation study was 

carried out in STOMP®; 4.40 lb/sec of CO2 were injected for a 10-year period. After 

simulating injection of CO2 in a saline aquifer with STOMP®-WCSE, with assumed NaCl 

mass fraction of 0.05 at a pressure of 2352 psia and 45 °C (supercritical condition) in a 2-

dimensional radial model, the changes in variables such as gas saturation, aqueous mass 

fraction, and temperature along the vertical distance were observed. Figures 6.2, 6.3, and 

6.4 are plotted with above-mentioned variables on abscissa and vertical distance on 

ordinate at a radial distance of 280 ft from the injection point. Legends show the changes in 
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variables at different time intervals for equal permeability values in the horizontal and 

vertical direction.  

Figure 6.2 shows the CO2 gas saturation at time intervals of 500, 1000, 3650, and 

7300 days. Up until the end of the injection period, i.e., 3650 days, the gas saturation is 

increasing with increase in time, which is expected, as injected gas moves along the radial 

distance. Ten years after the discontinuation of CO2 injection, the gas saturation front starts 

receding as CO2 gas moves vertically upward in the aquifer until it reaches a less permeable 

shale layer and gets trapped.  

Dissolution of CO2 gas, according to Henry’s Law, can be found as an aqueous mass 

fraction in Figure 6.3. In Figure 6.3, the mass fraction of CO2 in saline water follows the 

same trend as gas saturation for 500 and 1000 days into injection, but as the time 

progresses, the concentration of CO2 in aqueous form increases in vertical direction as gas 

moves and gets dissolved in the upper layer. It is worth mentioning that leakage of CO2 from 

layer #1 was zero; thus overlaying a less-permeable layer provides a seal against upwardly 

migrating CO2. 

Figure 6.4 illustrates the temperature profile for the same CO2 injection scenario. 

Due to the supercritical nature of injected CO2, the heat of the injection is transferred in a 

radial direction only along with movement of a supercritical gas, as can be seen in Figure 

6.4, which represents the changes in the temperature profile in the saline aquifer region of 

the model. The geothermal temperature gradient in the permafrost region (from 0 °C to 4 °C) 

remains the same at all time intervals.  
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Figure 6.2. Gas saturation at a horizontal distance of 280 ft from the injection well. 
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Figure 6.3. CO2 aqueous fraction at a horizontal distance of 280 ft from an injection well. 
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Figure 6.4. Temperature profile at a horizontal distance of 280 ft from an injection well. 
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Chapter 7 

Conclusions and Recommendations 

The conclusions derived from this study are contained in Section 7.1. 

Recommendations for future work are given in Section 7.2. 

7.1 Conclusions 

• Weight-assigned parameters such as temperature, pressure, and average 

petrophysical properties of the oil pools are important in carrying out rudimentary 

screening of potential oil pools on the ANS with respect to their amenability to CO2-

EOR.  

• At the reservoir pressures typical of the West Sak oil pool, the presence of partial 

miscibility can be determined through phase-behavior study.  

• Oil recovery by continuous CO2 injection for 25 years predicted 20.62% oil recovery 

when 50% PV of CO2 was injected. An increase in PV led to a decrease in CO2 

storage ratio. 

• Economical analysis of CO2-EOR proved to be important in estimating the time value 

of the project. The NPV of the project with CO2 credits was found to be higher by US 

$26.90 million than NPV without CO2 credits. 

• At a rate of 4.40 lb/sec, a saline aquifer can successfully sequester CO2 with no 

leakage. Changes in the temperature profile were negligible when supercritical CO2 

was injected in a saline formation with a NaCl mass fraction of 0.05. 

7.2 Recommendations 

Characterization studies of all Alaskan coal beds, depleted oil, and gas pools could 

be performed to estimate the sequestration capacity and to screen out potential geological 

storage sites. 
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Complete characterization of the live West Sak oil could be helpful in describing a 

miscibility condition accurately. Due to the vast nature of the West Sak reservoir, a small 

pilot area for which the production history is available could be selected to perform 

compositional simulation and history matching. 

There are many disposal wells on the ANS in which to inject generated waste into 

saline formation. The locations of these wells should be chosen in such a way that there is 

no migration of fluids due to structural traps and faults. The formation of physical properties 

of a saline aquifer would be important in using STOMP® to simulate true migration of CO2 

gas and observe temperature changes. Geochemical binding of CO2 with rock could be 

predicted by developing a module in STOMP®, as chemical uptake of CO2 over the long-

term is also crucial for sequestration studies. 
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Appendix A 

Lumping of Components and Tuning of EOS in CMG-WinProp®

The step-by-step procedure for lumping oil components, followed by tuning of EOS, in CMG-

WinProp is given below with an example of the West Sak oil. 

1. On launching WinProp® in CMG, in titles/EOS/units section, first the EOS is chosen from 

four available EOS models. The four EOS models are Peng-Robinson (1978), Peng-

Robinson (1976), and Soave-Redlich-Kwong (SRK) with proposed constant by Graboski 

and Daubert and original SRK. For the phase-behavior study of West Sak oil, Peng-

Robinson (1978) was selected, which is referred as PR-EOS (1978) in this study. The 

units and pressure of the system were set to psia, and the temperature was set to 

degree F, with component composition set to mole. 

2. In the component-selection section, components and their properties can either be 

manually entered or selected from the hydrocarbon-nonhydrocarbon-component library, 

which can be performed by selecting Insert Library Component from the Options of 

the Component Definition window. For the single-carbon-number hydrocarbons, for 

example C6-C20, components FC6- FC20 can be selected from the component library. In 

the case of West Sak oil, 23 components (Bhandari, 1988) were selected from the 

library. Properties of heavy components (molecular weight of C21+ for West Sak oil) could 

be changed as per the available experimental values.  

3. For West Sak oil, molar compositions of 23 components were entered in the composition 

section.  

4. To group components according to the requirements of the study, the Component 

Lumping option available from Characterization of the menu is invoked. In the lumping 

scheme window, 23 components of the West Sak oil were transformed into 8-component 

oil. CO2 was set as a single group by assigning it Number 1 in the scheme column, and 

combining methane and nitrogen as a second group, assigning each component 
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Number 2 in the scheme column. Similarly, C2-C6 components were lumped as a third 

group, and then C7+ fractions were grouped into five pseudo-components. By clicking on 

OK, the components are lumped together. In the File option from the menu, the 

properties of the components should be updated after lumping (Using Update 

Component Properties). This must be followed by deleting the lumping option from the 

main window before starting the tuning of EOS by regression. 

5. The advantage of using lumping in this study was that it allowed more flexibility in the 

selection of regression parameters for tuning EOS and in reducing the compositional 

simulation run time in GEM®. 

6. To tune EOS, the regression feature of WinProp® can be used. The experimental data 

are matched with values predicted by EOS by selecting regression parameters, which 

are properties of the component and interaction coefficients. First, the Regression 

option from the menu is invoked to begin selection of the regression parameters. To tune 

PR-EOS (1978) for West Sak oil, the critical properties and acentric factors of 

components C7 through C21+, omega A and B parameters for methane and C21+, 

viscosity parameters, and interaction coefficients are used as regression parameters. 

These parameters are selected by clicking on the respective grids of the properties of 

components. 

7. Experiments for EOS tuning are entered by invoking Lab options of the menu. Constant 

composition expansion and differential libration experimental data, obtained from Roper 

(1989), were used to tune PR-EOS (1978). Weights are assigned according to 

importance and reliability of the experimental data to the tuning. For example, the 

saturation pressure was assigned a weight of 50, while the volumetric analysis and 

viscosity of the oil were given weights of 7 and 40, respectively.  

8. Once the experimental data are entered, end of regression should be invoked by 

selecting End of Regression from Regression on the menu. Then the regression 
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scenario is run to obtain tuned parameters of EOS. Subsequently, the tuned EOS is 

used for performing other phase-behavior calculations. 
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Disclaimer 
 
 
This report was prepared as an account of work sponsored by an agency of the 
United States Government.  Neither the United States Government nor any agency 
thereof, nor any of their employees, makes any warranty, express or implied, or as-
sumes any legal liability or responsibility for the accuracy, completeness, or use-
fulness of any information, apparatus, product, or process disclosed, or represents 
that its use would not infringe privately owned rights.  Reference herein to any 
specific commercial product, process, or service by trade name, trademark, manu-
facturer, or otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or any agency the-
reof.  The views and opinions of authors expressed herein do not necessarily state 
or reflect those of the United States Government or any agency thereof. 
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Abstract 
 
There have been many energy projects proposed in Alaska over the past several decades, from 
large scale hydro projects that have never been built to small scale village power projects to use 
local alternative energy sources, many of which have also not been built.   
 
This project was initially intended to review these rejected projects to evaluate the economic fea-
sibility of these ideas in the light of current economics.  This review included contacting the 
agencies responsible for reviewing and funding these projects in Alaska, including the Alaska 
Energy Authority, the Denali Commission, and the Arctic Energy Technology Development La-
boratory, obtaining available information about these projects, and analyzing the economic data.   
 
Unfortunately, the most apparent result of this effort was that the data associated with these 
projects was not collected in a systematic way that allowed this information to be analyzed.   
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Executive Summary: 
There have been many energy projects proposed in Alaska over the past several decades, from 
large scale hydro projects that have never been built to small scale village power projects to use 
local alternative energy sources, many of which have also not been built.   
 
This project was initially intended to review these rejected projects to evaluate the economic fea-
sibility of these ideas in the light of current economics.  This review included contacting the 
agencies responsible for reviewing and funding these projects in Alaska, including the Alaska 
Energy Authority, the Denali Commission, and the Arctic Energy Technology Development La-
boratory, obtaining available information about these projects, and analyzing the economic data.   
 
Unfortunately, the most apparent result of this effort was that the data associated with these 
projects was not collected in a systematic way that allowed this information to be analyzed.   
 

AGENCY STATUS & MISSIONS 
AIDEA / AEA 

Institutional History 
In 1976, the Alaska legislature created the Alaska Power Authority (APA) for the 
primary purpose of constructing and operating power projects that would reduce 
consumer costs and encourage economic growth. APA was empowered to incur 
debt in carrying out its mission, and was required by statute to comply with an ex-
tensive reconnaissance and feasibility study process for any proposed project be-
fore authorizing its construction. Many such studies were conducted although no 
projects built by APA were financed by debt alone. State general fund grants were 
appropriated to fund, in whole or in part, such projects as the Four Dam Pool, the 
Bradley Lake hydroelectric project, and the Anchorage-Fairbanks intertie. 
Because APA’s statutes allowed the agency to construct energy projects other than 
electric power system components – for example, waste heat recovery and distribu-
tion projects, energy conservation projects – its name was changed in 1989 to the 
Alaska Energy Authority (AEA) in order to reflect this wider scope of project pos-
sibilities. 
In 1993, the legislature restructured AEA as follows: 
• AEA’s authority to incur debt and construct projects was removed. Since 

AEA could no longer build new projects, the statutory requirements for con-
ducting reconnaissance and feasibility studies were also removed.   
As a result, the last major project feasibility study undertaken by AEA was 
completed in 1994. The study evaluated a proposed transmission line be-
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tween Sutton and Glennallen, which was intended to connect the Railbelt 
grid with the Copper Valley electric system serving Glennallen and Valdez. 

• What remained of AEA – its ownership and operation of several major 
projects – was merged with the Alaska Industrial Development and Export 
Authority (AIDEA). AEA ceased to have its own separate Board of Direc-
tors.  From that time forward, the AIDEA Board served also as the AEA 
Board. 

• AEA’s rural energy functions were transferred to a new Division of Energy 
within the State Department of Community and Regional Affairs. For the 
next several years, the Division of Energy managed and/or funded the con-
struction of rural bulk fuel storage systems, the replacement or upgrade of 
diesel power plants, and the construction of small hydroelectric projects.  It 
operated other programs as well, including but not limited to the Power Cost 
Equalization rate subsidy program, the Power Project loan program, and the 
circuit rider maintenance program offering emergency response and preven-
tive maintenance services to rural electric utilities. 

In 1999, the Department of Community and Regional Affairs was abolished and its 
functions were parceled out to other agencies. At that time, the rural energy pro-
grams and associated personnel from the Division of Energy were merged back in-
to the Alaska Energy Authority. 
Assistance Programs and Methods of Evaluation 
• Power Project Fund loan program (AS 42.45.010). Loans are available to 

electric utilities, municipalities, regional and village corporations, village 
councils, and independent power producers for reconnaissance and feasibili-
ty studies, constructing or equipping power generation projects of less than 
10 MW, power transmission and distribution lines, bulk fuel storage facili-
ties, energy conservation measures, and other purposes.   
AEA must determine than the project is technically, economically, and fi-
nancially feasible before a loan can be approved. Interest rates are set at the 
average municipal revenue bond rate on 30-year bonds over the previous 12 
months (currently about 5.1 percent). Interest rates can be reduced to as low 
as zero if such reduction is needed for the project to meet financial feasibili-
ty criteria. Loans in excess of $1.0 million are unusual. 

 Bulk Fuel Revolving Loan program (AS 42.45.250). Loans are available to 
“communities” and to electric utilities for the purchase of bulk fuel supplies, 
provided the community to be served has a population of 2,000 or less. 
Loans may not exceed $300,000 and must be repaid within one year. The in-
terest rate is typically zero the first year, 5.0 percent the second year, and the 
same as the Power Project Fund rate after that.   
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 The applicant’s credit history is the primary evaluation criterion. Loan appli-
cations are typically considered on a first-come, first-served basis. In the 
past, AEA has approved less than the full amount requested by each appli-
cant if AEA anticipates that the aggregate demand for loans will exceed the 
amount available to lend.  

• Rural Bulk Fuel Storage – New Facilities and Upgrades:  Most recently, 
funding for this program has come primarily from the Denali Commission. 
Statutory authority is derived from the legislature’s approval of AEA’s capi-
tal budget submission, which states what AEA intends to build and how it 
intends to build it. 

 Several years ago, AEA created a database on the condition of each bulk 
fuel tank farm in rural Alaska. These condition assessments were quantified 
and ranked.  The initial project selection criterion is the condition of the tank 
farm – the worst facility is at the top of the list.  However, the tank farm 
owner must demonstrate that an effective maintenance plan and business 
plan is in place before funds will be released for upgrade or replacement of 
the facility.  In other words, the owner must show that the new project will 
be sustainable.  Since the tank farms that are in the worst condition typically 
have seen the poorest maintenance in the past, these two criteria tend to con-
flict.  

• Rural Power System Upgrades

• 

:  Virtually the same description provided 
above for the rural bulk fuel storage program applies also to the rural power 
system upgrade program, including:  the Denali Commission has recently 
provided most of the funds, statutory authority is derived from AEA’s capi-
tal budget submission, a comprehensive data base on the condition of elec-
tric utility systems in rural Alaska was created, these condition assessments 
were quantified and system conditions were ranked, and the project selection 
criteria were based on the system condition and consequent need for assis-
tance coupled with a requirement for an effective maintenance and business 
plan needed for project sustainability. 
Energy Cost Reduction Program:  This program was developed jointly by 
AEA and the Denali Commission, with AEA providing program manage-
ment and the Denali Commission providing most of the funds. For several 
years, AEA solicited proposals from rural electric utilities and other eligible 
applicants for projects that would reduce energy costs through improved ef-
ficiencies.  Each proposal determined to be technically feasible was analyzed 
and ranked by its expected economic benefit – cost ratio. Projects passing 
the economic test were further analyzed to determine the maximum amount 
of debt financing the project could support. Each of these project applicants 
was expected to provide, from its own sources or from borrowed funds, 



   

Task%201.04.3%20Tussing%20Review%20and%20Compilation[1].doc Page 8 of 13
 1/2/09 10:35 AM 

½percent of this maximum level of debt financing, and grant funding was 
offered for the remainder of project cost 

• AIDEA itself has several programs that can provide financing assistance for 
energy projects. Under its Development Finance program, AIDEA can par-
ticipate in projects (including energy projects) for which tax exempt financ-
ing is dependent in part on project ownership by a public entity such as 
AIDEA.  The primary example of such a project is the 50 MW Healy “Clean 
Coal” plant that is now sitting idle near GVEA’s Healy 1 plant. The project 
was built with a combination of federal grants, state grants, and tax exempt 
bonds issued by AIDEA.  To be considered for such assistance, project pro-
posals must meet extensive criteria for technical, economic, and financial 
feasibility as well as contribute to economic growth. 

 Other financing assistance, either in the form of loan participation or conduit 
revenue bond financing, can be offered for energy projects that meet similar 
feasibility criteria. 

 

Results:   
 
 

Re: Contract between Institute of the North [ION] and Arctic Energy Office 
of the United States Department of Energy [DOE]: Final Report 

 

Original Project “Plan A” 
This study as originally planned was to be based on to a careful examination and 
quantitative (statistical and financial) analysis of a representative sample of pro-
posals for financial or technical assistance, generated by or submitted to certain 
State and Federal funding agencies1

                                           
1 The agencies or data sources whose records were examined included the Denali Commis-

sion (a joint state-federal institution), the Alaska Industrial Development and Export Ad-
ministration [AIDEA] and the Alaska Energy Authority, two state agencies that have 
been merged into one operating under the single acronym AIDEA-AEA, the Arctic Ener-
gy Technology and Development Laboratory [AETDL], an entity of the University of 
Alaska Fairbanks whose functions include administrations of grants and contracts on be-
half of the Arctic Energy Office of the US Department of Energy, and the Alaska Re-
sources Library and Information Service [ARLIS], a records-and-data management entity 
serving several agencies, most but not all of them units of the US Department of Interior. 

 in Alaska since 1990. The premise of this plan 
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was that such an examination might disclose classes of project proposals (1) in-
tended to improve the accessibility or cost of energy to specific enterprises, indus-
trial sectors, or communities, (2) that were not implemented in the past, but (3) 
which the researchers recommended revisiting in the light of intervening changes 
in prices, demand, technology, or public policy. 
 
On April 18, 2005, we concluded and reported orally to the Institute of the North 
and to the study’s sponsoring agency, the DOE Arctic Energy Office, that the es-
tablished work plan for the study, based upon a survey of agency records, had 
proved unproductive, and that a further examination of project proposals from ear-
lier years at the listed agencies would be a waste of effort.2

                                                                                                                                        

 Accompanying this memorandum is a document not previously submitted, which was 
produced under Work Unit 2, entitled “Agency Status and Missions”, which summarizes 
the institutional history of AIEDA/AEA and the Denali Commission.  

2  The following are excerpts from our memorandum of the above date, relating to the in-
compatibility of the proposed method to the actual information base: 

“Firstly, the time intervals for which records exist, were preserved, or made available to 
the researchers vary profoundly among the agencies surveyed, diminishing our ability to 
register the impact of project evaluation of changing costs, prices or technology . . . 

“[The] Alaska Energy Authority underwent several pronounced changes in its location 
within the structure of State government (sometimes along with its name), its source(s) 
and magnitude of funding, and its statutory authority and mission.  

“The Denali Commission, a significant “wholesale” source of energy funding in Alaska, 
commenced operation only in 1999, while AETDL, a creature of the US Department of 
Energy, is now in only its fifth Fiscal Year. 

“The total number of individual ‘project proposals’ that our researchers encountered at 
these agency archives numbered more than one thousand, and varied in format and con-
tent in myriad directions. None of the funding agencies seems to have required a standard 
application questionnaire, or in many cases, a business plan of any type. 

“Out of the thousand or so records encountered, less than seventy seemed to contain or 
allude to any quantitative estimate of intended or expected financial benefits. In all of 
their efforts, project researchers encountered NO proposal that was (1) sufficiently specif-
ic, (2) based on sufficiently credible information or assumptions, and (2) on its face eco-
nomically promising or socially necessary. 

“None of [the foregoing] observations is intended to fault either the assistance programs 
or the record-keeping policies [of the various entities]. What our efforts revealed as 
flawed is, rather, the assumption that the large number of Alaska project proposals . . . 
was inherently a workable data base for economic analysis.” 

 

 We accordingly re-
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quested that ION deem Work Unit 2 as it is described in previous reports to be 
complete, and indicated our intention to suspend all further effort under the con-
tract, pending possible approval of an alternative objective and plan of work by the 
Alaska Energy Office. 
 
On behalf of the research team, I hereby report that no mutually acceptable 
alternative plan is in prospect that is congruent with the existing contract. Ac-
cordingly, we have no objection to the Institute of the North executing termi-
nation at this time. On that assumption, this communication should be re-
garded as our final report.  

“Plan B” 
After the April meeting, project researchers subsequently conferred with the repre-
sentative of the Alaska Energy Office, and officers of relevant agencies, electric 
utilities and industry bodies, regarding alternative ways of reexamining significant 
project or programmatic proposals over the last 15 years, that were (1) investigated 
but not executed, (2) executed in part but not completed, or (3) completed but 
failed. Our first proposal for an alternative approach, here tagged “Plan B”, cen-
tered on a series of structured interviews with managers of the respective agencies, 
utilities, and trade associations regarding their recollections and recommendations. 
 
While some of the candidate interviewees related strong (and sometimes persua-
sive) opinions about specific proposals involving their own organizations, includ-
ing projects which that were either implemented, rejected, or “orphaned,” we 
found no consensus as to what methodology or standards should be adopted for 
any new survey, and indeed, as to whether the Arctic Energy Office ought to be 
supporting such an inquiry or whether our research team should conduct it. 

“Plan C” 
Our third approach was to suggest a list of potential issues and initiatives worth re-
visiting, based primarily on the personal experience and knowledge of members of 
the research team, augmented by insights obtained in discussions of the Plan B ap-
proach. Our draft of such an issue list was not greeted with enthusiasm by mem-
bers of our informal panel of industry discussants, or by the Arctic Energy Office 
representative, and we have accordingly not proposed it as the core of any revised 
study plan. Because we nevertheless believe that this draft might contain useful in-
formation for future researchers or for the public, it is nevertheless appended to 
this report as Plan C. 
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“Plan D” 
Notwithstanding our agreement to termination of the contract based on infeasibility 
of the original work plan, and lack of agreement regarding any alternative ap-
proach congruent with the existing contract, the project’s professional staff (Tuss-
ing, Tichotsky, and Emerman) would interested in devoting the remaining unex-
pended resources in an exploration, on behalf of the Arctic Energy Office, of one 
of the two following topics, including but not limited to the subtopics shown be-
low. 
 
These are topics of a kind about which we have special expertise and demonstrated 
insight and foresight, and on which there are major stakeholder groups and/or sec-
tions of the public that would support our inquiry because they have a particular 
confidence or interest in our findings or opinions. Our contributions on these topics 
typically involve “linking the dots” of market or technical information that is out-
side public awareness, perhaps because they are “hidden outside in plain view.” 
 

Topic D-1: A new long-term primary energy supply for Barrow, in light of 
rapid maturation and decline of the Barrow gas field. 

 
Barrow, Alaska (population in Census of 2000, about 4,500 persons, 64 percent of 
whom are Alaska Native) is one of the few North American communities in its size 
class that is effectively self-sufficient in energy, and as far as we know, the only 
such settlement anywhere in Alaska or the Arctic. In particular, Barrow may be the 
only “off-net” settlement anywhere in the Circumpolar North that does not depend 
primarily upon distillate fuel (diesel), but has been able to rely upon locally pro-
duced natural gas for the generation of electricity and for other stationary energy 
needs. 
 
Barrow’s source of natural gas initially consisted of two small pools of about 4 and 
5 bcf respectively in the Barrow field, which the US Navy discovered in 1949 and 
developed in 1952 to supply heat and power for Federal facilities. The Barrow 
field was then also authorized to supply civilian uses through a municipal utility 
operated by the North Slope Borough (NSB, the county-level government). Inci-
dent to a substantial shrinkage of Navy activities, the Federal government in 1984 
transferred ownership and operation the now largely depleted field and production 
facilities to the NSB.  
 
The Borough subsequently developed another gas field at Walapka, 20 miles SW 
of Barrow, and built a pipeline connecting it to the town. This field, whose initial 
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reserves were about 25 bcf, commenced production in 1992. Together with resi-
dual producing capacity in the Barrow field, Walapka has since then been meeting 
typically annual loads on the order of 1.3 to 1.5 bcf—a level which, however, it 
cannot long sustain. Barrow’s ability to rely on local natural gas, and its corres-
ponding freedom from dependence on imported diesel oil or LPG—which have 
been signal economic, lifestyle and environmental advantages for almost half a 
century—now threaten to become a major handicap to the community. 
 
We would be willing and able to make an initial pre-feasibility reconnaissance of 
and comparison of alternative courses of action available to the Borough for re-
placing Barrow’s existing gas supply. 
 

Topic D-2: The long-term place of Alaska in the world market for liquefied 
natural gas [LNG]. Considerations include . . .  

 
• Implications of the early-21st Century reversal of terms of trade in LNG be-

tween Asia and North America, which create a powerful drive to install 
LNG import facilities in the Lower 48 and Canada and, indeed, suggest that 
Cook Inlet and the Railbelt are likely to become an importer of LNG from, 
rather than an exporter to, the Pacific Basin.  

 
• The preconditions for, likelihood, and likely timing of, an impending emer-

gence of a Pacific Basin commodity (“spot”) market in LNG, and a with it a 
single global market for natural gas comparable to the existing world crude-
oil market.  

 
• Implications of large-scale LNG imports to North America for economics 

and viability of the contemplated overland natural-gas pipeline, the wellhead 
value of ANS gas, and the delivered cost of gas in the Alaska Railbelt. 
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Appendix:  List of Unfunded or Failed Projects  
 
PDF attachment. 



APPENDIX II: SAMPLE OF UNFUNDED,  UNFINISHED OR FAILED PROJECTS

2

3

4

5

6

7

8

9

10

11

12

13

A B C D E F G H

Project Type Project / Proposal / Study Year Sponsor Cost Why Unsuccessful
Obstacle 

Type

1
Transmission 

(Rural)

Study:  Comprehensive survey of proposed transmission lines in rural 
Alaska.  Intent to consolidate all published information on rural intertie 
options and conduct economic screening to identify cost-effective 
proposals.  173 intertie proposals listed, none selected.  Data base of 
results available at www.aidea.org/AEEEPublications.htm

1997
Division of 

Energy     
(now AEA)

Aggregate 
cost of all 
proposed 
lines not 
provided

Economic screening not 
conducted because: cost 
data not reliable and 
prospects for savings 
considered poor.

Poor Cost 
Data.  
Uncertain 
economics.

2
Transmission 

(Rural)

Proposal: Build transmission line from Bethel to villages of Kwethluk, 
Akiachak, Akiak and Tuluksak.  Initially replace remote diesel power in 
villages with power imported from Bethel.  Project expansion would 
follow.

1992
Calista 

Corporation

$10 million 
for "single 
wire ground 
return" line

SWGR does not meet 
NESC standard which 
would cost $30 million. Econ 
OK for $10 million but not for
$30 million.

High cost to 
meet NESC.  
SWGR is 
controversial.

3
Transmission 

(Rural)

Proposal: Transmission line from Petersburg to Kake.  Petersburg 
served by Tyee Lake hydro which has surplus available. Kake served by
diesel. Concept to supplant diesel with surplus hydro.

1996
Division of 

Energy     
(now AEA)

$15 million
Intertie cost exceeded diesel 
savings.

Economic 
feasibility.

4
Transmission 

(Rural)

AVEC evidently plans to build some transmission lines.  Informally 
states that, in general, villages must be 10 miles apart or closer to 
realize economic benefit.

current AVEC ??
[NEED TO ACQUIRE INFO 
ON THIS AND OTHER 
INTERTIE PROPOSALS]

5
Transmission 

(SE AK)

Studies: AEA study in 1980s on comprehensive SE AK transmission 
grid. Southeast Conference published more recent study. Congress 
authorized $435 million for project but appropriated very little. Most 
segments of the proposed grid fail economic test. Studies identified 2 
most promising segments described below.

1980s 
and 

forward

AEA, then   
Southeast 

Conference
$435 million

Economic feasibility lacking 
for overall grid. High gov't 
subsidy needed but has not 
been provided.

Economic and 
financial 
feasibility

6
Transmission 

(SE AK / 
Tyee-Swan)

Proposal: Build transmission line linking Swan Lake and Tyee Lake 
hydro projects. Ketchikan served by Swan Lake but must supplement 
with diesel.  Concept is to displace Ketchikan diesel with surplus Tyee 
Lake hydro. 

1992, + 
updates

AEA, + 
Ketchikan 

Public 
Utilities

$73.2 million 
($ 1998)

Despite >$25 million in gvmt 
grants, limited early year 
svngs cause financing 
problem. Also, competing 
Native hydro proposal.

Financial 
feasibility. 
Political 
issues.

7

Transmission 
(SE AK / 
Juneau-

Greens Crk)

Proposal: Build transmission line linking Juneau with Greens Creek 
mine. Concept is to displace Greens Creek diesel generation with 
surplus hydro from Snettisham.  Preliminary economics were favorable, 
and both Kennicott and Juneau utility were interested.

1993
AEA, 

Kennicott 
Mining Co.

??
[NEED TO FIND OUT 
WHAT HAPPENED]

8
Transmission 

(Railbelt / 
Anch-Kenai)

Proposal: Build second line between Anchorage and Kenai Peninsula. 
Route under Turnagain Arm. Intent is to reduce costs and improve 
reliability.

1989, + 
updates

AEA, + Rblt 
Utilities

Approx. $100 
million (need 
update)

Most studies, including 2004 
update, show costs exceed 
benefits. Also environmental 
hurdles.

Economic 
feasibility.

9
Transmission 

(Sutton-
Glennallen)

Proposal: Build 135 mile line north of Glenn Highway to link Copper 
Valley system (Valdez and Glennallen) with Railbelt.  Supplant 
Glennallen diesels with gas-fired electricity from Anchorage area. 
Allison Lake hydro in Valdez might win economic test but hydro cost 
data only preliminary. Intertie project wins econ test vs. diesel.

1994

AEA, + 
Copper 

Valley Elec 
Utility

Approx. $55 
million (??)

Financial feasibility and 
environmental opposition 
were the main problems.

Financial 
feasibility. 
Environmental 
opposition.

10

Electric   End-
Use 

Conservation 
(Railbelt)

Proposal: AEA defined the 3 most promising electric end-use 
conservation programs and compared them with other Railbelt power 
alternatives. The conservation programs won the econ test. Budget 
proposal to implement was submitted to AEA Board, which turned it 
down. [REBATE PROGRAMS - GET SPECIFIC INFO]

1989 AEA

?? $50 
million over 5 
years ?? [get 
info]

AEA Board uneasy about 
complex program to 
influence 000s of consumer 
decisions, and also about 
political reaction to request.

Complex to 
implement. 
Anticipated 
political 
reaction.

11
End-Use 

Conservation 
(Rural)

Proposal: Recent study estimates about half of rural households have 
hot water heaters, and 40% of those are electric. High B/C ratios 
estimated for replacing with oil-fired heaters. Although the study 
recommends govt expenditure of $7.5 million over 4 years on this, it 
provides no hint on how the program should be structured.

2004 AEA $7.5 million

Hasn't "failed" yet but there 
seems to be no clear idea 

how to implement the 
recommendation.

Implementa-
tion plan has 

not been 
designed

DRAFT Page 27



APPENDIX II: SAMPLE OF UNFUNDED,  UNFINISHED OR FAILED PROJECTS

2

A B C D E F G H

Project Type Project / Proposal / Study Year Sponsor Cost Why Unsuccessful
Obstacle 

Type

14

15

16

17

18

19

20

21

22

12
Natural Gas / 

Coal Bed 
Methane

Study: Technical and economic potential of substituting natural gas or 
coal bed methane for diesel fuel in rural Alaska. Conclusion - given 
expected costs of exploration and development, typical size and density 
of rural communities, and assertion that capital costs are much less for 
diesel generators than for gas-fired generators, economic prospects for 
domestic use of natural gas in rural Alaska are poor. Study is available 
at www.aidea.org/AEEEPublications.htm.

1997 AEA

Study 
includes cost 
estimates of 
rural gas 
exploration 
and 
development

Study results were re-
examined and reaffirmed in 
2001 "Screening Report for 
Alaska Rural Energy Plan," 
available on Denali 
Commission web site.

Economic 
feasibility.

13
Natural Gas / 

Coal Bed 
Methane

Study: Aerial magnetic survey of Lower Kuskokwim basin conducted to 
determine likelihood of finding natural gas or coal bed methane. Ak 
Dept. of Natural Resources concluded that accumulations of these 
resources in the area were unlikely.

1995
AEA / DNR 

Calista
No cost data

Study results argue against 
exploration investment in 
this region.

Physical 
conditions in 
the region.

14
Natural Gas / 

Coal Bed 
Methane

Study: Naknek Electric utility retained geological consultant to study 
potential for natural gas to displace diesel. Based on subsurface 
geology, conclusion was that the closest prospect for "commercial 
quantities" was at least 30 miles from Naknek. Costs of pipeline or 
transmission line over this distance likely too high.

1988
Naknek 
Electric 
Assoc.

[DETAILS IN 
STUDY]

Assumed that transmission 
or pipeline costs, on top of 
exploration and dev. costs, 
would not meet economic 
feasibility requirements.

Physical 
conditions, 
economic 
feasibility

15
Natural Gas / 

Coal Bed 
Methane

[NEED TO ACQUIRE ADDITIONAL INFO FROM DNR, ENSTAR, AND 
PERHAPS OTHERS -- Fort Yukon? Chignik Lagoon? Homer? Other 
locations?]

16
Natural Gas / 

Coal Bed 
Methane

Proposal: Deliver natural gas (as LNG or CNG) from southcentral 
Alaska to SE Alaska communities, which now rely on electricity and oil 
for space and water heat. One recent proposal asked AIDEA to finance 
$50 million for pipeline distribution while the private owners would 
finance the rest. Distribution pipelines in place provide very little security
for loan repayment in case the venture is unsuccessful - a major reason 
why AIDEA declined.

2001 
(and 

before)

Private 
consortium 
proposal to 

AIDEA

$66 million 
($50 million 
of which was 
for pipeline 
distribution)

AIDEA declined due to 
inadequate security for loan. 
No public feasibility study 
released for review. Unsure 
of project economics.

Financial 
feasibility. 
Economics 
uncertain.

17 Geothermal

Proposal: Develop Unalaska geothermal resource (Makushin volcano) 
to supply power primarily to fish processors in Dutch Harbor. 1995 cost 
estimate (including well field development and all other project costs) 
was $90 million. It was estimated that a $45 million govt grant would be 
needed to break even with diesel.

1995 AEA $90 million

Low probability of acquiring 
$45 million govt grant.  Also, 
fish processors unwilling to 
sign long-term "take or pay" 
agreements needed to 
secure bond financing.

Economic and 
financial 
feasibility

18 Geothermal

Proposal: Develop geothermal resource at Pilgrim Hot Springs on 
Seward Peninsula, 60 road miles from Nome. $1.7 million estimate for 
local development, but project economics per AEA loan analysis require
transmission line to Nome estimated to cost at least $5 million. 

1995
Pilgrim 

Springs Ltd.
$6.7 million

Project economics require 
power sales to Nome but 
cannot survive inclusion of 
Nome transmission costs.

Economic and 
financial 
feasibility

19 Geothermal
Study: Consultant to State examined prospect of developing geothermal 
resource at Lake Chakachamna on the west side of Cook Inlet as a 
potential source of power for the Railbelt. [NEED TO REVIEW INFO]

1980s
Office of 
Governor

?? ?? ??

20
Coal     

(Rural)

Proposal: A small coal-fired power plant was proposed for McGrath. 
Coal was to be supplied from a proposed coal mine 90 miles away over 
a winter road. High fixed costs of coal plant (capital and fixed O&M) are 
difficult to overcome when built on a small scale for a small load. Small 
coal plant economics have also been studied for Galena and Tok 
(Northern Economics) and for Unalaska (Financial Engineering Co.). In 
each case diesel was found to be less costly. A small coal plant was 
also proposed for Bethel by Bettine - feasibility numbers unknown but 
proposal was not successful.

1997
Doyon Ltd 
(McGrath)

??

Not economically feasible, 
despite advances in 
technology and cost for 
small-scale coal plants.

Economic 
feasibility.
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23

24

25

26

27

28

29

21
Coal     

(Railbelt)

Study: A comprehensive study of Railbelt power alternatives included 
detailed cost estimate and economic analysis for conventional coal-fired 
power plant in Healy area (prior to Healy Clean Coal proposal). Of all 
the alternatives, the economics of building a conventional coal plant 
(with no consideration of govt subsidy) were the least favorable.

1989 AEA
[NEED TO 
OBTAIN]

Not economically feasible.  
Life-cycle costs exceeded all
other alternatives and 
scenarios.

Economic 
feasibility.

22
Coal     

(Railbelt)

Proposal: Usibelli Coal Mine recently proposed to construct and operate
the "Emma Creek Coal Project," a 200 MW coal-fired power plant at 
Healy. A 2004 study by R.W. Beck for the Railbelt utilities concluded 
that Emma Creek was not economically feasible (though it appears to 
be close). However, Beck also concluded that "generic" 150 MW coal 
plants in southcentral and in the interior have favorable economics in 
2015 if coal can be provided at the same price it is sold to Golden 
Valley for its existing coal plant at Healy. Unclear at this point how these 
conclusions are compatible.

2004

Usibelli 
proposal, 

R.W. Beck 
analysis

??
[NEEDS CAREFUL 
REVIEW OF BECK STUDY]

??

23
Coal     

(Cordova)

Proposal: Cordova Electric Coop issued an RFP for power supply in 
1994. 3 proposals were submitted, including 1 by a private group 
offering to build a small-scale coal-fired power plant that would 
incorporate used equipment and burn coal from the Matanuska Valley. 
Cordova decided that lower costs would be realized by developing the 
Power Creek hydro project proposed by another developer.

1994 Bettine et al
[NEED TO 
OBTAIN]

Proposals were evaluated 
by a consultant. Economics 
was one factor. There may 
have been other concerns 
about the coal proposal.

Economic 
feasibility.

24
Biomass    

(electricity)

Study: 1994 feasibility study of building a power plant fueled by 
municipal solid waste (MSW) in Thorne Bay concluded that it might be 
cost-effective. However, the idea went no further as Thorne Bay elected 
instead to tie into the Alaska Power Co. (APC) grid and to purchase 
power from APC. Most of that power is generated by hydro. The new 
transmission connection to Thorne Bay was largely subsidized by 
federal grants.

1994
AEA   (study 

by ISER)
[NEED TO 
OBTAIN]

One factor was federal 
subsidy for competing 
alternative.

25
Biomass    

(electricity)

Study: 2001 "Screening Report for Alaska Rural Energy Plan" 
considered power plants fueled by biomass (wood, wood waste, MSW). 
It found that biomass power plants are similar to coal plants in that 
capital and operating costs are high relative to diesel and natural gas -- 
possibly higher due to heat content and quality of fuel. Conclusion was 
that, at least for plants scaled for rural Alaska, no amount of fuel cost 
savings was likely to make up for the capital and O&M cost penalty.

2001
AEA   study 
by Northern 
Economics

Various Economic feasibilty
Economic 
feasibility.

26
Biomass    

(space heat 
systems)

Study: "Rural Alaska Heat Conservation and Fuel Substitution 
Assessment" examined, among other things, wood fuel substitution for 
fuel oil in space heat boilers in several rural communities, including 
McGrath, Tanana, Elim, Grayling, and Dot Lake. Annual fuel cost and 
labor favored wood but not enough to recover capital cost penalty within 
20 year planning horizon.

1996
AEA  (study 
by USKH)

Various Economic feasibility
Economic 
feasibility.

27
Biomass    

(space heat 
systems)

Proposal: A biomass heat demonstration project was proposed for 
McGrath in 1999. A govt grant subsidy of $1.6 million (out of a total 
capital cost of $1.8 million) would have been needed for financial 
feasibility (Strandberg 1999). An update by MBA Consulting Engineers 
in 2000 concluded that a 30-year horizon and a favorable assumption on
the cost of wood would be needed for economic feasibility.

1999

Studies by 
Strandberg 
and MBA 

Consulting 
Engineers

$1.8 million
Economic and financial 
feasibility

Economic and 
financial 
feasibility
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30

31

32

33

34

35

36

28
Wind    

(Rural)

Study: ISER study in 2001 for AIDEA evaluated Kotzebue wind project 
and concluded that, without subsidy, the project would have resulted in 
a net economic loss to local consumers. The main reason identified by 
ISER is insufficient wind resource. Kotzebue also purchases diesel fuel 
for a lower price than many smaller rural communities. Study summary 
can be found in the "Screening Report for Alaska Rural Energy Plan" on 
Denali Commission web site. 

2001 ISER
Cost Details 
estimated in 
study

Study suggests that wind 
projects at sites with 
stronger wind resource and 
higher diesel prices could 
be economically feasible.

29
Wind    

(Rural)

Study: A rural energy plan prepared in 2004 for AEA identifies 30 rural 
communities in which wind power development may, upon confirmation 
of wind resource and other variables, provide economic benefit. (Study 
available at www.aidea.org/aeaRuralEnergyPlan.htm). See p. 3-3 for 
list. The plan proposes govt expenditure of $29.1 million over 5 years - 
including $1.6 million for site-specific wind recon and final feasibility 
studies, and $27.5 million for construction financing.

2004

AEA 
(Energy 
Plan by 

Mark Foster 
& Assoc)

$29.1 million
Study suggests possible 
economic benefits from 
wind development.

30
Wind    

(Rural)

[AVEC CURRENTLY INSTALLING WIND IN SEVERAL LOCATIONS. 
NEED INFO ON AVEC WIND EXPERIENCE, FEASIBILITY ANALYSIS, 
AND PLANS]

31
Wind    

(Railbelt)

Proposal: Chugach Electric is considering a possible wind project on 
Fire Island. The 2004 Railbelt study by R.W. Beck modeled this as a 50 
MW project and concluded in its "base case" that it would produce 
economic benefit, though the result is close to breakeven. (Beck study is
available at www.aidea.org/EnergyTaskForce.htm). Look under 
proceedings on 12/2/03.

2003

Chugach 
Electric  

(study by 
Beck)

?? Marginal economic benefit

32 Solar

Study: See "Screening Report…" on Denali Commission web site for 
brief analysis of solar energy costs and issues (p. 5-24). A 12 kW solar 
system with battery storage was installed in Lime Village in the 1990s -- 
current status unknown. Study concludes that solar is not cost 
competitive with diesel in rural Alaska.

2001
AEA   study 
by Northern 
Economics

?? Economic feasibility
Economic 
feasibility.

33 Tidal

Study: See "Screening Report…" on Denali Commission web site for 
brief analysis of tidal energy costs and issues (p. 5-26). Tidal Electric of 
Alaska, Inc. conducted a feasibility study of a tidal power system in 
Cordova, and estimated a $14 million capital cost for a 5 MW system. 
(Study available at www.aidea.org/AEEEPublications.htm). Cordova 
utility proceeded with hydro construction (Power Creek) and Tidal 
Energy moved on to consider alternative sites. Screening report 
concludes that tidal energy not cost-effective for rural Alaska.

2001
AEA   study 
by Northern 
Economics

?? Economic feasibility
Economic 
feasibility.

34
Waste Heat 
Distribution

Studies: AEA conducted feasibility studies in 30 rural communities in 
1988-90 and, using state grants, constructed extensive systems in the 
10 locations considered most cost-effective. (The systems capture 
excess heat from the jacket water of diesel engines and distribute that 
heat via insulated pipe to buildings in the area.) Unless there is one or 
more large heating load near the powerhouse, the systems tend to be 
uneconomic in rural villages due to the small size and low density of 
most local structures. Currently, both AEA and AVEC install waste heat 
systems when replacing diesel powerplants to the extent that significant 
heating loads are located nearby.

1988-90 AEA    Various

Economic feasibility. 
Technical problems with 
early systems [NEED 
UPDATE]. Also a "hassle 
factor" for customers -- now 
a hybrid rather than a simple 
boiler operation.

Economic 
feasibility.
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37

38

39

40

41

35
Waste Heat 
Distribution

Proposal: Copper Valley Electric requested a loan from AEA in 1998 for 
a system to supply waste heat from the Glennallen diesel generators to 
the nearby Glennallen school facility. If the school paid 70% of its 
avoided fuel cost, the utility could pay for the system and realize modest 
returns, according to the AEA analysis. Due to marginal financial 
feasibility, AEA offered the loan at 1% interest. [NEED TO DETERMINE 
IF CVEA BUILT THE SYSTEM OR NOT]

1998

Copper 
Valley 

Electric 
Assoc

$406,000 [NEED FOLLOWUP INFO]

36
Waste Heat 
Distribution

Study: The 2004 Alaska Rural Energy Plan proposes $3.1 million be 
spent over the next 5 years to help implement waste heat projects in 
additional rural communities. 27% of rural diesel plants now include a 
waste heat component. The study suggests that waste heat in some 
configuration should be cost-effective in 70% of rural communities. 
Primary customers would be schools and water systems. Obstacles to 
address include standardized contracts, informing customers on design 
and operating issues, and developing standardized system designs.

2004

AEA 
(Energy 
Plan by 

Mark Foster 
& Assoc)

$3.1 million

37 Hydroelectric

Study: AEA (Div. of Energy) published a data base on existing and 
proposed hydroelectric projects in rural Alaska, along with an economic 
screening analysis to determine which, if any, potential projects 
appeared cost-effective on a preliminary basis. (Report available at 
www.aidea.org/AEEEPublications.htm). Projects in 10 communities 
were identified as promising candidates based on preliminary 
information, 4 of which were under development at the time. At least 1 
of those 4 has now stalled [REASON?], while another project not on the 
list (South Fork on Prince of Wales island) is nearing completion. 

1997

AEA    
(Study by 

Locher 
Interests 

and ISER)

N/A

[ADDITIONAL REVIEW 
NEEDED TO IDENTIFY 
OBSTACLES TO 
DEVELOPMENT FOR 
INDIVIDUAL HYDRO 
PROSPECTS]

38
Rural Bulk 

Fuel Storage 
Facilities

Study: AEA compiled a comprehensive data base on the configuration 
and condition of all bulk fuel storage facilities in rural Alaska, based 
entirely on site visits to each facility. This has served as the primary 
basis for estimating the cost to bring these facilities into regulatory 
compliance and for prioritizing project funding requests to the Denali 
Commission. Estimated that $200-$300 million is needed to complete 
the replacement or rehabilitation of these facilities. The data base has 
not been updated in over 5 years, and there has been no systematic 
follow-up on completed replacement projects to determine how they are 
holding up. Data base is available on the Denali Commission web site.

late 
1990s

AEA

Up to $400 
million 
initially 
estimated to 
bring rural 
fuel storage 
into 
regulatory 
compliance

39
Rural Diesel 
Power Plant 
Upgrades

Study: AEA compiled a comprehensive data base on the configuration 
and condition of all rural electric utilities (with some exclusions such as 
AVEC), based entirely on site visits to each facility. As with bulk fuel 
storage, this has served as the primary basis for estimating the cost to 
bring each system into compliance with accepted utility standards and 
to prioritize funding requests to the Denali Commission. Estimated that 
>$100 million (?) still needed to complete the job. Again, this data base 
has not been updated in over 5 years, and there has been no systematic
follow-up on upgrade projects to determine how they are holding up.  
Data base is available on the Denali Commission web site.

late 
1990s

AEA

[NEED TO 
REVIEW 
THE 
MATERIAL]
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42

43

44

45

46

40

Intertie, 
hydro, bulk 

fuel storage, 
and rural 

electric data 
bases

Issue:  It would be useful to update these data bases to gain a current 
grasp on existing projects, existing conditions, and needed or potentially
beneficial projects or improvements.

41

Package 
Power Plants 

and Fuel 
Storage   
(Rural)

"Utilitymaster" systems: During the 1990s, a now defunct company 
named Alaska Power Systems (APS) developed a packaged utility 
system intended for rural villages. Major system components included a 
new powerplant, bulk fuel storage tanks mounted on skids, pre-pay 
metering systems, plus certain O&M, management, and admin 
services. The Alaska Science and Technology Foundation (ASTF) 
provided funds for APS to develop a form of automated control for the 
power plant, which would be monitored and, possibly, controlled 
remotely from Anchorage by APS. AEA provided funds to help install 3 
demonstration projects. APS asked for funds to help expand to at least 
20 more villages. The 3 projects ended in failure.

mid-
1990s

Alaska 
Power 

Systems, 
AEA, ASTF

various

Contributing factors: 
technical problems with 
Perkins diesel engines (incl 
spare parts); fuel storage 
tanks not code compliant, 
contracts between APS and 
villages unclear on service 
and equipment to be 
provided, poor service from 
APS, inadequate pmts from 
villages, APS folded.

Many 
problems. An 
evaluation 
report exists 
(possibly in 
AEA library).

42
Diesel 

Powerplant 
Efficiencies

Study: 2004 Alaska Rural Energy Plan proposes govt expenditure of 
$20 million over 5 years for diesel efficiencies, 1/3 of which is for 
metering and SCADA systems to help locate inefficiencies and identify 
corresponding efficiency upgrades. These could include upgraded 
control systems, diesel generator replacements, distribution system 
upgrades, and/or O&M protocols. 

2004

AEA 
(Energy 
Plan by 

Mark Foster 
& Assoc)

$20 million 
over 5 years

43
Diesel 

Powerplant 
Efficiencies

Proposals: Over the last several years, AVEC has submitted funding 
requests to AEA both for diesel engine replacements and for automated 
switchgear, many of which have been funded. System efficiencies have 
been improving for years, documented in PCE statistical reports that 
show annual kWh sold per gallon.  [NEED ADDTL RESEARCH ON 
WHAT AVEC, AEA, and APC HAVE BEEN DOING TO UPGRADE 
DIESEL EFFICIENCY]

on-
going

AVEC

44

Energy 
Resource 

Development 
Projects
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Abstract 
 

ISER was requested to conduct an economic analysis of a possible “Cook Inlet Syngas 
Pipeline.” The economic analysis was incorporated as section 7.4 of the larger report 
titled: “Beluga Coal Gasification Feasibility Study, DOE/NETL-2006/1248, Phase 2 Final 
Report, October 2006, for Subtask 41817.333.01.01”. The pipeline would carry CO2 and 
N2-H2 from a synthetic gas plant on the western side of Cook Inlet to Agrium’s facility. 
The economic analysis determined that the net present value of the total capital and 
operating lifecycle costs for the pipeline ranges from $318 to $588 million.  The greatest 
contributor to this spread is the cost of electricity, which ranges from $0.05 to 
$0.10/kWh in this analysis.  The financial analysis shows that the delivery cost of gas 
may range from $0.33 to $0.55/Mcf in the first year depending primarily on the price for 
electricity.  
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Introduction 
ISER was asked to prepare an economic analysis of a possible “Cook Inlet Syngas 
Pipeline” for inclusion in phase 2 of the “Beluga Coal Gasification Feasibility Study, 
DOE/NETL-2006/1248.” 
 
The pipeline chosen for analysis was described in section 7.1 of the Phase 2 Report as 
follows: 
 

 “The concept includes two pipelines to transport CO2 and N2/H2, which 
will be fed into the Agrium plant and used as synthesis gas.  This study 
assumes a coal gasification plant location within a one mile radius of the 
village of Tyonek.  The presently planned plant configuration could be 
modified to take Carbon Dioxide (CO2) and Hydrogen (H2) from the stream 
produced by the Syngas gasifier prior to the introduction of those gases 
into the F-T reactor.  Nitrogen (N2) would come from the oxygen plant that 
is planned in conjunction with the F-T plant process and is a byproduct of 
the oxygen production.  The H2 and N2 are then combined in a mole ratio 
of 3:1 into one product stream and the CO2 is delivered as a second 
product stream.  Each stream is to be transported in a separate pipeline.”1 

 

Executive Summary 
ISER was asked to prepare an economic analysis of a possible “Cook Inlet Syngas 
Pipeline” for inclusion in Phase 2 of the “Beluga Coal Gasification Feasibility Study, 
DOE/NETL-2006/1248.” The request was made the principal author of the Phase 2 
study, Robert Chaney. Dr. Steve Colt of ISER performed the economic analysis using 
pipeline cost data provided by other project contributors. 
 
The analysis determined that the net present value of the total capital and operating 
lifecycle costs for the pipeline ranges from $318 to $588 million.  The greatest 
contributor to this spread is the cost of electricity, which ranges from $0.05 to 
$0.10/kWh in this analysis.  The financial analysis shows that the delivery cost of gas 
may range from $0.33 to $0.55/Mcf in the first year depending primarily on the price 
paid for electricity to power the pipeline compressors. 
 

                                            
1 Chaney,  et. al. “Beluga Coal Gasification Feasibility Study, DOE/NETL-2006/1248, 
Phase 2 Final Report, October 2006 for Subtask 41817.333.01.01” Section 7.1. 
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Table ES-1. Annual SynGas Pipeline Cost of Service 
BASE HIGH LOW

COST COMPONENTS, Year 1
O&M 35,839,800   44,799,750    23,072,850    
Capital charges 35,100,287   43,875,359    29,835,244    

TOTAL COST of SERVICE, YEAR 1 70,940,087   88,675,109    52,908,094    
Total volume of gas from both 
pipelines (Mcf) 161,030,200 161,030,200  161,030,200  
Cost per Mcf 0.44              0.55               0.33               

TOTAL COST of SERVICE, YEAR 20 85,591,816   106,989,770  57,181,363    
Cost per Mcf 0.53              0.66               0.36                

 
The following chart shows the range and trajectories of the total annualized cost of 
service for the syngas pipeline. 
 

Figure ES-1. Annual Cost of Service for 20 Years 
 

0.0

20.0

40.0

60.0

80.0

100.0

120.0

1 3 5 7 9 11 13 15 17 19

operating year

m
il

li
o

n
s 

o
f 

$

base

high

low

 

Experimental Methods 
The analysis was conducted using scenario methods combined with net present value 
discounted cash flows and levelized cost-of-service methods commonly used in utility 
and regulatory economics. Table 1 shows the scenarios for pipeline capital cost. Turbo 
compressors were deemed a possible option for reducing capital cost. 
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Table 1. Capital Cost Assumptions 
 

PROJECT COMPONENT BASE HIGH (+25%) LOW (-15%)
CO2 Land portion

Compressors (recip) 15,520,400        19,400,500        13,192,340        
Material 7,007,000          8,758,750          5,955,950          
Construction 3,915,000          4,893,750          3,327,750          
Other 5,560,933          6,951,166          4,726,793          
Total CO2 land 32,003,333        40,004,166        27,202,833        

N2H2 Land Portion
Compressors (recip) 33,426,000        41,782,500        28,412,100        
Material 13,923,000        17,403,750        11,834,550        
Construction 8,187,976          10,234,970        6,959,780          
Other 10,184,486        12,730,608        8,656,813          
Total N2H2 land 65,721,462        82,151,828        55,863,243        

Submarine portion 71,307,000        89,133,750        60,610,950        
TOTAL PROJECT COST 169,031,795      211,289,744      143,677,026      

Possible Savings from Turbo Compressors
BASE HIGH (+25%) LOW (-15%)

CO2 pipeline savings (4,700,000)         (5,875,000)         (3,995,000)         
N2H2 pipeline savings (12,800,000)       (16,000,000)       (10,880,000)       

       151,531,795        189,414,744        128,802,026 

Capital Cost Amount

TOTAL PROJECT WITH TURBO 
COMPRESSORS  

 
 

Figure 1. Range of Total Project Capital Costs 
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The timing of capital expenditures is assumed to follow a four-year pattern with annual 
fractions of 15-30-30-25 percent expenditure.  The assumed weighted cost of capital is 
12.0 percent (base case), leading to additional capitalized interest of about 12% of the 
overnight cost.  This capitalized interest is incorporated when determining annualized 
total costs below. 
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The following table summarizes the O&M cost assumptions used in the economic 
model. 
 

Table 2. Summary of O&M Costs 

COST COMPONENT BASE HIGH LOW
Electricity

Electricity quantity (million kWh) 410.6                 410.6                 410.6                 
Electricity price in 2011 ($/kWh) 0.08                   0.10                   0.05                   

Electricity cost in 2011 ($) 32,848,800        41,061,000        20,530,500        
Labor 995,000             1,243,750          845,750             
Other 1,996,000          2,495,000          1,696,600          

TOTAL O&M COST 35,839,800        44,799,750        23,072,850        
note: High and Low electricity prices are author judgment. High and Low labor and 

other are +25% and -15%

O&M Cost Amount

 
 

Results and Discussion 
One way to view the overall cost of the syngas pipeline is to combine capital and 
operating costs into a single net present value (NPV) of future costs.  The following 
table summarizes these NPV cost results assuming a 12% weighted cost of capital as 
the discount rate and the year 2006 as the decision year or base year for discounting. A 
20-year operating life is assumed running from 2011 to 2030. 
 

Table 3. Present Value of Total Project Lifecycle Cost 
 

COST COMPONENT BASE HIGH LOW
NPV of Capital Cost (recip compressors) 126,013,259      157,516,573      107,111,270      
NPV of O&M Costs, based on:

annual electricity price escalation 4.0% 4.0% 4.0%
annual escalation all other O&M 3.0% 3.0% 3.0%

NPV of Electricity cost (2011-2030) 317,341,315      396,676,644      198,338,322      
NPV of all other O&M costs 27,010,933        33,763,666        22,959,293        
NPV of Total O&M 344,352,248      430,440,310      221,297,615      

470,365,507      587,956,883      328,408,885      

Item: NPV using Low Capital Costs with Turbo Compressors: 317,319,567      

NPV of TOTAL PROJECT COST 
(2011-2030)

Net Present Value of all Costs, as of 2006

 
 

Two conclusions are noteworthy from the NPV numbers. First, the range from lowest to 
highest NPV is $271 million, with the highest NPV almost twice the level of the lowest. 
Second, almost $200 million, or 77%, of this range is due to the range of possible 
electricity costs that results from a price range of $0.05 to $0.10/kWh. In the base case 
electricity costs constitute 67% of the NPV of all costs. The following chart summarizes 
these conclusions by showing the components of total NPV for each case. The “lowest” 
case is based on the low case but with the additional deduction for turbo compressors. 
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Figure 2. Components of Lifecycle Cost 
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A second way to view the cost of this project is to annualize the capital cost and 
calculate an annualized total cost of service.  The following estimates are based on a 20 
year straight-line depreciation procedure and a depreciated original cost methodology, 
as would be used if a separate entity operated the pipeline as a regulated utility. 
 
The total annualized cost of service in year 1 (2011) ranges from $53 million to $89 
million. Roughly half of this year 1 cost is O&M and half is capital charges. By year 20 
the cost rises somewhat in nominal dollars, but would actually fall in real dollar terms 
after factoring out general inflation.  By year 20 almost all of the annualized cost is for 
O&M.  On a volumetric basis, using a total gas volume of 161,030,200 Mcf, the 
annualized cost in year 1 ranges from $0.33/Mcf to $0.55/Mcf. 

Conclusion 
Two major conclusions are apparent from this analysis. First, the range of capital costs 
for the pipeline depends on the feasibility of turbocharged compressors. Additional 
technical research might be able to determine whether such technology was feasible 
and at what incremental capital cost. Second, and most important, although the subsea 
pipeline is capital-intensive, it would be the ongoing cost of electricity that largely 
determines the cost of service for the pipeline and hence the project’s economic 
viability.  
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ABSTRACT 
 
The Alaskan North Slope (ANS) is one of the largest hydrocarbon reserves in the United 
States where Gas-to-Liquids (GTL) technology can be successfully implemented.  The 
proven and recoverable reserves of conventional natural gas in the developed and 
undeveloped fields in the Alaskan North Slope (ANS) are estimated to be 38 trillion 
standard cubic feet (TCF) and estimates of additional undiscovered gas reserves in the 
Arctic field range from 64 TCF to 142 TCF.  Because the domestic gas market in the 
continental United States is located thousands of miles from the ANS, transportation of 
the natural gas from the remote ANS to the market is the key issue in effective utilization 
of this valuable and abundant resource.  The focus of this project is to study the 
operational challenges involved in transporting the gas in converted liquid (GTL) form 
through the existing Trans Alaska Pipeline System (TAPS).  
 
A three-year, comprehensive research program was undertaken by the Petroleum 
Development Laboratory, University of Alaska Fairbanks, under cooperative agreement 
No. DE-FC26-98FT40016 to study the feasibility of transporting GTL products through 
TAPS.  Cold restart of TAPS following an extended winter shutdown and solids 
deposition in the pipeline were identified as the main transportation issues in moving 
GTL products through the pipeline.  The scope of work in the current project 
(Cooperative Agreement No. DE-FC26-01NT41248) included preparation of fluid 
samples for the experiments to be conducted to augment the comprehensive research 
program. 
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EXECUTIVE SUMMARY 
 
The Alaskan North Slope is one of the largest hydrocarbon reserves in the United States 
where Gas-to-Liquids (GTL) technology can be successfully implemented. Gas-to-liquids 
(GTL) conversion technology, where natural gas is chemically converted to transportable 
liquid products, is an emerging technology that is expected to reach commercialization 
within the next decade.  The proven and recoverable reserves of conventional natural gas 
in the developed and undeveloped fields in the Alaskan North Slope (ANS) are estimated 
to be 38 trillion standard cubic feet (TCF). Currently, only a small portion of the 
produced natural gas of the North Slope of Alaska is used in the oil-field operation, such 
as gas lift and power generation, and in local sales. The unused portion is injected back 
into the reservoir for pressure maintenance and oil production. It is expected that as crude 
oil production on the North Slope continues to decline, approximately 26 TCF of ANS 
natural gas will become available for gas sales, transportation and/ or conversion to GTL 
products. This equates to over 4 billion barrels of oil equivalent.  
 
Transportation of the natural gas from the remote ANS is the key issue in effective 
utilization of this valuable and abundant resource. The throughput of oil through the 
Trans Alaska Pipeline System (TAPS) has been on the decline and is expected to 
continue to decline in future.  It is projected that by the year 2015, ANS crude oil 
production will decline to such a level that there will be a critical need for pumping 
additional liquid from GTL process to provide an adequate volume for economic 
operation of TAPS.  
 
A three-year, comprehensive research program was undertaken by the Petroleum 
Development Laboratory, University of Alaska Fairbanks, under cooperative agreement 
No. DE-FC26-98FT40016 to address the transportation issues involved in moving GTL 
products through TAPS.  A material testing program for GTL and GTL/Crude oil blends 
was designed following discussions with John Hackworth (UAF consultant on GTL 
studies) and Alyeska Pipeline Service Company, the TAPS operator.  The main objective 
of the current project (Cooperative Agreement No. DE-FC26-01NT41248) was to 
augment the comprehensive research program through preparation of additional fluid 
samples for the material testing program. 
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CHAPTER 1 

 
EXPERIMENTAL 

 
This project addresses the study of GTL product transportation through the existing Trans 
Alaska Pipeline System (TAPS).  One of the objectives of this project is to select tests 
and evaluate samples of GTL products and GTL-crude oil blends in order to assess the 
feasibility of transporting such materials through TAPS.  Density and viscosity 
measurements as functions of temperature are necessary for calculating horsepower 
requirements.  Experimental data on density and viscosity of naturally occurring 
hydrocarbon mixtures are not well documented.  However, measurements on true boiling 
point (TBP) fractions of various Arab (Amin and Beg 1994) and North Sea Crudes 
(Dandekar et. al., 1998), Alberta bitumen (Miadoyne et al., 1994) and Saskatchewan oils 
(Singh et al., 1994) have been reported.  Additionally, the predictive capabilities of 
various viscosity correlations still remain a weak link.  Therefore, the need for accurately 
measured experimental data is indispensable for evaluating the feasibility of transporting 
GTL products through the TAPS. 
 
Another important GTL testing parameter is the gel strength, which is one of the most 
important properties necessary to evaluate the feasibility of cold restart of TAPS.  The 
measurement of gel strength gives an indication of the so-called ‘cold restart pressure’ at 
which the liquid in the pipeline can yield under the given arctic conditions in Alaska.  
Thus, bearing in mind the significance of this parameter, gel strengths of various GTL 
and GTL-ANSC blends need to be determined by the rotating vane technique at different 
temperatures.  
 
There still exists an uncertainty as to exactly which particular type of GTL product will 
be the potential candidate for flow through TAPS.  A number of GTL product matrix 
possibilities exist, which are dependent on GTL process options such as catalyst used, 
process employed, operating conditions and type of GTL product upgrading, and other 
factors such as gas quality, Alaskan North Slope (ANS) logistics etc.  In this study, a 
GTL sample product was obtained from the US Department of Energy and different 
fractions of the sample material were used to simulate variation of GTL product types.  
Thus, we were able to represent a wide range of GTL material that could potentially be 
produced from a North Slope GTL plant.  
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CHAPTER 2 
 

RESULTS AND DISCUSSION 
 
Fluid samples for the experiments planned in the comprehensive research project were 
prepared to represent a wide range of possible GTL output from the proposed GTL plant 
in the Alaskan North Slope.  Fischer Tropsch synthesis for GTL production results in a 
highly variable liquid composition depending on the exact process used.  Therefore, 
multiple distillate fractions (e.g. 90%, 80%, 70% etc.) of the available GTL sample were 
prepared and blended with ANS crude oil for the material testing program.  In addition, 
the paraffin wax (heavier alkanes) was separated from the wax sample by a modified 
ASTM-1160 Vacuum Distillation process to produce only a 20% overhead fraction.  This 
wax fraction was then gravimetrically mixed with the light hydrocarbon GTL liquid in 
the proportions of 25% wax distillate + 75 % light GTL and 50 % wax distillate + 50 % 
light GTL.  Thus, twenty-four samples were gravimetrically prepared for the material 
testing program as per the ratios listed below: 
 
(a) 25 % wax distillate + 75 % light hydrocarbon (LH) GTL 
(b) 50 % wax distillate + 50 % light hydrocarbon GTL 
(i) sample (a) + crude oil (1:4) 
(ii) sample (a) + crude oil (1:3) 
(iii) sample (b) + crude oil (1:4) 
(iv) sample (b) + crude oil (1:3) 
(v) LH sample + crude oil (1:4) 
(vi) LH sample + crude oil (1:3) 
 
In the GTL:crude oil blend ratios, smaller proportions of GTL were used because GTL 
production in the North Slope is expected to be far less than crude oil production in the 
foreseeable future.  Thus, blends containing lower proportions of GTL are likely to flow 
through TAPS. 
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CHAPTER 3 
 

CONCLUSION 
 
The scope of work for this project included preparation of GTL and GTL-crude oil blend 
samples to be used in the material testing program of the comprehensive research project.  
Two graduate students, Mr. Aaron White and Mr. Jason Westervelt, were funded through 
this project.  Samples of GTL and GTL-crude oil blends were prepared with varying wax 
content to simulate a wide range of possible product streams generated by a futuristic 
GTL plant on the Alaskan North Slope.  This was a necessary and crucial step in the 
overall research program because the exact composition of GTL to be produced on the 
North Slope is not known at this time. 
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Abstract 
 
While most areas of the US are serviced by inexpensive, dependable grid connected 
electrical power, many areas of Alaska are not.  In these areas, electrical power is 
provided with Diesel Electric Generators (DEGs), at much higher cost than in grid 
connected areas.  The reasons for the high cost of power are many, including the high 
relative cost of diesel fuel delivered to the villages, the high operational effort required to 
maintain DEGs, and the reverse benefits of scale for small utilities.   
 
Recent progress in fuel cell technologies have lead to the hope that the DEGs could be 
replaced with a more efficient, reliable, environmentally friendly source of power in the 
form of fuel cells.  To this end, the University of Alaska Fairbanks has been engaged in 
testing early fuel cell systems since 1998.  Early tests were conducted on PEM fuel cells, 
but since 2001, the focus has been on Solid Oxide Fuel Cells.   
 
In this work, a 5 kW fuel cell was delivered to UAF from Fuel Cell Technologies of 
Kingston, Ontario.  The cell stack is of a tubular design, and was built by Siemens 
Westinghouse Fuel Cell division.  This stack achieved a run of more than 1 year while 
delivering grid quality electricity from natural gas with virtually no degradation and at an 
electrical efficiency of nearly 40%.  The project was ended after two control system 
failures resulted in system damage.   
 
While this demonstration was successful, considerable additional product development is 
required before this technology is able to provide electrical energy in remote Alaska.  The 
major issue is cost, and the largest component of system cost currently is the fuel cell 
stack cost, although the cost of the balance of plant is not insignificant.  While several 
manufactures are working on schemes for significant cost reduction, these systems do not 
as yet provide the same level of performance and reliability as the larger scale Siemens 
systems, or levels that would justify commercial deployment.   
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Executive summary 
 
 
While most areas of the US are serviced by inexpensive, dependable grid connected 
power, many areas of Alaska are not.  In these areas, electrical power is provided with 
Diesel Electric Generators (DEGs), at much higher cost than in grid connected areas.  
The reasons for the high cost of power are many, including the high relative cost of diesel 
fuel delivered to the villages, the high operational effort required to maintain DEGs, and 
the reverse benefits of scale for small utilities.  This problem has been exacerbated by the 
recent price spike in diesel fuel, resulting in cost of electrical power to levels several 
times that of urban areas.   
 
Recent progress in fuel cell technologies have lead to the hope that the DEGs could be 
replaced with a more efficient, reliable, environmentally friendly source of power in the 
form of fuel cells.  To this end, the University of Alaska Fairbanks has been engaged in 
testing early fuel cell systems since 1998.  Early tests were conducted on PEM fuel cells, 
but these proved expensive, unreliable, and thermodynamically less efficient than 
existing technology [1].  In particular, the energy required to reform hydrocarbon fuels 
needed to come from the incoming fuel [2], given the low temperature heat generated by 
the fuel cell, resulting in a system efficiency of about 25%, which is less than the 35% 
efficiency typical of a new diesel generator.  These results have been verified by the DoD 
residential fuel cell program [3].   
 
Since 2001, the focus at UAF has been on Solid Oxide Fuel Cells (SOFC), which are 
capable of higher system efficiencies due to the high operating temperatures, which 
provide heat of sufficient quality to drive the reformation reaction.  This results in a much 
higher system efficiency, which can approach 50% for large systems operating on natural 
gas.  [4].      
 
Small scale SOFCs are being developed as part of the US DOE SECA program [5], 
which are of the proper size (a few kilowatts) for distributed residential applications [6].   
The major effort of the SECA program focuses on the development of small planar SOFC 
stacks, while most SOFC demonstrations to date have used tubular cells.  Most of the 
SECA participant teams are currently still in the laboratory stack development stage, and 
that program is not currently advocating the deployment of these systems in the field.   
 
However, SOFCs are still very much in the pre-commercial development stage, typified 
by initial unique prototypes requiring significant assembly effort.  This also means that 
the cost of these units is very high, significantly more than any commercial market could 
bear.  First units to leave the factory are typically sent to “safe” locations, where technical 
support is available, and failure is not public.  UAF has played this role for several fuel 
cell companies, receiving first units shipped, testing them in private, providing technical 
support, and reporting successes when they occur.   
 



In this program, a cooperative agreement was created between the UAF AETDL (funded 
by NETL) and Fuel Cell Technologies, of Kingston, Ontario, to demonstrate an “alpha” 
pre-commercial prototype 5 kW SOFC intended for residential use with combined heat 
and power.   This project was proposed in February, 2002 with an intended delivery of 
the fuel cell in late 2002.  However, delays in the delivery of the stack resulted in a 
delivery date to Fairbanks of August 1, 2003.   
 
In summary, this demonstration achieved significant technical milestones in 
demonstrating a small scale SOFC operating on natural gas, with an efficiency of nearly 
40%, and stable operation for more than a year in a field location.   However, significant 
additional development needs to occur before small scale SOFCs are ready for large scale 
commercial deployment.   
 

Background  
 
Electrical grids are capable of providing large amounts of electrical power to consumers 
and industry at reasonable rates, using large scale coal, natural gas, nuclear, and hydro 
plants, typically at about 6-10 cents per kW-hr.  However, in areas not served by 
electrical grids, other means need to be found to provide electricity.  The most common 
form generating small amounts of power (1 kW to 2.5 MW) is the diesel electric 
generator.  However, a reasonably efficient DEG can provide about 13 kW hours of 
electricity per gallon of fuel consumed, a diesel cost of $1.00 per gallon gives a fuel cost 
alone of 7 cents per kW-hr.  Recent fuel costs have gone much higher, with proportional 
increases in the cost of power.  Typical diesel generators require frequent oil changes, 
and the high number of moving parts result in significant maintenance costs.  While 
capital costs for DEGs are relatively low compared to other forms of power of 
generation, the system lifetime is only about 5 years, as opposed to 20-50 years for larger 
power plants.  All of these factors contribute to the high cost of electricity produced from 
DEGs.  Typically, in Alaska, these rates are 20 cents per kW-hr, or higher.  These rates 
are also directly related to the cost of diesel fuel, which has recently increased due to the 
rising price of crude oil.  
 
Fuel cells have been proposed as a more efficient, environmentally friendly, reliable, and 
cost effective source of electricity in these remote areas of Alaska.  However, 
justification for many of these claims are based on projected performance and system 
costs based on estimates provided by the US Department of Energy and fuel cell 
suppliers.  Typically these projections assume efficiencies of near 50% AC out based on 
the lower heating value of natural gas, system lifetimes of 40,000 hours (5 years) or 
longer, and stack costs of $400 per kW, and total system costs of under $1500 per kW.  If 
systems could be developed that meet these specifications, fuel cells would likely find a 
large market and displace diesel generators in Alaska.  However, the industry still needs 
to demonstrate that these performance objectives can be met in mass produced 
commercial devices.   
 



Fuel cells have been in existence for a long time, having been first invented by Grove in 
1839.  Attempts to generate electricity directly from coal were made in the early 1900’s, 
but the first notable success of fuel cells came during the space program in the 1960s.  
Fuel cells operating on pure hydrogen and oxygen were introduced during the Gemini 
program, and continue to be used on current shuttle missions.  Fuel cells are ideal for 
space applications, as the produced water, the waste heat, and the electricity are all useful 
products, the power to weight ratio is higher than for batteries, and the spacecraft have an 
ample supply of liquid hydrogen and oxygen already on board for propulsion.  However, 
these fuel cells operate for only short mission lifetimes (less than 1000 hours) in an 
environment where high performance is valued much higher than the cost of electricity.  
One additional issue is that the fuel cells used in the space program are alkaline fuel cells, 
and operate well on pure oxygen, but are contaminated by the carbon dioxide found in the 
earth’s atmosphere.   
 
Fuel cells for terrestrial applications need to be competitive with conventional methods of 
generating electrical power, which are typically based on combustion to provide the 
energy for operation of a heat engine.  Combustion is a three dimensional gas phase 
reaction that scales with volume, and is relatively insensitive to impurities.  Fuel cells are 
open system electrochemical devices, and electricity is produced at the solid gas 
interface.  This interface scales with surface area, and is very sensitive to impurities in the 
system.  This requires the use of filters on the reactant flow streams, especially the fuel 
stream, where the naturally occurring sulfur compounds must be removed.   Some fuel 
cells are sensitive to impurities in the air, such as PEM sensitivity to hydrocarbons.  Low 
temperature fuel cells are also contaminated by CO in the fuel stream.   
 
High temperature Solid Oxide Fuel Cells (SOFCs) use a solid ceramic material as the 
electrolyte, and use oxygen ions as the ionic transport medium.  However, at the 
operating temperatures required to provide the oxygen mobility, other ions can also move 
in the structure.  This means that impurities in the oxide are mobile, and can form new 
phases, which can block ionic transport.  SOFCs are therefore also sensitive to impurities 
and interface effects in the materials of construction.   
 
Previous demonstrations of solid oxide fuel cell systems have shown that high efficiency, 
low degradation, and long lifetimes are achievable.  In particular, the Siemens 
Westinghouse web site indicates that one stack operated for 69,000 hours with little 
noticeable stack degradation.  [4] Conversation with those close to that experiment, 
however, reveal that that particular system was a stack of only 4 cells constructed with 
high purity oxide materials, operated inside a tube furnace on pure hydrogen.  Achieving 
this same level of operation on a large stack (a 200 kW stack has about 2300 tubes) using 
a real fuel (natural gas) has not yet been demonstrated.[7]  Field demonstrations have 
been for 35,000 hours or less, and the hybrid system at Irvine operated for only 3400 
hours.   
 
One issue for Siemens Westinghouse has been the need to reduce manufacturing costs for 
their fuel cell systems.  During the 1990’s fuel cell tubes were manufactured using an 
Electro Vapor Deposition (EVD) process which provides a very uniform and consistent 



electrolyte layer, but the equipment necessary to do this process is both expensive and 
slow.  A new technique called plasma spray was developed, but switching between these 
two processes resulted in inconsistent product, and a significant delay in shipping 
completed stacks to customers.  However, as of this writing (February, 2008) it appears 
that the cost reduction strategies have not been as successful as hoped.   
 
The University of Alaska Fairbanks has been involved in independent third party testing 
of fuel cells for nearly a decade.  The role of an independent test site is to answer several 
basic questions 
 
1.  What does the fuel cell supplier promise:  delivery date, specifications, performance?  
How closely does the fuel cell company meet its own specifications? 
2.  How long does the fuel cell run, and how much attention does it require to keep it 
running? 
3.  What is the cause of shutdowns?  Are they scheduled or unscheduled?   
4.  What is the efficiency of the unit, and how does this compare to other ways of 
generating power? 
5.  What is the cost of power from the fuel cell? 
6.  Is the unit ready for further field demonstrations?   
 

The History of FCT 
 
The fuel cell tested in this project was provided by Fuel Cell Technologies (FCT) of 
Kingston, Ontario.  FCT began in the early 1990s as a company to provide power 
supplies for unmanned underwater vehicles.  These power supplies used aluminum as the 
energy storage media, and were much like fuel cells in terms of operation and control.  In 
this business activity, FCT developed expertise in Balance of Plant (BOP) and control 
systems for small power systems in conditions that demanded extremely high reliability, 
a skill set which they determined to be transferable to the new, growing field of fuel cells.  
By 2000, FCT’s business plans called for development of integrated fuel cells for 
commercial sale based on the purchase of SOFC stacks from other sources.  This strategy 
took advantage of FCT’s expertise in Balance of Plant (BOP) designs from previous 
products.   
 
In June of 2000, FCT signed an agreement with Siemens Westinghouse Power 
Corporation to study SOFC systems for residential and remote applications [8].  The 
agreement was followed by a more formal Joint Development Agreement in November 
2000, which indicated that Siemens was responsible for the design and testing of the fuel 
cell stack, while FCT would design, build, and test the Balance of Plant (BOP), carry out 
system integration and performance testing, and have demonstration units operating and 
available in mid-2002.  The agreement allowed FCT to market fuel cells under 50kW, 
while Siemens focused on larger units.    
 
FCT began attempting to market their 5 kW units in the summer of 2001.  At that point in 
time, they were offering units to be shipped between July and December of 2002 at a cost 



of $5,000 per kW, or $25,000 per unit.  This unit was described in a brochure printed for 
potential customers and investors.  FCT contacted UAF for the first time in July, 2001 
[9].  By fall, the price had risen to $50,000 for a 5 kW unit.   
 
At that time, UAF recommended that FCT prepare a proposal for consideration by the 
newly formed Arctic Energy Technology Development Laboratory (AETDL) at UAF.  A 
proposal package was prepared for the 2002 RFP, which closed at the end of February, 
2002.   However, part of the discussion leading up to the proposal was the fact that the 
funding was intended for cooperative R&D efforts, and the total support requested by 
FCT was for $169,000, to include engineering support for the design and building of the 
unit.  Additional funds were requested by UAF for support of the demonstration phase.  
The project was selected by the review panel as one to be recommended for funding. 
 
FCT was also taking orders for other demonstration units at $50,000 each, and at one 
time had at least 18 standing orders.  However, by late 2002, it was apparent that there 
was a problem with the supply of fuel cell stacks from Siemens.  Instead of a delivery of 
25 stacks that FCT anticipated in 2002, only 4 stacks were actually delivered, and those 
much later than anticipated, in the spring of 2003.  FCT was placed in the unfortunate 
position of needing to cancel contracts, and elected to do so in a way that prioritized 
delivery of systems to their highest value customers.   Because the contract we negotiated 
with FCT provided additional funding for support of engineering efforts, FCT decided 
that the UAF contract would be honored.   
 
The initial delivery date given in the February 2002 proposal was for the end of year in 
2002.  However, due to the delay in stack delivery noted above, the unit was not 
delivered to Fairbanks until July, 2003, and start-up of the unit was not done until August 
1, 2003.   
 

Experiment 

Description of this project 
 
In this work, a 5 kW fuel cell was delivered to UAF from Fuel Cell Technologies (FCT) 
of Kingston, Ontario.   The cell stack is of a tubular design, and was built by Siemens 
Westinghouse Fuel Cell division.  The cells were of a 70 cm length, unlike the 150 cm 
cells typically used in Siemens’ larger stacks.   A total of 88 tubes were assembled in two 
bundles to form the total stack.   
 
A brochure from FCT printed in February, 2002 lists the performance characteristics of 
the SOFC system anticipated.  These parameters are listed in Table 1, and compared to 
the properties of the unit actually delivered to the program.  It should be noted in fairness 
to FCT that the brochure described the anticipated performance of a high volume 
commercial unit, which, at the time of this writing, has yet to be achieved.   
 



The unit shipped to this program was described as an “apha” unit, meaning that there 
were several features of the unit that were considered to be unacceptable for commercial 
field units.  These features were:  1)  the need for a purge gas of 4% hydrogen in nitrogen 
for start-up and shut-down (to be replaced with a methanol and water system), 2) 
electrical heaters of 15 kW for unit pre-heating (to be replaced by a combustor), 3) the 
need for 40 psig natural gas (to be reduced to 1 psig for commercial units), 4) an inverter 
capable of only discrete power outputs (commercial units need to load follow), 5) and 
weight and volume of the unit were above intended specifications.  The expectation was 
that each of these problems could be solved though engineering solutions, though some 
of the problems were more difficult than others.   
 
The need for 40 psig gas was particularly troublesome, as in most locations this requires 
both a gas compressor and a special dispensation from the local fire marshal, but the 
requirement was driven by the need to re-circulate anode tail gas as a source of steam for 
the reformation of natural gas.  In commercial units, this could be accomplished by use of 
a high temperature fan, but these devices are not common commercial hardware.   
 
The role of the UAF Arctic Energy Technology Development Laboratory in this project 
was to act as a first customer for this technology.   
 
The first decision that needed to be made was the location for the demonstration.  The 
natural gas infrastructure in Fairbanks is still limited, as there are no local natural gas 
fields or major pipelines currently passing through the town (though many residents are 
hoping this changes soon.)  However, Fairbanks Natural Gas was founded in 1998 and 
delivers natural gas to commercial and residential customers.  The gas supply currently 
comes from Cook Inlet, and is liquefied in Wasilla, and trucked to Fairbanks, where it is 
vaporized and sent thought the local pipeline system.  The University had no natural gas 
service at the time of the beginning of the project, and installation of the fuel cell in the 
laboratories there would have required the extension of the local pipeline by about two 
miles, at a cost of approximately $350,000.  This was beyond the installation budget of 
this project.   
 
During the assessment of the cost of bringing gas to the university, it became apparent 
that Fairbanks Natural Gas was very interested in fuel cell technology, so discussions 
were held to see if FNG would have a suitable site for the demonstration.  One advantage 
in using the FNG site was that while all residential and commercial customers provided 
with gas at 2psig for safety reasons, as the natural gas utility, FNG had both access to and 
permission to deliver gas at higher pressure into their facilities, at 35 psig, eliminating the 
need for a gas compressor.  A second benefit was that the FNG site was capable of 
absorbing the entire electrical output of the fuel cell at all times, with the produced power 
simply offsetting the power that needed to be purchased from the local utility.  FNG was 
willing to provide the natural gas at no charge in exchange for the generated power 
(about a break-even proposition for them, given the retail value of the gas in Fairbanks). 
Additional considerations were that the unit was physically larger than a typical 
residential doorway, and heavy (2700 pounds).   
 



A suitable spot was identified in the FNG warehouse to place the fuel cell, and 
installation was undertake, with the assistance of Mr. Jim Buckley, from Energy 
Alternatives, who was acting as the field representative for FCT.  This site was close to a 
large overhead door, had a robust poured concrete floor, a nearby unit heater capable of 
using the produced heat, and was available for use.  In addition, the site was not open to 
the public, and access to the warehouse was controlled, and visitors monitored through a 
sign-in sheet at the reception area.   
 
The site preparation required mechanical hookups for 1) Natural Gas at 35 psig, 2) 
Nitrogen 4% Hysdrogen mix at 50 psig, 3) Three phase electrical service for 15 kW (to 
operate the start-up heaters), 4) plumbing for the heat recovery glycol loop, 5) plumbing 
for the summer heat dump load, outside the building, 5) an exhaust line for removal of 
the combustion products, and 6) a high speed data port for data acquisition and control.  
Supply air for the unit was from the existing heated space.  In addition, utility grade gas 
meters and electrical meters were installed for measurement of the overall efficiency 
measurements.   
 
The site preparation was somewhat more complicated than a typical home boiler 
installation, and the costs were significant—about $15,000 for materials and labor for all 
the electrical, mechanical, and communications lines.  While this number probably 
overstates the costs that would be associated with the installation of a SOFC system in a 
residential application in the future, it must be noted that most residential mechanical 
rooms are separate from the electrical service to the home, and that some modification to 
homes or home design would be required to minimize the additional cost that installation 
of these units might cost.   
 
There were many delays in the initial schedule, which called for delivery and start-up of 
the unit by the end of 2002.  FCT’s plan called for deployment of 4 field units in 2002, 
and an additional 50 units in 2003.  However, the stack supplier was unable to fabricate 
fuel cell bundles as quickly as anticipated.  This unit was completed at the factory in 
Kingston, Ontario in May of 2003, and shipped to Fairbanks in July, 2003.  Start-up 
occurred on August 1, 2003.  
 



Results 
 
 
Table 1  Run log for FCT Unit at UAF 

 Date  
Meter 
Hours 

Cum 
Hours 

     
Factory Start-up 6/3/2003  384  
     
Fairbanks Start-up 8/1/2003  0 384 
E-Stop  (1) 9/8/2003  921 1305 
Restart 9/17/2003  921 1305 
Stop (2) 3/19/2004  5342 5726 
Start 4/1/2004  5342 5726 
E-stop  7/20/2004  7971 8355 
Start (70% power) 7/31/2004  7971 8355 
E-stop (4) 9/23/2004  9267 9651 
     
     

 
(1)  Unit faulted due to backpressure on exhaust line.  Blower installed in exhaust line, and several other repairs made, 
including data transfer protocols to store data 
 
(2)  Unit shut down deliberately to change de-sulphurizer bed material.   
 
(3)  Control system failure occurred, uncontrolled shutdown, some damage to stack occurred.  Problem traced to 
“housekeeping” records in software that were not deleted from buffer, eventually filled available memory, and system 
failed.  
 
(4)  Second control system failure, traced to error in fix for problem (3) above.  Second uncontrolled shutdown caused 
crack of one tube, and a field repair was not attempted.   
 
 
The unit performed quite well during the testing period, with a steady run of 921 hours 
before the first shutdown occurred, to allow the correction of several minor installation 
issues.  This was followed by a continuous run of approximately 4421 hours, when a 
shutdown was scheduled to replace the desulfurizer bed.   The unit was then restarted and 
ran for 2629 hours until an emergency stop occurred.   This was determined to be due to a 
control system issue, as the computer controlling the system was creating daily buffer 
files, which were exported off the machine and deleted, but each record also resulted in a 
software “housekeeping” record which was inadvertently not deleted, and eventually 
filled all available memory.  When the memory filled, the operating system crashed, 
resulting in an uncontrolled shutdown, with some damage to the stack occurring.  The 
unit was restarted, but operated at about 70% of the original power level.  The unit failed 
again on September 23, 2004, once again due to a software failure in the control system, 
this time due to a small error in the repair done to correct the initial problem.  This 
second uncontrolled shutdown resulted in additional damage to the stack, and restart 
attempts were not successful.  And inspection of the stack revealed that at least one tube 
had been cracked.  There was some discussion about plugging the cell and jumping 



around it, but it was decided that this was not practical.  The unit had achieved 
approximately 9267 hours in the field, and the stack had reached 9651 hours when the 
time at the factory was included.   During the field demonstration, this represents an 
availability (time producing power divided by total time) of 92.2%, which is very good 
considering that much of the down time was due to the time needed to schedule a restart 
rather than any difficulty in repair.   
 
The efficiency of the unit can be measured in several ways, and the internal instruments 
on the fuel cell indicated a first law efficiency of about 40%, as claimed by FCT.  
However, UAF also installed utility meters to measure the natural gas consumed by the 
unit and the net AC power produced by it, and these measurements indicated a slightly 
lower efficiency of 37%, with the discrepancy between the two numbers due to 
differences in the fuel consumption value.     
 
Stack degradation was anticipated, but measurements taken did not indicate a statistically 
significant (more than .5%) change in stack performance over the life of the test.  This is 
due in part to the fact that the system was operated at a single set point for several 
months, then changed to a different static set point, making changes somewhat difficult to 
observe, but also indicates that the stack was not experiencing rapid degradation.   
 
Based on the long system run, the excellent efficiencies achieved, and the absence of 
degradation, this demonstration was quite successful.  These results were shared with the 
fuel cell community in a press release, and in a paper presented at the 2004 Fuel Cell 
Seminar in San Antonio in November 2004.   
 
However, there were several issues that remain to be addressed before SOFC’s can be 
considered for most field applications.  Some of these issues are specific to this unit, and 
can be solved through better product development, while others are perhaps a bit more 
difficult to address.   
 
The specific issues identified with this unit include: 

1. The need to provide significant amounts of electrical power to the system 
during start-up (15 kW for about 24 hours). 

2. The need to provide purge gas during start-up and shutdown. 
3. The system size and weight (2700 pounds).   
4. Operation on natural gas (usually available only in urban/suburban areas, 

where grid connected electricity is also available).   
5. Requirement that natural gas be provided at 40 psig rather than at the 1-2 psig 

typical of utility natural gas.   
6. The lack of load following ability due to the inverter selection. 

 
The more general issues for all small scale SOFCs include: 

1. The cost of producing SOFC stacks  
2. The intolerance of SOFC systems to thermal shock and thermal cycling 
3. System degradation 

 



In fairness, it must be noted that the issues identified on this list are being addressed by 
the SOFC industry.  In particular, FCT was aware of the issues identified, and was 
attempting to create a fleet of “beta” units for testing that addressed most of the issues on 
the first list.  The US DOE SECA program is intended to address the broader issues of the 
SOFC industry, and significant progress is being made on issues on the second list.   
 

Parameter FCT 2002 Brochure FCT Hardware 
Achieved 

Dimensions 24x31x67 32X36X76 

Weight 350 lbs 2700 lbs 

Output (Electrical) 0-5kW load following 2.8 and 3.2 kW fixed 

Efficiency (Electrical) 47% 38% 

Efficiency (overall) 90% 69% 

Fuels  Utility natural gas, 
propane, hydrogen 

Natural Gas @ 40psig 

Operating life 16 years 1 year 

Operating conditions  -40C to 50 C 0 C to 30 C 

Service Interval  6 months 6 months 

Cost  $1000 per kW in high 
volume  

$52,000 per kW in 
Alpha unit 

Table 2  Comparison of specifications to delivered unit. 
 

Discussion and Conclusions 
 
By many measures, this project was a significant success: 
 

• A 5 kW SOFC was delivered to a field site. 
• The unit started as expected. 
• After correcting minor installation problems, the unit ran flawlessly for a year. 
• The unit delivered three phase grid quality power to a commercial building. 
• Stack degradation was negligible during the run. 



• The system balance of plant was very robust. 
• The system efficiency (AC electricity out/ Natural Gas energy in) was 37%. 
• The project was ended by two control system failures (not stack issues). 

 
The project also revealed that there is considerable need for improvement in these SOFC 
systems before they will be commercially viable.  These issues include: 
 

• Requirement of high pressure natural gas (40PSIG) for operation 
• Requirement of significant electrical power for start up (15 kW needed for 

heaters) 
• Requirement for bottled purge gas for start-up and shut down 
• Improvements needed in electrical deliver system to allow load following 

 
Several issues were also noted with the economics of this unit.  These include: 
 

• The rising price of natural gas means that producing electricity from this fuel is 
not competitive with other forms of power generation.   

• Fuel cell system prices in general, and SOFC prices in particular need to fall 
dramatically before these systems can compete with conventional power 
generation.  In this study, the price of the fuel cell system rose over the project 
(from $25,000 to $50,000 to $169,000 to $300,000 for a 5 kW system. 

• The expectation was that as time passes, mass manufacturing techniques would 
increase the availability of fuel cell stacks, and lower the cost.  During the period 
of 2001 to 2007, this did not occur.   

 
The economic issues identified above led to the end of FCT as a company in October, 
2006.  While the authors of this report were not privy to the details of this business 
failure, perhaps some general observations could be made.  First, FCT decided that its 
strength was in the production of the balance of plant for fuel cells, and created a 
business plan based on their strength.  As a small company, FCT wisely decided that it 
could not compete effectively in the development of the fuel cell stacks, and left this task 
to others.  The quality of the systems they developed, the engineering, component 
selection, control software, and field support, were excellent.  However, they depended 
on other fuel cell developers to supply stacks to them, and negotiated contracts for these 
to be supplied to them.  These contracts were not fulfilled, leaving FCT with no product 
to ship, unhappy customers, rising costs, and, ultimately, failure of the company.   
 
However, FCT is not alone in its failure, as currently there are no companies delivering a 
commercial small scale fuel cell product to the market.  While the DOE SECA program 
is still investing in this technology, commercial products still are at least several years 
away.   
 
What this project did show, however, is that producing a small scale, efficient, robust, 
reliable solid oxide fuel cell is possible—there are no barriers in terms of science.  
However, the engineering questions—producing these systems in sufficient volume to 
meet market demands, improving the product to operate in field conditions,  increasing 



the robustness of the control system, and, especially, reducing the cost to provide real 
value to the customers—remain open.  It is not clear if the potential markets will justify 
the investments needed to make these systems real.   
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Executive Summary 
 

Although recent estimates (MILKOV et al., 2003) put the global accumulations of natural gas 
hydrate at 3,000 to 5,000 trillion cubic meters (TCM), compared against 440 TCM estimated 
(COLLETT, 2004) for conventional natural gas accumulations, how much gas could be produced 
from these vast natural gas hydrate deposits remains speculative.  What is needed to convert 
these gas-hydrate accumulations to recoverable reserves are technological innovations, sparked 
through sustained scientific research and development.  As with other unconventional energy 
resources, the challenge is to first understand the resource, its coupled thermodynamic and 
transport properties, and then address production challenges. 

Carbon dioxide sequestration coupled with hydrocarbon resource recovery is often 
economically attractive.  Use of CO2 for enhanced recovery of oil, conventional natural gas, and 
coal-bed methane are in various stages of common practice.  In this report, we discuss a new 
technique utilizing CO2 for enhanced recovery of natural gas hydrate.  We have focused our 
attention on the Alaska North Slope where approximately 640 Tcf of natural gas reserves in the 
form of gas hydrate have been identified.  Alaska is also unique in that potential future CO2 
sources are nearby, and petroleum infrastructure exists or is being planned that could bring the 
produced gas to market or for use locally. 

The EGHR (Enhanced Gas Hydrate Recovery) concept discussed in this report takes 
advantage of the physical and thermodynamic properties of mixtures in the H2O-CO2 system 
combined with controlled multiphase flow, heat, and mass transport processes in hydrate-bearing 
porous media.  A chemical-free method is used to deliver a LCO2-Lw microemulsion into the gas 
hydrate bearing porous medium.  The microemulsion is injected at a temperature higher than the 
stability point of methane hydrate, which upon contacting the methane hydrate decomposes its 
crystalline lattice and releases the enclathrated gas.  Conversion of the microemulsion to CO2 
hydrate occurs over time as controlled by heat transfer, diffusion, and the intrinsic kinetics of 
CO2 hydrate formation. Sensible heat of the emulsion and heat of formation of the CO2 hydrate 
provide a low grade heat source for further dissociation of methane hydrate away from the 
injectate plume.  Process control is afforded by variation in the temperature of the emulsion, ratio 
of CO2 and water, and droplet size of the discrete CO2 phase.  Small scale column experiments 
show injection of the emulsion into a methane hydrate rich sand results in the release of CH4 gas 
and the formation of CO2 hydrate.  The experimental results were verified with computer 
modeling using the STOMP-HYD simulator, which showed over 3X enhancement in production 
rate using the EGHR technique when compared with warm water injection alone. 

The gas exchange technology (including EHGR) releases methane by replacing it with a more 
thermodynamic molecule (e.g., carbon dioxide).  This technology has four advantageous: 1) it 
sequesters a greenhouse gas (CO2), 2) it releases energy via an exothermic reaction, and 3) it re-
tains the mechanical stability of the hydrate reservoir, and 4) produced water can be used to form 
the emulsion and recycled into the reservoir thus eliminating a disposal problem in arctic set-
tings. 
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1.0 INTRODUCTION 

1.1 GAS HYDRATE OCCURRENCE 

Clathrate hydrates are solid crystalline “inclusion” compounds, which form when water (the 
host) is contacted with small hydrophobic molecules (the guest) such as methane, ethane, H2S, 
and CO2 (ENGLEZOS, 1993; SLOAN, 1998) under certain pressure and temperature conditions.  
When the guest molecule is a constituent of natural gas, clathrate hydrates are also referred to as 
gas hydrates (SLOAN, 1998).  Solid gas hydrates occur generally in two types of geologic set-
tings: 1) on land in permafrost regions where cold temperatures persist in shallow sediments, and 
2) beneath the ocean floor at water depths greater than about 500 meters where high pressures 
dominate (KVENVOLDEN et al., 1993).  Although estimates of the amount of in situ hydrates vary 
considerably, even the most conservative estimate puts the amount of gas present as gas hydrates 
in the earth at 1015 m3 (KVENVOLDEN, 1995).  This amount far exceeds all conventional energy 
reserves by as much as a factor of two and could provide for the energy demands of the planet 
well into the next century. 

In 1995, the U.S. Geological Survey (USGS) conducted a study to assess the quantity of natu-
ral gas hydrate resources in the United States and found that the estimated quantity exceeded 
known conventional domestic gas resources (COLLETT, 2004).  Recovery of natural gas from 
these hydrate-bearing deposits has the potential for being economically viable (COLLETT, 2004; 
MORIDIS et al., 2004; CIRCONE et al., 2005), but there remain significant technical challenges in 
converting these natural deposits into useable reserves (COLLETT, 2004). 

The occurrence of gas hydrates on the 
Alaska North Slope was confirmed in 1972 
in the northwest part of the PBU field (Col-
lett; 1993, Thomas; 2001) and the North 
Slope now is known to contain several well-
characterized gas hydrate deposits.  The 
methane hydrate stability zone extends be-
neath most of the coastal plain province and 
has thicknesses >1000 m in the Prudhoe Bay 
area. Figure 1 depicts the distribution of the 
Eileen and Tarn gas hydrate accumulations in 
the area of the Prudhoe Bay, Kuparuk River, 
and Milne Point oil fields on the North Slope 
of Alaska. The estimated amount of gas 
within these gas hydrate accumulations is 
approximately 37 to 44 Tcf which is equiva-
lent to twice the volume of conventional gas in the Prudhoe Bay field (Collett; 1993). 

 

Figure 1.  Distribution of gas hydrates on the 
North Slope of Alaska (MORIDIS et al., 2004) 

1.2 PRODUCTION OF METHANE FROM GAS HYDRATE RESERVOIRS 

In conventional gas reservoirs, natural gas migrates to the recovery point via pressure gradi-
ents.  For these reservoirs, the recovery rate is a function of the formation permeability and pres-
sure gradients established between the reservoir and extraction well(s).  Natural gas recovery 
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from hydrate-bearing deposits requires additional energy to dissociate the crystalline water lat-
tice that forms the gas hydrate structure.  A variety of methods have been proposed for producing 
natural gas from hydrate deposits: 1) thermal stimulation, where the temperature is increased 
above the hydrate stability region; 2) depressurization, where the pressure is decreased below the 
hydrate stability region; 3) chemical injection of inhibitors, where the temperature and pressure 
conditions for hydrate stability are shifted; and 4) CO2 or mixed CO2 and N2 exchange, where 
CO2 and N2 replace CH4 in the hydrate structure.  Each of these methods is briefly reviewed in 
the sections that follow. 

1.2.1 Thermal Stimulation 

Gas hydrate production via thermal stimulation recently has been investigated experimentally 
(TANG et al., 2005) and numerically (TSYPKIN, 2000; MORIDIS, 2003, 2004; MORIDIS et al., 
2004; POOLADI-DARVISH, 2004).  Technologies for implementing thermal stimulation include 
hot brine injection, steam injection, cyclic steam injection, fire flooding, and electromagnetic 
heating.  Steam injection, cyclic steam injection and fire flooding suffer from high heat losses 
and the by-products of fire flooding can dilute the produced natural gas.  Hot brine injection in-
volves the injection of a saline aqueous solution at an elevated temperature into a gas hydrate 
bearing geologic reservoir.  In general, brine injection yields a heating process that is dominated 
by advection of sensible heat carried by the brine.  The dissolved salt lowers the gas hydrate dis-
sociation temperature.  Visual experiments of the dissociation process (TOHIDI et al., 2001) in 
glass micro-models indicate that during the dissociation process, the hydrate becomes colloidal 
and migrates advectively with the injected brine.  Production experiments of Tang et al. (2005) 
indicate that the efficiency of the hot brine injection production methodology is dependent on the 
inlet brine temperature, injection rate, and initial hydrate saturation; where the measure of effi-
ciency is the energy ratio, defined as the ratio of combustion heat of the produced gas over the 
heat input to the brine.  Tang et al. (2005) concluded that lower temperatures and injection rates 
yield higher recovery energy ratios, as did higher initial hydrate saturations.   

The downside of higher energy ratios realized through lower inlet temperatures and injection 
rates, however, are the lower production rates.  Energy ratios for moderate to high temperatures 
and injection rates are on the order of 2.0, which means 50% of the recovered energy would be 
used to heat the injected brine.  Another class of thermal stimulation technologies involves the 
injection of two fluids that react exothermally when mixed, such as the acidic- and basic-liquid 
approach proposed by Chatterji and Griffith (1998).  The reaction of these two aqueous solutions 
would yield a hot salt solution. 

1.2.2 Depressurization 

Gas hydrate production via depressurization is considered to be the most economically prom-
ising technology (COLLETT, 2004).  The Messoyakha field in northern Russia is a natural gas ac-
cumulation, containing both free gas and hydrate-bearing formations, which has been produced 
by simple depressurization.  The sustained production of natural gas from this field is due to the 
dissociation of gas hydrate into an underlying free-gas formation, and has demonstrated that gas 
hydrates are immediately producible using conventional methods.  However, production rates are 
ultimately controlled by heat transfer toward the hydrate dissociation region.  Gas production 
using depressurization at the Mallik site was numerically simulated (MORIDIS et al., 2004) as part 
of a study to analyze various production methods.  A geothermal gradient of 0.03 °C/m across 
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the hydrate-bearing formation was assumed.  The simulation results for a single vertical produc-
tion well show temperatures dropping in response to depressurization of the formation and hy-
drate dissociation.  The temperature decrease, however, is reversed as deeper warmer water is 
drawn to the well, providing the needed energy to sustain hydrate dissociation in the depressur-
ized system.  When augmented with either steam or hot methane (CH4) gas injection from a sec-
ond well, natural gas production is superior in terms of the ratios of produced gas to water and 
fraction of produced hydrate CH4.   

Numerical depressurization studies for a one-dimensional radial confined reservoir with a 
central well were conducted using a linearization model (JI et al., 2001).  These studies and oth-
ers (HONG and POOLADI-DARVISH, 2005; SUN et al., 2005) represent depressurization in its most 
basic configuration.  As expected, simulation results indicate that hydrate dissociation rates and 
associated gas production rates are controlled by the far-field reservoir pressure and temperature, 
via energy supplied by natural gas advected from the far field to the dissociation front.  Labora-
tory experimental studies of gas hydrate production via depressurization (LIU et al., 2002; SUNG 
et al., 2003) have been limited in number and scope.  Because of the thermal self-regulation of 
gas hydrates, pure depressurization is a viable option for natural accumulations of gas hydrates, 
but may suffer from slow production rates.  Sustained production using depressurization addi-
tionally requires a heat source.  At the Messoyakha field, that energy source is likely heat trans-
fer into the dissociation zone via thermal conduction and advection, which ultimately controls 
the production rate. 

1.2.3 Inhibitor Injection 

Thermodynamic inhibitors lower the hydrate formation temperature, which can result in hy-
drate dissociation when injected into a gas-hydrate-bearing formation (SUNG et al., 2002). The 
most common thermodynamic organic inhibitors are methanol, monoethylene glycol (MEG) and 
di-ethylene glycol (DEG) commonly referred to as glycol.  Dissolved salts (e.g., NaCl, CaCl2, 
KCl, NaBr) can also be inhibitors.  Whereas gas hydrate inhibitors are an effective methodology 
for preventing hydrate formation in engineering applications, their use in the production of natu-
ral gas hydrates is prohibitive from three perspectives: 1) environmental impact, 2) economic 
costs, and 3) thermal self regulation of gas hydrates. 

1.2.4 Gas Exchange 

Ohgaki et al. (1994; 1996) first advanced the concept of exchanging CO2 with CH4, through 
experiments that showed CO2 to be preferentially clathrated over CH4 in the hydrate phase and 
demonstrated the possibility of producing CH4 gas by injecting CO2 gas.  During the exchange 
process, Ohgaki et al. (1996) observed that the mole fraction of CO2 in the hydrate phase was 
greater than that in the gas phase.  Seo et al. (2001; 2001) quantified this effect by noting that gas 
phase mole fractions of the hydrate formers (i.e., CH4 and CO2) above 40% CO2 yielded hydrate 
phase mole fractions of CO2 in the hydrate phase greater than 90%.  Pure CH4 and CO2 form 
structure I (sI) type hydrates (SLOAN, 1998) and their mixtures also form sI type hydrates (LEE et 
al., 2003).  In forming mixed CH4 and CO2 hydrates, the CH4 molecules occupy both the large 
and small cages of type sI hydrates, whereas the CO2 molecules only occupy the large cages.  
Without hydrate dissociation, there is an upper limit to the substitution of CO2 for CH4 in hy-
drates.  Lee et al. (2003) estimated that approximately 64% of the CH4 could be released via ex-
change with CO2.  In addition to equilibrium considerations, the heat of CO2 hydrate formation 
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(-57.9 kJ/mol) is greater than the heat of dissociation of CH4 hydrate (54.5 kJ/mol), which is fa-
vorable for the natural exchange of CO2 with CH4 hydrate, because the exchange process is exo-
thermic (SMITH et al., 2001).  Although there are a considerable number of open literature 
publications on the CO2-CH4 gas exchange concept, U.S. patent applications with very similar 
ideas have recently been filed.a,b 

Neither Ohgaki et al. (1996) or Nakano et al. (1998) addressed the important issue of the ki-
netics of the gas exchange reaction.  The first attempt to do so was performed by Uchida et al. 
(2001).  Using a Raman spectroscopic method, they confirmed the swapping reaction at the hy-
drate-gas interface.  Although the authors did not directly address the issue in their paper, their 
results suggested that the exchange mechanism was slow with induction times requiring several 
days.  They did not address the more difficult question of the rate of CO2 gas penetration further 
into bulk hydrate, beyond the first few hundred nanometers at the interface. 

Multiphase exchange of CO2 for CH4 was proposed by Hirohama et al. (1996).  Essentially, 
the method is identical to that proposed by Ohgaki et al. (1996) except extending to higher pres-
sures such that CO2 was in the liquid state instead of gaseous.  The authors reported slow conver-
sion kinetics with liquid CO2 and in fact had much more rapid CH4 recovery using gaseous N2 
instead.  For liquid CO2 injection, thermodynamic conditions can either favor CO2 or CH4 cage 
occupation.  This transition occurs where the pure CO2 and CH4 temperature-versus-pressure 
equilibrium functions cross with increasing pressure above the gas-liquid CO2 phase boundary. 

Hydrate formation in geologic media that have a distribution of pore sizes will begin in the 
largest pore spaces and then continue into smaller pore spaces until the in-situ equilibrium condi-
tion is reached for a particular pore radius (CLENNELL et al., 1999).  In addition to the equilib-
rium condition, porous media may affect other thermodynamic properties of hydrates.  For 
example, in Goel’s (2006) review of CH4 production with CO2 sequestration, a number of con-
trasting observations were revealed concerning the in-situ enthalpy of dissociation of CO2 and 
CH4 hydrates.  Some research indicated that there was an increase in the heat of dissociation be-
tween in-situ and ex-situ conditions; whereas, other research indicated the opposite.  Another ex-
ample is the value of the lower quadruple point (ice-water-hydrate-gas) temperature and pressure 
for CH4 and CO2, and the upper quadruple point (water-hydrate-gas-liquid CO2) for CO2 hydrate 
between in-situ and ex-situ conditions; where, the in-situ conditions were determined for a po-
rous media of limited pore-size distribution.  In geologic media that have distribution of pore 
sizes, hydrates would form and dissociate over a range of temperatures and pressures according 
to the distribution of pore radii and accounting for the impact of salts in the residual pore water 
(MCGRAIL et al., 2007).  The critical conclusion from Goel’s (2006) review with respect to hy-

                                                 
aSivaraman, A.  2005.  “Process to Sequester CO2 in Natural Gas Hydrate Fields and Simultane-
ously Recover Methane.” Gas Technology Institute, U.S. Patent Application No. 20050121200. 
bGraue; A.  2006.  “Production of Free Gas by Gas Hydrate Conversion.” ConocoPhillips Com-
pany, U.S. Patent Application No. 20060060356. 
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drates in porous media is that to understand the gas exchange technology there is a need for 
quantitative estimates of formation and dissociation processes in geologic media core samples. 

In the following section, we describe a set of laboratory experiments that were performed 
leading to a new approach for execution of the CO2-CH4 exchange process in gas hydrate reser-
voirs that we call the Enhanced Gas Hydrate Recovery (EGHR) process.





2.0 EXPERIMENTAL 

A series of laboratory experiments designed to investigate the feasibility of releasing CH4 
from natural gas hydrates by injecting a CO2 rich fluid into a gas hydrate rich sediment is de-
scribed below.  Different forms of CO2 (vapor, aqueous dissolved, and LCO2-LW) were tested and 
evaluated. 

2.1 GAS PHASE EXCHANGE EXPERIMENTS 

Although swapping CO2(g) for CH4(g) in bulk CH4 hydrates is thermodynamically favorable, 
important factors such as kinetics of the reaction had not been fully investigated.  Experiments 
were designed to measure the rate of CO2 replacement in bulk CH4 hydrate using a high pressure 
cell equipped with quartz viewing windows.  Raman spectroscopy was used to monitor the 
CO2(g) penetration rate as a function of time at the solid-gas interface and into the bulk gas hy-
drate.  No porous medium was used in these experiments.   

Measurements for the rate of CO2 replacement were determined by swapping out the head-
space gas in a chilled, high-pressure cell containing bulk CH4 hydrate and collecting Raman 
spectra at discrete time intervals and depth.   Production of bulk CH4 hydrate was achieved sim-
ply by pressurizing a measured amount of water in the Paar cell up to 1400 psig with methane 
and chilling in a freezer while a magnetic stir bar vigorously agitated the water.  The identifying 
peak wavelengths for CO2 hydrate were used to determine the mass transfer of CO2(g) into the 
bulk CH4 hydrate.  Depth of penetration verses time was determined by establishing peak inten-
sity to baseline noise criteria. 

A number of experiments were conducted at 
different temperatures under constant pressure 
(500 psig).   An example of measured CO2 
penetration rates into bulk CH4 hydrate at three 
different temperatures (0°, 2.5°, 4.5°C) is 
shown in Figure 2.  As the temperature of the 
cell increases, the exchange rate of CO2 for 
CH4 in the bulk CH4 hydrate increases.  The 
maximum rate of penetration was 9 mm after 6 
hours at 4.5°C.   For this particular experiment, 
a duplicate run was conducted for 2.5°C and 
appeared to produce similar results (Figure 2).   
The calculated rate of CO2 exchange is ap-
proximately 0.25 mm/h at 0°C.  Increasing the 
temperature to 4.5°C increases the CO2 rate of 
exchange to approximately 1.3 mm/h. 

 

Figure 2.  Carbon dioxide exchange in bulk 
CH4 hydrate as function of time at three dif-
ferent temperatures (0°, 2.5°, and 4°C) 
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The gas exchange rate data show that pene-
tration of CO2 into bulk methane hydrate is a slow process and would be ineffective as a produc-
tion method unless a means was employed to mix the CO2 into the zone where the methane gas 
hydrates were present.  Because of the low intrinsic permeability of gas hydrate bearing porous 
media, achieving such intimate mixing appears to be difficult without implementing some means 
to either stimulate the formation or induce bulk methane gas hydrate dissociation.  As such, the 
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author’s conclude that a strictly gas exchange method does not appear to be practical for gas hy-
drate production in the absence of other stimulation methods.      

2.2 SINGLE-PHASE INJECTION EXPERIMENTS 

The next set of experiments consisted of injecting a CO2 rich fluid into a gas-hydrate bearing 
sand column.  Extensive laboratory experimentation utilizing custom designed and fabricated 
equipment was used throughout this phase of the project. 

All experiments were conducted in custom high-pressure columns constructed from a rigid 
polyurethane resin HYDEX® 301 (Dow Chemical Company).  The five inch long, 37-ml vol-
ume columns consisted of one input port in the bottom and one outflow port in the top.  Ap-
proximately 35g of 20/30 mesh Accusand (Unimin Corporation, Le Sueur, Minnesota) was used 
to fill the column before each experiment.  A small piece of Spectra Mesh fluorocarbon filter 
was attached to the top inside area of the column to prevent sand from migrating out of the col-
umn.  Pressurized water was supplied through ISCO syringe pumps.  Column temperature was 
controlled by 3.05 m of 0.30 cm (outer diameter) copper tubing coiled around the cylinder por-
tion of the column and connected to a Thermo Neslab (model RTE7) Digital One circulating wa-
ter bath.  For added temperature stability, a thermal blanket was placed on top and around the 
HYDEX® 301 column and copper tubing coil.   Internal column temperature was monitored by 
two type T-thermocouples positioned in opposite ends of the column and connected to an Omega 
HH509R digital meter.   

Gas volume measurements were conducted with a “J” tube type manometer assembly.  After 
completion of the experiment, the HYDEX® 301 column was connected to a series of three cali-
brated tubes, with the last two tubes containing H2O.  As the CO2-saturated H2O exited the 
HYDEX® 301 column, the H2O was trapped in the first tube (later weighed) and the evolved 
CO2 gas displaced H2O from the second column into a third column.  The displaced volume was 
used to calculate the amount of CO2 present in the HYDEX® 301 column.  The mass of water 
exolved during column depressurization was added to the residual mass of water in the column, 
which was determined by subtracting the known initial dry weight of the column. 

Single-phase injections (CO2-saturated water) occurred in the experimental setup shown in 
Figure 3.   At first, the Parr high-pressure reactor 
containing water was pressurized with CO2 to 
1040 psi, chilled to 15°C, and allowed to equili-
brate over night. A line attaching the HYDEX® 
301 column (sand packed) to a dip tube in the 
Parr reactor delivered CO2 saturated water into 
the column. 

CO2 saturated water injection line

High 
Pressure 

Cell

15°C Gas outlet line

Backpressure 
Valve

Thermocouple

CO2 saturated water injection line

High 
Pressure 

Cell

15°C Gas outlet line

Backpressure 
Valve

Thermocouple  

Figure 3.  Schematic showing injection path 
of CO2 saturated water into a sand packed 
HYDEX® 301 column 
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As shown in Figure 4, following the injec-
tion of CO2-saturated water, the column tem-
perature steadily declines toward the water 
bath temperature of 2°C.  Pressure on the col-
umn was maintained at 1040 psi.  After 30 
minutes, a significant thermal spike occurred, 
indicating the formation of CO2 hydrate.  This 
example, a temperature increase of 4°C above 
baseline, is typical of results obtained during 
these single-phase injection experiments.   

For this particular experiment, the total 
amount of CO2 and water in the HYDEX® 301 
column was determined to be 0.53g and 6.8g 
respectively, giving a hydration number of 30.   
The ideal hydration number for sI gas hydrate 
is 5.75 mol-H2O per mol gas.  However, com-
plete filling of the gas hydrate cages is never 
achieved in practice and natural gas hydrates typically have hydration numbers of approximately 
6 to 6.5.  The very high measured ratio of 30 reflects the fact that CO2-saturated water contains 
insufficient total CO2 to achieve complete conversion of the available water to gas hydrate.  
However, the experiment did prove the feasibility of injecting CO2 rich fluid into a porous sand, 
dissociating the methane hydrate in the process.  To obtain higher CO2 hydrate saturations and 
thus improve process efficiency, a means to increase the amount of CO2 available for conversion 
to gas hydrate is required.  Our approach to achieving that objective is provided in the next sec-
tion. 

 

Figure 4.  Temperature profile as a function of 
time after injection of CO2 saturated water into 
a sand packed HYDEX® 301 column 

2.3 LCO2-LW EMULSION INJECTION EXPERIMENTS 

Figure 5 shows the change in fluid density 
of CO2 and water at 15°C as pressure increases.  
At sufficiently high pressure, CO2 becomes a 
liquid and the density difference between water 
and liquid CO2 is reduced to just a few percent.  
In contrast, the equilibrium pressure to form 
CO2 hydrate at 15°C is approximately 43 MPa 
(6200 psia).  Consequently mixtures of liquid 
CO2 and water can be formed at 15°C to very 
high pressures and remain well outside the sta-
bility region where a CO2 hydrate can form.  
Exploiting these unique physical properties of 
the CO2-H2O system is the fundamental idea 
behind our Enhanced Gas Hydrate Recovery 
method.  Our concept is to utilize the small 
density contrast between liquid CO2 and water 
to form a transiently stable microemulsion that could be injected into a porous medium contain-
ing gas hydrate.  The emulsion can be formed with the proper ratio of CO2 and water to ensure 
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Figure 5.  Density of liquid water and CO2 as 
a Function of Pressure at 15°C 
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optimum conversion of the water to gas hydrate upon cooling into the stability region.  The idea 
of injecting emulsions into porous media is not new; emulsions are used in a variety of subsur-
face applications including bioremediation, surfactant-enhanced remediation, and enhanced oil-
recovery (YAN et al., 2006; CORTIS and GHEZZEHEI, 2007).  However, we are unaware of any 
prior attempt to use high pressure liquid CO2-H2O emulsions to produce gas hydrates. 

Our first attempt at injecting a two phase 
mixture of LCO2 and Lw was accomplished using 
the experimental setup shown in Figure 6.  The 
high pressure Parr reactor containing 750 ml of 
deionized water was pressurized to 1000 psig 
with CO2 and chilled to 15ºC while being vig-
orously stirred.  The HYDEX® 301 column 
packed with moist sand was pressurized with 
CH4 to 1000 psig and chilled to -2.5°C, forming 
CH4 hydrate rich sand.  After overnight equili-
bration, the HYDEX® 301 column was con-
nected to a 0.30 cm (outside diameter) stainless 
steel dip tube inserted into the Parr reactor with approximately 10.16 cm of tubing.  The outflow 
(top) of the HYDEX® 301 column remained connected to an ISCO pump. 

High 
Pressure 

Cell

4°C

CO2 emulsion injection line

Accusand

Methane Hydrate column
Held in cold bath (-2.5°C)

Gas outlet line

Backpressure 
Valve

Thermocouple

High 
Pressure 

Cell

4°C

CO2 emulsion injection line

Accusand

Methane Hydrate column
Held in cold bath (-2.5°C)

Gas outlet line

Backpressure 
Valve

Thermocouple

 

Figure 6.  Schematic showing injection path 
of LCO2-Lw into a CH4 rich hydrate sand 
packed HYDEX® 301 column 

The LCO2-Lw emulsion shown in Figure 7 
was delivered to the inlet of the HYDEX® 301 
column by extraction through the dip tube.  
Pressure on the HYDEX® 301 was maintained 
at 980 psig (ISCO pump), which was 20 psi 
lower than the Parr reactor.  Upon opening the 
sampling valve on the Parr reactor, the LCO2-Lw 
emulsion flowed at a maximum rate of 75 
mL/min from the Parr reactor through the 
HYDEX® 301 column and through the back-
pressure valve into an ISCO pump.  Approxi-
mately 75 ml of emulsion was pumped through 
the sand before the outflow valve on the 
HYDEX® 301 column was closed.  Pressure of 
1000 psig was maintained on the HYDEX® 
301 column by maintaining pressure in the Parr 
reactor with the ISCO pump. 

 

Figure 7.  View through quartz window into 
magnetically stirred pressure cell containing liquid 
CO2 and water at 15°C and 1000 psig 
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Temperature changes occurring inside 
the HYDEX® 301 column after injection 
of emulsion were recorded for approxi-
mately four hours.  Figure 8 shows the 
difference in temperature between the top 
and bottom of the HYDEX® 301 column 
over a period of 250 minutes.  The cooling 
profiles show significant deviations from 
the expected parabolic cooling profile in-
dicating hydrate formation within the col-
umn.  The total amount of CO2 and water 
in the sand was measured to be 2.72 g 
CO2 and 6.80 g-H2O for a hydration num-
ber of 6.1.  Hence, the injection method 
produced an almost ideal stoichiometric 
quantity of CO2 and water for conversion 
to hydrate. 
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Figure 8.  Temperature of sand packed column as a 
function of time, following injection of LCO2-Lw emul-
sion

We also performed an experiment injecting a three phase fluid containing Lw-LCO2-H.  For 
this series experiment, the objective was to examine impacts of having preformed CO2-hydrate 
nuclei present in the injectate on the rate of CO2-hydrate formation post-injection   Consequently, 
CO2-hydrate was grown in the stirred Parr pressure vessel the day before injection and hydrate 
formation was confirmed using scanning laser Raman analysis.  Utilizing the same experimental 
setup as described in Figure 6, a series of CO2 hydrate injections was conducted.   

Initially a known amount of distilled water was injected into the HYDEX® 301 column near 
the inlet thermocouple port to bring the volumetric water content in the cell such that 70% of the 
pore space was occupied with water.  Weight measurements were recorded to accurately know 
the water content of the column.  Methane gas was then injected into the column bringing the 
pressure of the cell up to 700 psig.  The HYDEX® 301 column was then placed into a cooling 
bath held at room temperature and allowed to equilibrate for 2 hours.  After this time, the cooling 
bath was set to -10°C and temperature recordings were made every 15 seconds.  This tempera-
ture was maintained overnight to allow maximum equilibration for the methane-water/ice sys-
tem.  After a 20 hour time period elapsed, the cooling bath temperature was raised to -2.5°C and 
stabilized for 2 hours.  Methane was then allowed to flow through the column and the resulting 
pressure differential was recorded.  When gas flow between the outlets was induced, pressure 
drop across the column increased significantly because of the reduction in porosity upon hydrate 
formation.  The system was allowed to flow until a constant pressure differential was maintained.  
After this process, flow was stopped and the column pressure was raised to roughly 600 psig. 

Just prior to injection, the Parr reactor containing CO2 hydrate was removed from the freezer 
and allowed to warm under ambient conditions.  Mechanical stirring was started so as the solid 
hydrate mass broke up, CO2 hydrate particulates formed that could enter the pore space.  Once 
the aqueous phase was highly turbid with these nucleated CO2-hydrate particles (occurred at a 
temperature of 4°C), injection of a known amount of liquid was carried out through 0.63 cm tub-
ing.  The tubing connected the Paar reactor directly to the column containing methane hydrate.  
Water bath temperature where the column was immersed was maintained at -2.5°C.  The volume 
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of tubing was also measured and used in the calculation for the total amount of injectant added to 
the column. 

Shortly after injection of the turbid fluid, the column temperature in the cooling bath spiked to 
8°C.  This large heat gain could only occur from the heat released from formation of CO2-
hydrate.  Gas samples were also obtained from the outlet port of the column and analyzed by gas 
chromatography.  Gas chromatography was use to analyze a sample taken 30 minutes after injec-
tion.  Peak area analysis reveals no CO2 vapor contained in the extracted gas phase, only meth-
ane.  Hence, this experiment provides conclusive proof that multiphase CO2 injection can be 
performed successfully in CH4 hydrate bearing sediments, the free methane gas can be recov-
ered, and the injected CO2 retained as a gas hydrate in the sediment.  However, we elected not to 
pursue this method further because the technique would be very difficult to implement in a field 
setting and injection of particulates was considered likely to lead to pore plugging. 

2.4 CONTINUOUS MICROEMULSION INJECTION EXPERIMENTS 

The injection experiments discussed in Section 2.3 were far from optimal in that use of pres-
sure vessel inherently limits the volume of the two phase mixture that can be delivered and as is 
apparent from Figure 7, the droplet size of the liquid CO2 spans a considerable range, much of 
which is far too large to pass through pore throats in typical sandy sediments.  Consequently, a 
device was developed to supply a continuous stream of liquid CO2 droplets suspended in water 
that is formed immediately before injection into a porous medium. 

2.4.1 Microemulsion injector 

Requirements for a microemulsion injector included 
combining liquid CO2 and H2O to form an emulsion 
without using chemicals or additives.  Multiple injector 
designs were tested.  Initially the injector was placed up 
into the column, but sealing problems proved difficult to 
overcome.   Mature designs positioned the injector in-
side the base of the pressure cells, eliminating o-rings 
and potential fluid leakage.  The resulting product, 
shown in Figure 9, was fabricated from 304 stainless 
steel.  The base measures 7.62 cm x 5.08 cm x 2.54 cm 
and has an inlet for CO2, H2O, and an outlet for the 
LCO2-Lw microemulsion.  The bypass positioned on the 
side of the injector (Figure 9) is used to direct the emulsion away from the column, which is used 
in the initial stages of the injection experiments.  Details on the internal configuration of the in-
jector used to form micrometer size droplets of liquid CO2 are not disclosed in this report due to 
intellectual property considerations. 

 

Figure 9.  Schematic of microemul-
sion injector 
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Testing of the microemulsion injector was conducted 
through a number of experiments by changing the ratio of 
H2O to CO2 as well as both the CO2 and H2O injection 
rates.  Each time, the microemulsion formed as expected.  
Figure 10 shows an example of the resulting microemul-
sion jets exiting the injector that were captured with high 
speed photography.  The digital video images were cap-
tured by a Photron 1280 PCI high-speed digital camera 
equipped with a 105-mm lens.  In all testing conducted, the 
camera was operated at 500 frame-per-second with a reso-
lution of 1,280 by 1,024 pixels or at 1,000 frame-per-
second with a resolution 1,280 by 512 pixels. The microe-
mulsion is formed inside the injector before exiting the mi-
croemulsion outlet (Figure 10).  At 500 fps, the individual 
discrete particles of CO2 were too small to distinguish.  
Additional images were collected at 1000 fps, which also 
showed no discernible detail of the emulsion structure.  
The large LCO2 droplets apparent in Figure 10 result from 
droplet coalescence and collisions in the pressure cell long after exiting the injector. 

 

Figure 10.  High speed photograph 
(500 fps) of LCO2-Lw microemulsion 
created inside a sapphire high pressure 
column (2.54 cm OD). 

2.4.2 Microemulsion Injection Experiments 

Originally, LCO2-Lw microemulsion experiments were conducted in pressure cells constructed 
of HYDEX® 301, which had been commercially polished to appear transparent.  Cell tempera-
ture was controlled by a Plexiglas shroud wrapped around the cell through which chilled fluid 
(antifreeze) was distributed by a bench top chiller.  This experimental cell worked well for ob-
serving the formation of gas hydrates in porous sand.  The material is robust and capable of with-
standing multiple assemblies and unexpected pressure spikes without creating safety concerns.  
Additionally, the material is cost effective and has a long history of use as construction material 
for pressure cells.  However, there were some disadvantages associated with using this type of 
resin.  Characterization and confirmation of the formation of hydrates in a porous media were 
limited to thermal signatures, with no direct verification of the presence of gas hydrate via opti-
cal spectroscopic methods.  The polished surface of the cell also reacted with CO2 and turned 
cloudy.  Therefore, an alternate type of reactor material was required. 
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A thin walled high-pressure sapphire tube rated for 
1300 psig was procured and integrated into the current 
cell design (Figure 11).  The sapphire tube, measuring 
15.24 cm long and 1.11 cm in diameter, allowed ex 
situ characterization by Raman spectroscopy of inter-
stitial pore fluids and gas hydrates formed in porous 
media such as sand.  As can be seen in Figure 12, the 
pressure cell is equipped with the microemulsion in-
jector and a multi-channel thermocouple capable of 
monitoring internal cell temperature at six different 
locations.  The cell temperature was controlled either 
by submersing in a water bath or by wrapping a coil of 
copper tubing around the cell and using chilled fluids 
as a heat transfer source.  Preliminary experiments in-
dicated problems with moisture condensation on the 
outside of the cell while collecting Raman spectra, 
which caused undesirable specular reflections.  Also 
during these experiments, it was found that some 
startup time with the high pressure pumps was re-
quired before a consistent microemulsion could be 
generated for injection.   

The base of the pressure cell was modified to in-
clude a small port for pre-injection fluids to bypass the 
column (Figure 12).  At the start of the injection, H2O flow is required to reach a desired level 
before liquid CO2 is introduced to create the 
emulsion.  Directing this fluid out the bypass 
rather than through the porous media and out 
the top of the column is necessary to achieve 
optimal ratios of water and CO2 in the column.  
Once the desired flow for both H2O and liquid 
CO2 are sufficient to generate the LCO2-Lw mi-
croemulsion, the bypass is closed and the 
emulsion is directed up through the CH4 hy-
drate rich sand.  Additionally, a vortex tube 
was incorporated into the cell design to control 
the cell temperature.  This device uses ordinary 
compressed air to generate a stream of cooled 
air to -46°C.  The stream of air is directed into 
a Plexiglas shroud surrounding the sapphire 
cell (Figure 12).  This technique was very ef-
fective in cooling the column and eliminated interference with moisture condensation.  Prelimi-
nary tests were conducted without sand in the column allowing for a visual confirmation that the 
injector produced a microemulsion at appropriate pressures and flow rates. 

 

Figure 11.  Schematic showing the 
high pressure sapphire cell equipped 
with a multi-port thermocouple probe 

 

Figure 12.  Schematic showing the redes-
igned high pressure sapphire cell equipped 
with a bypass port and cooling shroud 
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Methane hydrate rich sand was pro-
duced by packing the sapphire cell with 
20/30 mesh Accusand, vacuum saturating 
with water to 80% pore volume, and then 
thermally cooling to 2°C.  Following pres-
surization with CH4 gas to 1300 psig, CH4 
hydrate formed spontaneously and the 
crystal formation could easily be observed 
visually.  Generally, CH4 gas hydrate ini-
tially appeared as a small white spot in the 
porous sand and then rapidly grew in all 
directions until complete coverage.  
Figure 13 shows the Raman spectra taken 
of the white precipitate which produced a 
peak at 2906.8 cm-1, the main symmetrical 
band of CH4 hydrate (SUM et al., 1997).  
Also evident in Figure 13 is the shift in frequency between the vibrational band for free vapor 
CH4 (2917.6 cm-1) and CH4 hydrate (2906.8 cm-1).  For reference, Raman spectra of bulk CH4 
hydrate, aqueous dissolved CH4, and CH4 vapor as formed in a large mixing cell are provided in 
Figure 13. 
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Another important aspect of the ex-
periment was to accurately identify the 
formation of CO2 hydrate in sand.  Ac-
complishing this task involved identify-
ing each of the four phases of CO2 
(vapor, liquid, aqueous dissolved, and 
hydrate) by Raman spectroscopy in situ.  
Carbon dioxide vapor gives rise to Ra-
man shifts at 1392.1 cm-1 and 1288.6 
cm-1.  Examination of liquid CO2 shows 
the Raman shifts at a slightly lower 
wavelength, 1390.0 and 1286.2 cm-1, 
respectively (Figure 14).  As the CO2 
converts to gas hydrate, Raman peaks 
were observed at 1384.9 and 1281.1 
cm-1, while for the dissolved CO2, 
1387.3 and 1281.1 cm-1, respectively.  As can be seen from Figure 14 the Raman shifts of the 
CO2 molecule in the hydrate phase are very close to the CO2 molecule in the dissolved phase, 
making the distinction of the two phases by Raman spectroscopy difficult (NAKANO et al., 1998). 
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Figure 13.  Raman spectra of CH4 as vapor, aque-
ous dissolved, and gas hydrate (porous media) 
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Figure 14.  Raman spectra of CO2 as vapor, liquid, 
aqueous dissolved, and gas hydrate (porous media) 
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Establishing identification parameters for 
each phase of CH4 and CO2 (gas, liquid, dis-
solved, and gas hydrate) by Raman spectroscopy 
allowed for the next phase of the injection ex-
periment to start.  After the formation of CH4 
hydrate, injection of the two phase LCO2-Lw mi-
croemulsion fluid was initiated.  A schematic 
diagram of the valving for the microemulsion 
experimental setup is shown in Figure 15.  Both 
H2O and CO2 are delivered by ISCO syringe 
pumps into the take up ISCO pump during the 
first segment of the injection.  Bypassing the in-
jector and packed sand column is critical while 
pressurizing the system with liquid CO2 and 
H2O. 

After achieving the desired flow rates and 
pressure, the separate fluids (H2O & liquid CO2) 
are diverted into the injector (Figure 15), located 
in the bottom of the cell, to form the LCO2-Lw 
microemulsion.  At first, the microemulsion is 
diverted out the side of the column, allowing 
time for the system to stabilize (Figure 15).  Af-
ter the LCO2-Lw microemulsion is created, usu-
ally less than 15 seconds, the bypass valve is closed, diverting the microemulsion upwards 
through the sand packed column.  As the relatively warm microemulsion fluid front (21°C) pene-
trates and moves through the porous CH4 hydrate rich sand column being held initially at 2°C, 
CH4 hydrate is seen to “dissociate” leaving behind pores filled with LCO2-Lw microemulsion.  
During injection, the temperature of the column reaches 21°C and upon termination is allowed to 
return to the pre-injection temperature of 2°C.  
Cell pressure is maintained by the ISCO H2O 
pump.  Conversion of CO2 microemulsion into 
CO2 hydrate was found to occur anywhere be-
tween 10 to 500 minutes, depending on the rate 
of cooling. 
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Figure 15.  Microemulsion injection valving 
schematic

Time, minutes

0 20 40 60

T
em

pe
ra

tu
re

, 
°C

0

10

20

30

40

T1, Bottom
T2
T3
T4
T5
T6, Top

Temperature Profile

CH4

Injection CH4

Hydrate
Formation

CO2

Microemulsion

CO2

Hydrate
Formation

Sand Packed
HYDEX Cell

 

Figure 16.  Temperature profile of HYDEX® 
301 pressure cell during the formation of CH4 
hydrate, injection of CO2 microemulsion, fol-
lowed by the formation of CO2 hydrate as a 
function of time 

Experiments conducted in the HYDEX® 301 
columns produced exothermic thermal signa-
tures, an indication of hydrate formation, several 
degrees above the cell cooling profile.  For ex-
ample, Figure 16 shows an experiment con-
ducted with moist sand packed into a HYDEX® 
301 column.  Following pressurization with CH4 
to 1000 psig and subsequent lowering of the 
temperature from 27°C to near 0°C, a significant 
temperature spike is observed after 18 minutes.  
The largest change in temperature occurs in the 
bottom third of the cell with a delta temperature 
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of over 1°C.  The large temperature differential between the top of the cell (T6) and the bottom 
(T1) is directly related to the probe positioning.  Thermocouple T6 is actually in the cap of the 
cell and is not embedded into the hydrated sand. 

Growth of the hydrate was also evident from the white color change in the pore spaces and 
along the walls of the cell.  Often, extra H2O from the moist sand collected near the bottom of 
the cell.  Initial pressurization with CH4 (through bottom of cell, Figure 15) caused free water to 
move upward and concentrate in an area resulting in reduced porosity.  These areas typically 
contained dense CH4 hydrate, but often caused problems in the second phase of the experiment, 
the LCO2-Lw microemulsion injection.  Precautions were taken to prevent excessive areas of wa-
ter from forming during the CH4 pressurization.  A number of these experiments were conducted 
using different ratios of H2O and CO2, with the majority of tests being conducted with a ratio of 
2:1.  Fluid injections rates were typically kept at 40 and 20 ml/minute.  Although the ISCO 
pumps are capable of delivering fluid at 200 ml/minute, the slower flow rates allowed more time 
to observe the warm fluid front move up through the column.  Very similar results were observed 
in each experiment with the HYDEX® 301 columns. 

Experiments conducted with a sapphire pres-
sure cell followed the same injection process as 
described above.  A typical thermal profile of an 
injection experiment is shown in Figure 17.  As 
described earlier, similar exothermic signatures 
representing CH4 hydrate and CO2 hydrate for-
mation within the sand packed column at distinct 
times were captured (Figure 17).  For this ex-
periment, the H2O and CO2 volumetric ratio was 
maintained at 2:1.  The maximum change in 
temperature (5°C) during CH4 hydrate formation 
was measured in the upper portion of the cell 70 
minutes after pressurization with CH4 gas.  Fol-
lowing the microemulsion injection, CO2 hydrate 
began forming in the cell, which was visible as 
white pore filling material (Figure 17).  Coincid-
ing with formation of the pore filling white pre-
cipitate was a slight increase in cell temperature 
(0.3°C), confirmed by the measurements taken 
by the six port thermocouple.  This exothermic event occurred 170 minutes in to the experiment, 
following the H2O-CO2 microemulsion injection by 32 minutes. 

 

Figure 17.  Temperature profile of sapphire 
high pressure cell during the formation of 
CH4 hydrate, injection of LCO2-Lw microe-
mulsion, followed by the formation of CO2 
hydrate as a function of time 
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Five small diameter sampling tubes with 
valves were placed between the pressure cell and 
backup pump (Figure 15), allowing for the col-
lection of discrete gas samples.  A series of gas 
samples were collected during various stages of 
H2O-CO2 microemulsion experiments, usually 
lasting 30 to 45 seconds.  Each sample was sub-
sequently analyzed on a residual gas analyzer 
(RGA).  Monitoring masses 16 amu (CH4) and 
44 amu (CO2) provided evidence of break-
through of the injected CO2.  Shown in Figure 18 
are a few results taken from the HYDEX® 301 
column experiments.  The ratio of CH4 to CO2 is 
shown as a function of sample collection, which 
was typically 5 seconds apart from start to finish.  
For example, during experimental run 1 (Figure 
18), five samples were collected in less than 45 
seconds.  Breakthrough clearly occurs when ap-
proximately 1 pore volume of the emulsion had been injected.  Some CH4 was still detected in 
Run 1 after 1 pore volume of injection indicating that some methane hydrate was still dissociat-
ing in addition to gas mixing at the leading edge of the emulsion front as would be expected.  
However, Runs #2 and #3 show that most of the CH4 has been recovered by the time more than 1 
pore volume of fluid has passed through the cell, verifying the efficiency of the LCO2-Lw mi-
croemulsion in removing CH4 hydrate. 
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Post characterization of the CO2 hy-
drated sand was conducted to evaluate pore 
space filling and condition of CO2 hydrate.  
Determining if the LCO2-Lw microemulsion 
remained stable in discrete particles and 
converted to CO2 hydrate was essential to 
determine.  Therefore, after completion of 
an injection experiment, a HYDEX® 301 
column was chilled to -10°C and quickly 
depressurized to release any liquid CO2 
present in the column that had not con-
verted to gas hydrate.  The column was 
then submerged in liquid nitrogen and me-
chanically split to reveal the sand.  Charac-
terization of the sand aggregates was 
accomplished by optical light microscopy 
while samples were held partially im-
mersed in LN2.  An example of CO2 hy-
drated sand is shown in Figure 19.  No void areas where free liquid CO2 would have existed 
were observed in the CO2 hydrate rich sand.  Figure 19 illustrates the complete filling of the po-
rosity by CO2 hydrate, suggesting complete saturation of the pores with the microemulsion fluid. 
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Figure 18.  Gas analysis data collected dur-
ing LCO2-Lw microemulsion injection experi-
ments 

 

Figure 19.  CO2 hydrate rich sand extracted from 
a column injected with LCO2-Lw microemulsion. 
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3.0 MODELING 

The objective of the modeling work conducted in this investigation has been the development 
of a numerical simulation tool for analyzing the production of natural gas hydrates using conven-
tional technologies, but also with the capabilities for considering the gas exchange technology.  
In the gas exchange production technology, clathrated methane is released when a more thermo-
dynamically favorable molecule (e.g., carbon dioxide) replaces it in the hydrate.  The outcome of 
this work has been a new operational mode for the STOMP simulator (WHITE and OOSTROM, 
2006), which will be commonly referred to as STOMP-HYD.  This operational mode of the 
simulator solves the governing conservation equations for heat, H2O mass, CH4 mass, CO2 mass, 
and NaCl (inhibitor mass) that describe the flow and transport of the conserved quantities 
through multifluid filled geologic media.  The flow and transport equations are solved fully cou-
pled, considering three mobile phases: 1) aqueous, 2) gas, and 3) liquid CO2; three immobile 
phases: 1) hydrate, 2) ice, and 3) precipitated salt, and the geologic media. 

3.1 MATHEMATICAL MODEL 

The mathematical model for the STOMP-HYD simulator comprises governing conservation 
equations and associated constitutive equations that describe the flow and transport of heat and 
components through multiphase geologic media.  In general the solved flow and transport equa-
tions are identical across the community of numerical simulators for methane hydrate produc-
tion.  STOMP-HYD, however, differs from hydrate production simulators in its use of capillary 
pressure functions to calculate phase saturations.  This section describes the governing conserva-
tion equations and the calculation approach for the mobile and immobile phases. 

3.1.1 Governing Equations 

The STOMP-HYD simulator solves five conservation equations, which can be expressed in 
two forms: 1) conservation of heat and 2) conservation of component mass (i.e., H2O, CH4, CO2, 
and NaCl).  The conservation of heat equation, expressed in differential form, states that the time 
rate of change of internal energy equals the net transport of heat into the system, according to: 
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where the phase flux is computed via Darcy’s law according to: 
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and component diffusion is computed from molar gradients, considering molecular diffusion and 
hydraulic dispersion, according to: 
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Only the contribution of gas phase diffusion-dispersion is considered for the conservation of heat 
equation. 

The conservation of component-mass equation, expressed in differential form, states that the 
time rate of change of component mass equals the net transport of component mass into the sys-
tem, as given by: 
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where, for mass transport, diffusion through all mobile phases is considered.  Hydraulic disper-
sion is considered only for the transport of NaCl. 

3.1.2 Phase Saturations 

The conceptual pore-space model for the STOMP-HYD simulator includes five potential 
phases: aqueous, gas, liquid CO2, hydrate and ice.  Hydrate and ice phases are assumed to be 
immobile and completely occluded by the aqueous phase.  The mobile phases are assumed to 
decrease in wettability from aqueous to liquid CO2 to gas phases.  To reduce the number of phase 
conditions associated with the numerical solution, STOMP-HYD uses interfacial-tension-scale 
saturation versus capillary pressures to calculate phase saturations from the phase pressure pri-
mary unknowns.  For conditions without liquid CO2, the aqueous saturation is calculated as a 
function of the scaled gas-aqueous capillary pressure, and for conditions with liquid CO2, the 
aqueous saturation is calculated as a function of the scaled liquid CO2-aqueous capillary pres-
sure: 
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where, the scaling factors are computed as: 
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The functional forms shown in Equation (5) are generally those of van Genuchten (1980) or 
Brooks and Corey (1964).  The closing Equation (6) provides continuity in the functions as liq-
uid-CO2 appears or disappears.  The liquid-CO2 saturation is computed indirectly from the total-
liquid and aqueous saturations; where the total liquid saturation is computed as a function of the 
gas-liquid CO2 capillary pressure: 
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For continuity in liquid-CO2 transitions, the liquid-CO2 pressure, as shown in Equation (8) is set 
to a critical pressure, whenever liquid-CO2 is absent from the system: 
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1 1 1

nl l gn g l lr t n
n l g n

nl gn lr lr lr

P P s s s sP s s s
s s s

β β
β β
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= = =

+ − −
=

−
 (8) 

The hydrate and ice saturations are computed indirectly from the hydrate-aqueous and the ice-
aqueous capillary pressures, as shown in Equation (9), where ice saturation only occurs when-
ever the ice-aqueous interfacial saturation is less than the hydrate-aqueous interfacial saturation: 
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The hydrate- and ice-aqueous capillary pressures are computed from the hydrate- and ice-
aqueous interfacial tensions and radii of curvature, respectively: 
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where the hydrate-aqueous radius of curvature is computed from the difference in ex-situ hydrate 
equilibrium temperature and the system temperature, and the ice-aqueous radius of curvature is 
computed from the difference in freezing point temperature and system temperature (JIANG et al., 
2001) given by: 
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3.2 NUMERICAL SOLUTION 

The governing conservation equations in the STOMP-HYD simulator are solved using inte-
gral volume differencing for spatial discretization on structured grids and a backward-Euler tem-
poral discretization.  These discretizations transform the governing equations to algebraic form; 
however, the resulting algebraic equations are nonlinear.  Nonlinearities are resolved using mul-
tivariate Newton-Raphson iteration.  This general numerical solution approach of spatial and 
temporal discretization and Newton-Raphson linearization is followed by the community of hy-
drate production simulators.  STOMP-HYD differs in the selection of primary variable sets and 
the number of phase conditions.  The use of capillary pressure functions to calculate hydrate and 
ice phase saturations greatly reduces the number of primary variable sets. 

3.2.1 Discretization and Linearization 

STOMP-HYD solves algebraic forms of the five governing conservation equations, Equations 
(1) through (5), that result from their discretization using the integral volume differencing tech-
nique on structured orthogonal grids, including boundary-fitted curvilinear grids.  The backward-
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Euler temporal discretization yields an implicit scheme, which requires the coupled solution of 
five nonlinear equations at each grid cell.  Newton-Raphson iteration transforms the five nonlin-
ear equations into a linear system of equations, but does not alter the requirement for a coupled 
solution of five unknowns at each grid cell (e.g., a problem involving 10K active grid cells re-
quires a linear-system solve of order 50K).  Partial derivatives required in the Jacobian matrix of 
the Newton-Raphson scheme are computed numerically, which greatly simplifies code develop-
ment and also improves convergence performance during phase transitions.  The linear-system 
solve yields corrections to the five primary variables, which are then used to calculate secondary 
variables and reconstruct the Jacobian matrix.  For closure on the system of equations, all secon-
dary variables must be calculated from the set of five primary variables. 

3.2.2 Primary Variable Switching 

As described above, STOMP-HYD solves for five unknowns or primary variables at each grid 
cell.  One distinguishing feature of the simulator from others for methane hydrate production is 
that primary variable sets are principally phase pressure and vapor pressure as opposed to phase 
saturation and component mole fractions.  By assuming that the aqueous phase never disappears 
the number of possible phase conditions (ignoring precipitated salt) is 16, where the saturation 
combinations are: 

  (12)  1    1 ;   0    0;   0    0;   0    0l l n n h h i is or s s or s s or s s or s= < = > = > = >

With the hydrate and ice saturations defined through capillary pressure functions, the number of 
active phase conditions reduces to 4, where the saturation combinations are: 

 1    1 ;   0    0l l n ns or s s or s= < = >  (13) 

The primary variable sets for the 4 active phase conditions can be further reduced to 2 by appro-
priately defining the gas and liquid CO2 phase pressures, shown in Table 3.1. 

Table 3.1.  Conceptual Phase Conditions and Primary Variable Sets 
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The primary variable sets shown in Table 3.1 functionally allow for the solution of the governing 
equations for each phase condition.  Application of the simulator to a variety of problems, how-
ever, has shown that the implementation of the primary variable set could be improved for cer-
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tain phase transitions.  Low liquid-CO2 saturation conditions (i.e., less than 0.001) are difficult to 
resolve using the liquid-CO2 pressure as the primary unknown.  Including two additional phase 
conditions for low liquid-CO2 saturations yields improved convergence and increased time steps.  
Low concentrations of CO2 or CH4 for unsaturated conditions are resolved more efficiently if the 
lower vapor partial pressure is used as the unknown, rather than using only the CO2 vapor pres-
sure.  Therefore, the unsaturated phase condition without liquid CO2 was split into two phase 
conditions.  The resulting phase condition and primary variable set scheme, implemented into the 
code, is shown in Table 3.2. 

Table 3.2.  Implemented Phase Conditions and Primary Variable Sets 
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3.3 APPLICATION 

To demonstrate STOMP-HYD, the simulator has been applied to series of hydrate production 
scenarios involving idealized injection and extraction wells across a one-dimensional horizontal 
column of porous media.  The horizontal domain is 20-m long, discretized into 20 grid cells with 
a cross-sectional area of 1 m2.  Injection of liquid water with microemulsions of gaseous or liq-
uid CO2 occur at the left-hand boundary at a fixed pressure of 7 MPa, whereas, the right-hand 
boundary is maintained at 4.5 MPa and 3°C.  The domain porous media is a 1-Darcy sandstone 
with an initial porosity of 0.3.  Initially the domain is set to a pressure of 6 MPa, a temperature of 
3°C and a CH4-hydrate saturation of 0.5.  The complete list of hydrologic properties and initial 
conditions are shown in Table 3.1. 
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Table 3.3.  Hydrologic Parameters and Initial Conditions 

Parameter Value 
Porosity 0.3 
Compressibility 0.093 x 10-5 1/psi 
Intrinsic Permeability 1 Darcy 
Grain Thermal Conductivity 2.0 W/m K 
Grain Specific Heat 700 J/kg K 
Saturation-Capillary Pressure Model van Genuchten (1980) 
van Genuchten α  Parameter 0.132 m-1 
van Genuchten n  Parameter 2.823 
Residual Aqueous Saturation 0.0 
Gas-Aqueous Scaling Parameter 1.0 
Liquid CO2-Aqueous Scaling Parameter 3.0 
Gas-Liquid CO2 Scaling Parameter 1.5 
Hydrate-Aqueous Scaling Parameter 2.697 
Ice-Aqueous Scaling Parameter 2.697 
Aqueous Relative Permeability Model Mualem (1976) 
Gas Relative Permeability Model Mualem (1976) 
Liquid-CO2 Relative Permeability Model Mualem (1976) 
Initial Pressure 6.0 MPa 
Initial Temperature 3°C 
Initial CH4 Fraction of Hydrate Formers 1.0 
Initial Hydrate Saturation 0.5 
Initial Aqueous Saturation 0.5 
Initial Dissolved Salt Concentration 0.0 kg/m3 
Initial Dissolved CO2 Concentration  0.0 kg/m3 

 
A series of simulations was executed with STOMP-HYD that differed in the inlet boundary con-
ditions.  Microemulsions of liquid CO2 and water were executed that varied in temperature and 
volumetric ratios, including pure water injections.  Table 3.4 summarizes the suite of production 
scenarios. 

Table 3.4.  Hydrate Production Scenarios 

Temperature
Microemulsion 
Volume Percent

Microemulsion
State 

15°C 0% N/A 
15°C 40% Liquid CO2 
15°C 50% Liquid CO2 
15°C 60% Liquid CO2 
20°C 50% Liquid CO2 
50°C 0% N/A 
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3.3.1 Pure Water Injection 

Two pure water injection simulations were executed at 15°C and 50°C.  After injecting for 
700 hr, the 15°C injectant produced 13.4% and the 50°C injectant produced 57.5% of the CH4 
mass through dissociation.  To produce 75% of the CH4 mass in the system through dissociation 
required 1254 hrs for the 15°C injectant, and 748.4 hrs for the 50°C injectant.  As shown by the 
simulation results, CH4 production rates for the pure water injectants are characteristically re-
lated to the inlet temperature, as the dissociation reaction is endothermic.  Secondary hydrates 
form downstream from the dissociation front in both scenarios, with the 15°C injectant yield 
maximum secondary hydrate saturations of 0.55 and the 50°C injectant yield values of 0.61.  
Plots showing the hydrate saturations at points along the domain over time are shown in Figure 
20 and Figure 21, respectively, for the 15 and 50°C injectant. 

 
 

Figure 20.  Hydrate saturation histories for 15°C pure-water injectant 

 25



 

Figure 21.  Hydrate saturation histories for 50°C pure-water injectant 

3.3.2 Liquid-CO2 Microemulsion Injectant 

The saturation temperature for 7 MPa for CO2 is 28.7°C, which means the CO2 in microemul-
sion form will be in supersaturated liquid conditions for the 15 and 20°C injectant temperatures.  
The CH4 hydrate production method for liquid CO2 microemulsion involves principally ex-
change of CO2 with CH4 with some dissociation.  Production continues until CO2 breakthrough 
occurs at the domain outlet (i.e., producing well).  Breakthrough was considered to have oc-
curred when the mass fraction of CO2 in the exiting gas phase reached 0.01.  Breakthrough 
times, production percents at breakthrough, and maximum secondary hydrate saturations are 
shown in Table 3.5 for the liquid-CO2 microemulsion injectant scenarios.  Simulation results in-
dicate that volumetric ratios of CO2/water have the greatest impact on breakthrough times, but 
generally no effect on production or maximum secondary hydrate saturations.  Production times 
are considerably faster compared against the pure water injectant at 15°C, but production is lim-
ited by the breakthrough of CO2 in the gas phase.  Increasing the injectant temperature yields 
slightly faster breakthrough times and higher production.  Plots showing the hydrate saturations 
at points along the domain over time are shown in Figure 22 and Figure 23, respectively, for the 
15°C, 50% volume and 20°C, 50% volume liquid-CO2 microemulsion injectant. 

Table 3.5.  Liquid-CO2 Microemulsion Injectant Simulation Results 

Injectant 
Conditions 

Breakthrough  
Time 

Production Percent 
at Breakthrough 

Max. Secondary 
Hydrate Saturation 

15°C, 40% Volume 272.1 hr 55.3% 0.72 
15°C, 50% Volume 202.2 hr 55.5% 0.72 
15°C, 60% Volume 149.2 hr 55.6% 0.72 
20°C, 50% Volume 197.1 hr 56.0% 0.69 
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Figure 22.  Hydrate saturation histories for 15°C, 50% volume liquid-CO2 microemulsion injec-
tant 

 

 

Figure 23.  Hydrate saturation histories for 25°C, 50% volume liquid-CO2 microemulsion injec-
tant
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4.0 DISCUSSION 

The laboratory experiments presented in this report suggest that a strict gas exchange of CO2 
for CH4 in bulk CH4 hydrate is too slow by several orders of magnitude to be considered an ef-
fective method of gas hydrate production.  In contrast, both laboratory experiments and numeri-
cal modeling indicate that an EGHR process based on injecting a two phase emulsion of liquid 
CO2 and water at the proper volumetric ratio, can considerably enhance (3X and higher) produc-
tion rate over injecting cool water (15°C) alone. 

An important consideration in the 
EGHR technique is the range of res-
ervoir conditions where the method 
might be applied.  Figure 24 shows a 
compilation of well log temperature 
data reported by Collett (1993) for 
the Alaska North Slope.  The vapor-
liquid equilibrium line for CO2 is 
plotted on the same graph.  The data 
suggest that the EGHR method could 
be implemented over a large fraction 
of the ANS, wherever deeper gas 
hydrate deposits exist.  Typical ANS 
reservoir conditions would inject 
liquid CO2 with a density approxi-
mately 82% to 94% of the water 
phase.  Note that CO2 hydrate would 
be stable under almost any condi-
tions on the ANS short of very near the ground surface. 
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Figure 24.  ANS well log temperature data shown as 
shaded area (after Collett 1993).  Carbon dioxide hydrate 
and vapor-liquid equilibria are also plotted. 

A number of other questions regarding application of the EGHR technique remain to be ad-
dressed.  The bench scale experiments conducted in this project show no signs of coagulation 
into macrodroplets as the emulsion moves away from the injector.  However, it remains to be 
investigated whether coagulation can be avoided at reservoir scale.  Recent advances in modeling 
emulsion behavior in porous media (CORTIS and GHEZZEHEI, 2007) could help explore this issue.  
Additionally, an important restriction is that temperature of the water-CO2 emulsion remains 
above the equilibrium point where CO2 hydrate could form in the wellbore or near-wellbore.  
Interruption of the supply of the emulsion fluid during production for an extended period could 
result in the premature formation of CO2 hydrate and plugging.  Provisions for temporary intro-
duction of heat may be needed to allow for flow interruptions, such as for well maintenance. 

Although we have demonstrated a method for continuous production of a suitable LCO2-Lw 
emulsion, the device has only been tested at laboratory bench scale and is configured for injec-
tion into an essentially 1-D columnar domain.  Development of a suitable downhole tool will be 
needed to supply the volumes of fluids required for a field trial.  The injector tool design should 
be compatible with downhole conditions typical of gas hydrate formations.  Wellbore completion 
requirements such as open hole, uncased, or perforated casing influence design parameters of the 
injector tool.  Injection of the LCO2-LW emulsion directly into the target formation is the most 
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important requirement.  For example, the gas hydrate production research well, Mallik 5L-38, 
was cased and perforated at several different hydrate bearing zones (TAKAHASHI et al., 2005).  
Each zone was isolated with packers prior to testing.  A similar approach could be used with a 
suitable downhole tool. 

Redesigning the injector to deliver the mi-
croemulsion radially into the formation of 
interest is likely a priority.  This might be 
accomplished by repositioning the emulsion 
outlets from the top of the injection tool to 
the sides as shown by the schematic in Figure 
25.  Surface warmed Lw and LCO2 can then be 
directed into the injector from the high pres-
sure lines.  Use of produced water to form 
the emulsion would eliminate issues associ-
ated with disposal of these fluids in arctic 
conditions.  Both rate and distance of forma-
tion penetration can be controlled from the 
surface by adjusting the LCO2 and LW pumps. 

Figure 25.  Schematic of down borehole injec-
tion tool 

There are several parameters associated 
with injecting a LCO2-LW microemulsion into 
a porous hydrate rich formation that are still 
unknown.  Placement of recovery wells in-
cluding distance from the injection site, and 
spacing to maximize recovery of CH4 gas are 
a few of the important issues still unan-
swered.  Identification and delivery logistics 
of an economical supply of CO2 are also es-
sential factors is selecting an appropriate 
field site for demonstration.  Additional nu-
merical studies of the EGHR method are 
needed to address these questions and to 
guide design of an effective downhole tool.
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5.0 CONCLUSION 

Through a proprietary method, a microemulsion injector was designed and tested to enhance 
production of methane hydrate-bearing porous media.  A number of experiments were performed 
where a two-phase microemulsion (LCO2-Lw) was injected into a CH4 hydrate bearing sand 
packed column, a technique we call Enhanced Gas Hydrate Recovery (EGHR).  The two-phase 
emulsion formed micrometer size droplets of liquid CO2 in the water phase at a ratio of approxi-
mately 44 g of CO2 per 103 g of water.  This ratio was chosen to optimize filling of the small and 
large cages of the sI hydrate formed with CO2.  The temperature of the injectate was set signifi-
cantly higher than the stability point of methane hydrate causing destruction of the gas hydrate 
crystalline lattice and release of enclathrated gas.  The freed gas was displaced ahead of the mi-
croemulsion injection front and collected.  After injection was stopped, the emulsion-containing 
sand was cooled into the stability region for CO2 hydrate.  In every case, CO2 hydrate was ob-
served to form visually, was monitored by an increase in temperature, and verified by Raman 
spectroscopy. 

A numerical simulator, STOMP-HYD, was developed to investigate the feasibility of produc-
ing CH4 hydrate from geologic reservoirs beneath the permafrost and in deep ocean sediments.  
The simulator is capable of modeling CH4 hydrate production using the conventional technolo-
gies of thermal stimulation, depressurization and inhibitor injection, but additionally able to 
model the unconventional CO2 exchange approach.  The principal objective in developing the 
simulator was to explore gas hydrate production using a combination of conventional and un-
conventional technologies using numerical simulation prior to testing the approaches in the field.  
Although the solved governing equations and constitutive equations are nearly identical to those 
of other methane hydrate production simulators, STOMP-HYD differs in use of capillary pres-
sure functions to calculate hydrate and ice saturations.  This approach considers the effect of po-
rous media on the hydrate equilibrium function and ice freezing point (i.e., the hydrate and ice 
saturations are functions of the difference in system temperature and ex-situ hydrate equilibrium 
temperature and ex-situ ice freezing point).  Simple 1-D simulations comparing injection of cool 
water (15°C) alone with injection of a microemulsion (also at 15°C), showed much higher (>3X) 
production of CH4(g) using the EGHR technique. 

The EGHR concept described in this report clearly has potential for use in converting a por-
tion of natural gas hydrate reservoirs into a usable energy source.  There are several advantages 
to the EGHR process, including: 1) Replacing CH4 with CO2 in gas hydrated sediment is ther-
modynamically favorable and heat generated from formation of CO2 hydrate is approximately 
20% greater than heat consumed from the dissociation of CH4, resulting in a low grade heat 
source to facilitate further dissociation of gas hydrate, 2) Once the CH4 is extracted and CO2 rich 
fluid fills pore space voids, the subsequent formation of CO2 hydrate would mechanically stabi-
lize the formation eliminating subsidence concerns in some production situations, and 3) the 
process is carbon neutral in terms of replacing methane with CO2, which is permanently seques-
tered in situ as a crystalline gas hydrate.  Produced water could also be used to form the emul-
sion, eliminating a problematic disposal issue in arctic settings.
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Rural Alaska Coal Bed Methane: Application of New Technologies to Explore and 
Produce Energy 

 
 

EXECUTIVE SUMMARY 

 
The conventional method of power generation in the remote and rural areas of Alaska 

involves use of diesel powered electric generators.  Use of diesel for power generation in 

remote areas is very expensive because of high diesel price and additional transportation 

costs to remote locations.  A possible alternative for power generation in the remote areas 

of Alaska is use of natural gas associated with coal deposits, known as coal bed methane 

(CBM).  Alaska has the largest coal deposit in the entire US.  The CBM potential in 

Alaska has been estimated to be 1000 trillion cubic feet (TCF) methane in place.  The 

Alaska Division of Geological and Geophysical Survey has determined that over 37 

remote villages are situated on or are immediately adjacent to coal deposits.  Therefore, 

Alaska’s vast coal reserve could potentially provide clean and low cost power to the rural 

areas if the CBM could be harnessed. 

 

The objective of this project was to investigate the feasibility of CBM production in rural 

Alaska for the purpose of power generation for local use.  The project would evaluate 

producibility of methane from low rank coals using slim hole drilling techniques that are 

essential to greatly reducing mobilization and drilling costs in remote areas.  During the 

first year of the project, an initial core hole would be drilled to collect reservoir and 

geologic data, to determine well spacing, and to identify potential water injection zones 

in the largest identified rural village, Fort Yukon.  In the later part of the project, 

 1



methodology of small scale production would be tested by drilling a five spot pattern at a 

more accessible and affordable location in the Matanuska-Susitna valley.  Reservoir 

modeling to forecast production rate and economic analysis would be performed to 

determine feasibility of overall CBM production scheme for power generation. 

 

The project was initiated by re-entering a core hole drilled in 1994 by USGS at Fort 

Yukon.  The well was deepened to 2287 ft and coal samples were retrieved from two 

different zones.  The coal samples were analyzed for gas (CBM) content by desorption 

experiments.  Petrophysical analysis of coal samples was also carried out to generate 

input data for reservoir modeling.  An economic analysis of a typical CBM power 

generation project for a remote Alaskan village like Fort Yukon was conducted using 

technical and economic data obtained from the Fort Yukon well. 

 

The results from coal desorption study showed that the Fort Yukon CBM content was 3.5 

and 19 SCF/ton for the upper and the lower coal zones, respectively.  This level of gas 

content is extremely low compared to gas content of the coal deposits in the Lower 48 

states.  The permeability of the coal samples was also determined to be very low, of the 

order of 1 to 2 millidarcy (md).  Reservoir modeling studies to predict gas production rate 

showed the maximum possible production rates to be less than 10 MSCF/D, even with 

well spacing as close as 20 acres.  The economic analysis including the costs of drilling, 

maintenance and dewatering indicated that the cost of electricity generated at Fort Yukon 

from CBM would be in the range of 35 to 50 cents per kWH.  However, in order to fulfill 
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the energy needs of Fort Yukon, the gas requirements were estimated at 220 MSCF/D, 

which was far in excess of the gas production rate possible from Fort Yukon coal beds. 

 

Conclusions 

From the results summarized above, it was concluded that Fort Yukon coal deposit has 

neither an adequate gas content, nor sufficient permeability to supply the amount of gas 

required to meet the energy needs of Fort Yukon village.  Even if the required amount of 

methane could be produced, the cost of electricity may not be competitive with the 

current method of power generation using diesel.  However, the project did show that 

slim hole drilling with lightweight, portable rigs is a technically feasible method for CBM 

gas production in remote areas. 

 
An initially unanticipated outcome of the project was that drilling waste generated in the 

project could be successfully used as a sealant in landfill areas without any significant 

environmental risk.  This provides for a method to dispose of drilling waste in remote 

areas at reduced cost. 
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NOMENCLATURE 

 

ATROR = After-tax rate of return  

BTROR = Before-tax rate of return 

BTU = British thermal unit, an English standard unit of energy. It is the amount of 

thermal energy required to raise the temperature of one pound of water by 

one degree Fahrenheit.  One BTU is equivalent to approximately 1055 joule 

(or 1055 watt-seconds) 

CBM = Coal bed methane 

ID = Inner diameter of pipe 

MAOP = Maximum allowable operating pressure 

MMBTU = Million BTU 

MSCF = Thousands standard cubic foot of gas at 14.7 psia and 60°F 

MSCFD = Gas flow rate in thousands standard cubic foot of gas per day 

MMSCF = Million standard cubic foot of gas at 14.7 psia and 60°F 

OD = Outer diameter of pipe 

O&M = Operations and maintenance 

ROR = Rate of return 

TD = Total depth 

USAF = United States Air Force 
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CHAPTER 1 

INTRODUCTION 

 

At a high cost to the state and to the people of Alaska, diesel is used for power generation 

in the remote and rural areas of the state.  Alaska has the largest coal deposits in US.  

Natural gas is often associated with coal deposits.  This associated gas, known as coal 

bed methane (CBM), can potentially be produced to replace diesel as energy source in 

remote areas.  The Alaska Division of Geological & Geophysical Surveys (DGGS) 

investigated CBM potential in rural Alaska and reported over 37 rural villages are 

situated on or are immediately adjacent to coals.  This vast potential resource, that has 

been estimated to be 1,000 trillion cubic feet of methane in-place, could provide low cost 

and relatively clean energy to rural Alaska for generations to come.  However, compared 

to the lower 48 states, coal bed methane production in Alaska poses some unique 

challenges as listed below. 

1. Alaska’s coals are young and low-rank.  Production of natural gas from these 

coals can be difficult, depending on gas content and permeability of the coal. 

2. Exploration drilling costs are 10 times higher than equivalent wells in the 

continental US. 

3. Produced water management in rural arctic to sub-arctic environments poses a 

problem. 

4. Ability to produce gas, saturated with water, at low temperatures well below 

freezing. 
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1.1  OBJECTIVES 

The objective of this study is to investigate the technical and economic feasibility of 

producing natural gas from Alaska’s low rank coals for the purpose of power generation 

in remote areas of the state.  The project will involve drilling test wells in Fort Yukon and 

in the Matanuska-Susitna valley for producing coal bed methane.  These wells will test 

the producibility of low-rank coals using slim-hole drilling techniques that are essential to 

greatly reduce mobilization and drilling costs, especially in remote locations. During year 

one of the program, an initial core hole will be drilled to collect reservoir and geologic 

data, to determine well spacing, and to identify potential water injection zones in the 

largest identified rural village, Ft. Yukon.  If this study demonstrates success of closely 

spaced slim hole drilling plan for producing coal bed methane from Alaska’s low rank 

coals, then clean and low cost energy can be made available in remote areas of Alaska on 

a sustained, long term basis.   

 

1.2  TASKS 

The proposed research program is to design, drill, and test six pilot slim-holes to collect 

reservoir and geologic data, evaluate producibility of low-rank coals, and utilize slim-

hole drilling techniques in CBM well production and dewatering.  Of all the places in 

Alaska to conduct our research, Fort Yukon is the best logical location to base this pilot 

study because it is the largest remote village near a coal bed identified in the DGGS 

study.  Fort Yukon is a community of about 600 people without any road access, located 

along the Yukon River.  Based on village demographics, geological setting and presence 

of potentially gassy coal beneath the community (Tyler et al., 2000), Fort Yukon was 
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determined as a priority site for testing CBM gas production potential.  Currently, diesel 

fuel is barged into the village during summer months when the river is ice-free.  The 

diesel is used in power generators which provide residential and commercial electricity.  

The cost of diesel at Fort Yukon can be as much as $4 per gallon (as of 2003), which 

translates to the cost of electricity being about 45 cents per kWH.  Because of such high 

energy costs, it is necessary to evaluate the potential of producing CBM from local coal 

deposits for the purpose of power generation at lower cost.  From past research, the 

following are known: 

(1) There is gas in the coals (indicated by well drilled in 1994), and  

(2) Coals are laterally continuous over a large area (seismic survey in 2001).   

 

The proposed work encompasses three consecutive years, with each year gathering 

additional data needed for the next step.  During year one, the well drilled by the USGS 

at Fort Yukon in 1994 will be re-entered to collect coal gas content, continuous 

stratigraphic, water quality and geophysical data.  While continuing the project at Fort 

Yukon would be optimal, logistical costs associated with a production test are 

prohibitive.  Therefore, during years two and three, the project will relocate to the 

Matanuska-Susitna Valley, close to Evergreen Resources Alaska’s operations.  Here, a 

closely spaced five-spot well consisting of four dewatering holes surrounding a central 

gas producer will be drilled, completed and production tested.  Results from this 

production test will then be combined with geologic and hydrologic data from the Fort 

Yukon well to develop a comprehensive CBM exploration-to-production model.  The 

following specific tasks are envisioned in this project. 
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1.2.1  First Year: June 1, 2003 to June 1, 2004 

Task 1: Pre-Field Evaluation

This task is designed to resolve the challenging logistics of working in rural Alaska. 

Major sub-tasks are: Define overall project work plan for Fort Yukon pilot hole designed 

to gather baseline geologic and hydrologic data; Identify geophysical logging methods 

and site preparation requirements; Acquire necessary permits and hold public meetings to 

educate local groups; and Contract drilling equipment and services or outright purchase 

necessary drilling equipment and transport materials and project personnel to Fort Yukon. 

Conduct an economic analysis to define the fuel gas requirements and the surface facility 

conceptual design to meet energy needs in a medium-sized village based on Fort Yukon 

example (approximately 650 people). This information is needed to plan well spacing, 

identify number of wells to be drilled and forecast production rates necessary to meet 

village energy needs. 

Task 2: Drilling and development of first test well at Fort Yukon 

Following the pre-field tasks, we propose to locate and re-enter the existing test-hole 

drilled by the US Geological Survey (USGS) in 1994.  We will utilize a helicopter-

portable coring rig to drill and core a slim-hole to approximately 2500 ft, collect open-

hole geophysical logs, analyze core data, determine hydraulic properties, collect reservoir 

and water quality data in targeted coal beds, and identify possible zones for re-injection 

of produced water.  Data from the test hole will be analyzed to support future CBM 

exploration programs in Fort Yukon and other areas in rural Alaska. 
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1.2.2  Second Year: June 1, 2004 to June 1, 2005 

Task 3: Drill and complete the first three-well set in Matanuska-Susitna  

In the second year, the project will focus on testing and proving methodology of small-

scale production techniques in a more accessible and affordable location near Houston, 

Alaska.  The pilot slim-holes will be drilled near Evergreen Resource’s Houston leases to 

share water disposal facilities and to considerably reduce costs.  This task will include the 

following: 

• Design the work plan for the first three-well set. Secure permits to drill, test and 

produce pilot holes in the northern Cook Inlet.  

• Drill, case and cement three wells – one producer and two dewatering wells to a 

depth of about 900 feet.  Obtain suites of well logs.  

• Complete both dewatering wells by perforating, & slightly stimulating with a 

water fracture treatment. 

Task 4: Pilot production, system monitoring and coal seam evaluations 

We plan to pump and produce gas and water from the pilot holes. Water production 

requirements versus gas recovery from the coal beds will be used to specify hole size, 

casing design, details of cementing and production, testing, perforating and other 

operations necessary to put the well on production.  Well design will include facilities to 

execute post-drilling remedial services inside the wellbore, stimulation and water 

production operations. The wells will be instrumented to monitor water and gas 

production until completion of the project. The production data will be evaluated and 

related to coal seam properties, and used to develop gas well deliverability models 

(predictive tools) for future applications of this technology.  
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Water production is an essential companion to coal bed gas production.  The 

technological challenge is to produce gas from a central slim-hole with well drawdown 

interference from surrounding dewatering wells rather than co-production in single wells. 

Surface and underground water disposal systems will be evaluated.  Will evaluate 

downhole produced water injection systems and gas stream dehydration systems as this is 

likely what permafrost production will require. Produced water will be reinjected in the 

Evergreen water disposal well. 

 

1.2.3  Third Year: June 1, 2005 to June 1, 2006 

Task 5: Drill and complete the final two dewatering well set in Matanuska-Susitna 

Valley 

Design work plan for two additional dewatering wells. Obtain permits for drilling, 

production and testing.  Drill, case, cement and complete two dewatering wells in the 

same manner as the year two wells.   

 

Task 6-Pilot production, system monitoring, analyses and model northern Cook 

Inlet exploration-to-production data 

Assemble a database of information on gas and water flow rates, gas content, coal seam 

properties, well drilling, completion and stimulation techniques, pumping and injection 

systems for dewatering and water management. The data will be analyzed to model the 

economics of coal bed methane production in rural Alaska. 
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CHAPTER 2 

GAS CONTENT DETERMINATION 

 

The gas content study for Fort Yukon coal was done by reentering a 1994 USGS core 

hole to sample lignite coal found in Tertiary strata of the Yukon Flats Basin (Ager, 1994). 

The 1994 well cut a coal bed at 1253 ft and drilled into it for 28 ft when coring stopped at 

1281 ft, still in coal. In 1994, it was noted that gas was bubbling from the core but 

desorption testing of the coal was not possible at that time. Consequently, the reentry of 

the 1994 well, now officially named DOI-04-1A, was designed to test the methane 

content of the Miocene age coal (Ager, 1994).  The DOI-04-1A well (API No. 50-091-

20001) is located at latitude 66.55949
o
N and longitude 145.20616

o
W, on the southeast 

end of the community site.  A topographic map and areal view of Fort Yukon area 

indicating drill site location is shown in Figure 2.1.  In 2001, high resolution shallow 

seismic reflection data was acquired to estimate the thickness and lateral extent of the 

coal seam encountered in 1994 coring operation (Miller et al., 2002).  After reentry in 

2004, the well was drilled to total depth (TD) of 2287 feet.  Figure 2.2 shows 

construction and completion scheme of the well.  The strata encountered was about 100 ft 

of River Gravel, followed by Pliocene to Miocene lake beds some 1.5 to 15 million years 

old (Ager, 1994). Permafrost was encountered in the well from just below the surface to 

about 300 ft depth. The well cut three major coal beds in two coal zones: the shallowest 

coal zone has two major coal beds from 1257 to 1315 ft (from gamma log picks) and at 

1340 to 1345 ft. The second coal zone was at 1875 to 1920 ft with a major coal bed at 

1900 to 1920 ft. The net coal thickness for the major coal beds in the two coal zones was 
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83 ft. Thin or muddy coals at 1875-1880 ft, 2030 ft, 2039 ft, 2057 ft. and 2067 ft were not 

sampled for desorption.  The following sections describe the coring operations at the 

reentry well and the desorption method used to determine gas content of the coal from 

core samples. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1  Location of 2004 slim hole drilling operations area (yellow box) and drill 
hole location (shown as red circle) to the southeast of the community of Fort Yukon 
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             Figure 2.2  Well completion scheme at Fort Yukon, Alaska 
 
 
 
 
 
 
2.1  CORING OPERATIONS  

The 2004 reentry well, DOI-04-1A was spudded on August 21, 2004 by drilling out a 

cement and completion bentonite plug in an existing 120 ft of casing left from the 1994 

USGS well. The drillers expected that the new well would soon divert away from the 

strata disturbed by the 1994 well and enable us to core the entire coal rather than 
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missing the first 28 feet that had been cored in 1994. Open-hole drilling was used to 

reach the core point at 1200 ft.  A Christensen CS 1000 P6L portable rig was used in 

drilling (re-entering) the well.  The drilling rig specifications are listed below. 

 
Christensen CS 1000 P6L specifications 

Lightweight, helicopter portable 

Fly-in Total Wt:   8,605 LB (3,904 kg) 

Power Unit: Cummins Model: 6BTA 5.9 LITER 6 CYLINDER 

Power: 175 HP (131 KW),  RPM: 2,500 

Engine Type: DIESEL TURBOCHARGED/AFTER COOLED 

Cooling: Water 

Capable of drilling/coring 2.5 inch diameter core to depths up to 3000 ft. 

Capable of making single-stroke 10 ft. core runs 

Capable of drilling (advancing) 4 5/8 inch OD casing through surficial (glacial, 

alluvial, colluvial) deposits 

Using lightweight HCT composite drill rod (57 lbs/10’ section)  

depth capacity of the CS 1000 P6L rig is increased to 3000’ taking a 2.5” core  

 
2.1.1  Upper Coal Zone  

The core point at 1200 ft is some 53 ft above the upper coal zone, the open-hole drill 

string was tripped out of the well to put in the slim-hole diamond wireline coring system. 

Tripping in the core string proceeded normally until the core string was dropped early in 

the morning of August 25. Drill string recovery operations (“fishing”) ensued and the 

string was recovered to the surface during the evening of August 25. Given the depth of 

top of the lost core string and its known length, it appears that the core string had 

accessed the existing 1994 hole and the core bit had settled to within 4 feet of the original 

1994 core well TD (total depth) at 1281 ft.   
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When the core string was recovered, the base of the core string was plugged with about 

12-15 inches of what appeared to be solid coal rather than coal cuttings. This coal plug 

was interpreted as further evidence that the base of the drill string had penetrated the coal 

at the base of the existing 1994 hole. Given the evidence, the decision was made to ream 

out the hole to within a few feet of the original 1994 TD and start coring from there. 

Monitoring of drill cuttings during reaming confirmed that a thick section of coal was 

now found above the base of the well.  Addition of the 12 to 15 inches of coal found in 

the base of the recovered drill string to the original 28 feet cored in 1994 means that 

approximately first 30 feet of the coal seam were not cored in DOI-04-1A.  However, as 

the coal bed was reamed in preparation for coring, we recovered three drill cuttings 

samples from the interval 1251 – 1281 ft and placed them in canisters for desorption 

(canister sample cuttings 104-1, -2, -3 in Table 2.1).  

 
The first core run, intentionally cut short to test the coring system and recovery, was 

retrieved at about 19:30 on August 26, 2004 and consisted of 18 inches of brown coal 

(lignite) that were placed in canisters 104-1 and 104-2. To ensure that we had enough 

desorption data, we placed all coal core in canisters for the first ten feet of recovered coal. 

After we had about 10 canisters filled with coal, we started desorbing every other foot of 

coal. Some coal core was lost during coring and core retrieval as well. Among the other 

vagaries of coring in general, the recovery problems are thought to be caused by sticky 

clay partings in the coal zone that clogged the carbide core catcher leading to some core 

slipping out of the core barrel during retrieval. In some cases, the lost coal cores were 

recovered on the next core run and placed in canisters (see can 104-9 spreadsheet notes) 
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since they should have retained their gas by staying at the hydrostatic pressure at the 

bottom of the well. Coring in mostly coal continued to about 1345 ft when the last 

approximately 4 ft thick coal was recovered from the coal zone. Thus, the major Fort 

Yukon coal zone lies from about 1257 to 1345 ft (drillers depths corrected using gamma 

log picks).  

 
2.1.2  Lower Coal Zone  

A lower coal zone was intersected at about 1900 ft (driller depths are herein corrected to 

gamma log depths) and was inadvertently drilled into for about 10 ft before the open 

hole drilling was stopped. Coal cuttings were recovered from 1905 – 1910 ft in placed 

in canisters 104-31 and 104-32. Coring commenced at 1909 ft and continued to 1919 ft. 

A total of 10 ft of coal core was recovered and all of this core was placed in canisters 

104-33 to 104-42.  Figure 2.3 shows the photograph of a core sample retrieved from the 

lower coal zone.  Core samples from the upper and the lower coal zones were studied 

for methane content using a canister desorption method, as well as for lithology, 

depositional settings and fluid flow properties. 
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        Figure 2.3  Photograph of lower Fort Yukon core removed from core barrel 
 
 
 
 
 
 

2.2  CORE ANALYSIS 
 
2.2.1  Desorption Method 

Coal desorption followed a modified US Bureau of Mines (USBM) canister 

desorption method as described by Diamond and Levine (1981), Close and Erwin 

(1989), Ryan and Dawson (1993), McLennan et al. (1994), Mavor and Nelson (1997) 

and Diamond and Schatzel (1998) as adapted and modified by Barker et al. (1991, 

2002) for the use of PVC canisters.  

A major modification of the USBM technique in this study was the use of zero-headspace 

canisters (Barker and Dallegge, 2005). Canisters were filled with distilled water instead 
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of helium gas as described in Barker et al. (2002).  Distilled water was pre-chilled to 

about 45 to 50
o
F in the chilled water tanks to speed up equilibration of the can and the 

coal core to the lost gas temperature.   

Also we used a different desorption log form in the Barker et al. (2002) modified for 

zero headspace canisters.  In zero headspace canisters, it is not necessary to measure 

internal can temperature for a subsequent headspace correction (Barker and Dallegge, 

2005).  All canisters were pressure tested for leaks at 6 psi over a period of at least 24 

hours before use.  

2.2.2  Desorption Temperature during Lost Gas Estimate  

Lost gas is the unmeasured gas desorbed from coal core from the time it is cut by the 

drill bit to the time the sample is sealed within the canister. Lost gas is controlled by the 

coal diffusivity and the length of time required to retrieve a sample. Lost gas is 

estimated by measuring the apparent rate of gas desorption from the sample sealed in the 

canister. This rate is used to extrapolate back to time zero, the time of the onset of 

sample desorption during retrieval.  

During the lost gas period, we desorb at ambient mud temperature as discussed further in 

Barker et al. (2002). This is because mud temperature has been found at DOI-04-1a and 

wells in several other basins, such as the Maverick basin in Texas; the Nenana and Cook 

Inlet basins in Alaska to be close to the temperature measured at the center of a freshly 

opened core face (unpublished USGS data). We imply that because the gas is lost during 

core retrieval, as pressure decreases, that the mud temperature that the core is bathed in 

and has equilibrated to, rather than the in-situ coalbed temperature, is the relevant 
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temperature to estimating diffusion of gas out of the coal matrix and therefore, lost gas.  

We calculated a formation temperature in the coal zone by using a subsurface 

temperature of 32
o
F at the base of the permafrost at about 300 ft and a geothermal 

gradient range of 1 to 2
o 

F/100 ft. Thus, 950 ft below the base of the permafrost at about 

1250 ft, a temperature of 41.5 to 51
o
F is estimated for the undisturbed equilibrium rock 

temperature. The drilling operations may warm the mud in the well somewhat above this 

temperature range. Infrared thermometers were used to check drilling mud, tank and 

core-face temperature.   

Actual mud temperature measurements varied on a roughly diurnal cycle with highs of 

about 48 to 52
o 

F reached during the day and lows of about 42-45
o
F reached at night. 

Depending on the time of the core run, the tank temperatures were adjusted to the mud 

temperature. Confirmation of the use of mud temperature is made by measuring the 

temperature at the center of core faces freshly broken open immediately after the core is 

extruded from the core barrel into the tray. These measurements are typically very close 

to mud temperature if mud circulation through the well has been maintained for enough 

time for a thermal stability to be established.  

After desorption during the lost gas period was nearly completed, tank temperature was 

allowed to rise to room temperature to prepare the canisters for transport from the drill 

site to the laboratory.   
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2.2.3  Analysis of Desorption Data  

The method used for correction of the data to standard pressure and preparation of a lost 

gas estimate uses a spreadsheet described in Barker et al (2002).  The data from this 

analysis are presented in Table 2.1 (for the upper coal bed) and Table 2.2 (for the lower 

coal bed)   

 

2.3  RESULTS  

2.3.1  Desorption  

The upper coal zone cores gas contents average 13.1 scf/ton with a standard deviation of 

3.5 scf/ton for 21 samples. The lower coal zone cores gas contents average 19.1 scf/ton 

with a standard deviation of 4.0 scf/ton for 10 samples.  

2.3.2  Coalbed Saturation from Isotherms.  

Methane adsorption isotherms are measured by reintroducing methane to a coal and 

measuring the equilibrium gas content at a given pressure and at a constant temperature. 

The resulting curves (Figures 2.4 and 2.5) can be used with measured gas content from 

canister desorption (Tables 2.1 and 2.2) to estimate several parameters.  Two of these 

parameters, degree of saturation and the reduction in reservoir pressure needed to saturate 

the coal, are significant in resource assessment.    

The degree of saturation for the upper coal zone is calculated to be 31%. The reduction of 

reservoir pressure to saturate the coal bed with methane is 435 psi. The degree of 

saturation for the lower coal zone is calculated to be 41%. The reduction of reservoir 
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pressure to saturate the coal bed with methane is 600 psi.  This is a relatively low degree 

of saturation in both coal zones. The low saturation is reflected in the relatively high 

reduction in reservoir pressure required to saturate the coals in either coal zone. Because 

a coal bed must reach saturation for desorption to occur, the large indicated pressure 

reduction required to reach saturation suggests that a large volume of water would have 

to be pumped out of the coal beds before gas production by desorption would occur. 

Based on this analysis, the cost for pumping out the coal bed water and disposing of the 

produced water would appear to be a major factor in determining if gas production is cost 

effective at Fort Yukon.  

 
 
 

 

Figure 2.4  Methane adsorption isotherm for Canister 104-5 at 1287 to 1288 ft depth in 
the upper coal zone, DOI-04-1A well, Fort Yukon, AK.  Isotherm conditions were: 15

o
C, 

coal at equilibrium moisture. Absorbed methane values reported on an as received basis. 
Coal zone pressures calculated using a fresh water hydrostatic gradient projected to the 
sample depth.  
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Figure 2.5  Methane adsorption isotherm for Canister 104-33 at 1919 to 1920 ft depth in 
the lower coal zone, DOI-04-1A well, Fort Yukon, AK.  Isotherm conditions were: 15

o
C, 

coal at equilibrium moisture. Absorbed methane values reported on an as received basis. 
Coal zone pressures calculated using a fresh water hydrostatic gradient projected to the 
sample depth.  

 
Conclusion 

From the canister desorption study and methane adsorption isotherms, gas content of the 

tertiary age Fort Yukon coal was found to be very low. 
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Table 2.1  Summary of Canister Desorption Results, Upper Coal Zone 

Canister  Depth Interval  Canister  Raw  Lost  Total  

Number  From gamma ray log  Sample  coal  Gas  Raw  

 (drillers depth)  Lithology mass  Estimate  Gas  

     Content  

Upper Coal 

Zone  

Top  Bottom     (as-

received 

basis) 

  (feet)  (feet)  % coal  (g)   (scf/ton)  

CORE        

104-1  (1283)  (1284)  100  1056  60  14.1  

104-2  (1284)  (1284.5)  50  490  40  13.5  

104-3  (1285)  (1286)  100  907  85  10.8  

104-4  (1286)  (1287)  100  905  80  9.8  

104-5  (1287)  (1288)  100  951  80  11.6  

104-6  (1288)  (1289)  100  1009  115  21.1  

104-7  (1289)  (1290)  100  1149  85  7.0  

104-8  (1290)  (1290.7)  70  471  85  14.5  

104-9  (1295)  (1296)  100  961  85  13.4  

104-10  (1304.5)  (1305.5)  100  1087  110  13.8  

104-11  (1306.5)  (1307.5)  100  1193  95  12.1  

104-12  (1308.5)  (1309.5)  100  1115  130  13.6  

104-13  (1310.5)  (1311.5)  100  1132  130  13.9  

104-14  (1312.5)  (1313.5)  100  842  80  11.0  

104-15  (1315)  (1316)  100  1038  80  12.9  

104-16  (1319)  (1320)  100  1171  85  8.6  

104-17  (1324)  (1325)  100  1518  100  9.0  

104-18  (1339.7)  (1340.7)  100  1082  100  18.7  
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104-19  1342  1343  100  749  100  19.5  

 (1343)  (1344)      

104-20  1343  1344  100  1028  110  15.2  

 (1346)  (1347)      

104-21  1344  1345  100  1098  100  10.9  

 (1349.25)  (1350.25)      

Statistics:     Sample  Mean  13.1  

    Standard  Deviation  3.5  

CUTTINGS        

Cuttings-1  1265*  1270*  80  575  45  7.7  

Cuttings-2  1270*  1275*  80  609  20  4.6  

Cuttings-3  1275*  1280*  80  886  20  2.0  

Statistics:     Sample  Mean  4.8  

    Standard  Deviation  2.9  

 

* = depth interval estimated from lag time. These cuttings were not screened and the coal 

fines lose their gas quickly thought to lead to the spuriously low raw gas content.   
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Table 2.2  Summary of Canister Desorption Results, Lower Coal Zone 

Canister  Depth Interval  Canister  Raw  Lost  Total  

Number  From gamma ray log  Sample  coal  Gas  Raw  

 (drillers depth)  Lithology*  mass  Estimate  Gas  

Lower Coal 

Zone  

Top  Bottom     Content 

(as-

received 

basis)  

 (feet)  (feet)  % coal  (g)   (cc/g)  

       

CORE        

104-33  1909 

(1919)  

1910 

(1920)  

n.r. 100?  1006  120  20.9  

104-34  1910  1911  n.r. 100?  1037  100  22.5  

 (1920)  (1921)      

104-35  1911  1912  n.r. 100?  1105  100  19.4  

 (1921)  (1922.1)      

104-36  1912  1913  n.r. 100?  994  120  20.4  

 (1922.1)  (1923.1)      

104-37  1913  1914  n.r. 100?  996  120  20.9  

 (1923.1)  (1924.1)      

104-38  1914  1915  n.r. 100?  1239  120  12.8  

 (1924.1)  (1925.0)      

104-39  1915  1916  n.r. 100?  1118  120  17.8  

 (1925.0)  (1926.0)      

104-40  1916  1917  n.r. 100?  1115  125  21.7  

 (1926.0)  (1927.0)      

104-41  1917  1918  n.r. 100?  993  85  23.1  

 (1927.0)  (1928.0)      
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104-42  1918  1919  n.r. 100?  1233  85  11.2  

 (1928.0)  (1929.0)      

       

     Mean  19.1  

     Standard  4.0  

     Deviation   

 

Abbrevations:  n.r. = not reported.  

*Lithology about 100% coal from gamma log interpretation  
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CHAPTER 3 

COAL BED PROPERTIES 

 

This chapter describes the geological and reservoir properties measured from the Fort 

Yukon Pilot hole.  The drill cores collected during the 2004 operations at Fort Yukon 

were studied for general lithology, characteristics, depositional settings and flow 

properties.  The results in this chapter include data obtained from core analysis and well 

log analysis. 

 

3.1  LABORATORY MEASUREMENT OF PERMEABILITY 

The results of the permeability measurements are presented in this section. It is noted that 

the results may not be quite representative as it was not possible to replicate the reservoir 

conditions in the laboratory. 

3.1.1  Experimental Set Up 

The experimental set up used in the permeability measurements is shown in the 

schematic diagram (Figure 3.1). The set up consists essentially of a pump to circulate 

fluid (water) through a series of flow lines and across the face of core plug and to a flow 

meter. The flow rate is controlled from a digital controller attached to the pump. The core 

holder is a standard Hassler-sleeve core holder. It can hold cores of 1 inch to 2 inch 

diameter, with a length of 2 to 10 inches. The core holder has ports for applying 

confining pressure of up to 2000 psi. The pressure measurements and flow rates are 

recorded automatically using a data acquisition system with interface from the digital 

pump controller. 
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Figure 3.1  Schematic diagram of experimental set up 

 

 

3.1.2  Core Plug and Sample Preparation 

The core plug samples used were obtained from Fort Yukon. Two core plug samples, one 

extracted from depth intervals ranging from 1307.5 to 1308.5 ft and other from 1810.3 to 

1820.7 ft, were used. The core plug samples were kept under freezing conditions to 

preserves the initial characteristics prior to the tests. The permeability was measured at an 

average room temperature of 71oF. The nitrogen gas was used to provide the overburden 

pressure. Overburden pressure of 300 psi was applied for both samples. 
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The core plug samples were very unconsolidated. The cross-sectional area of the core 

plugs was reduced using core-cutting tool to fit into the core sleeve of the equipment 

used. The lengths of the samples were also trimmed to obtain even cross-sectional area at 

both ends. Water was used as injection fluid in a single-phase flow determination of the 

initial permeability. The average viscosity of water used was 1 centipoise. 

 
3.1.3  Experimental Procedure 

The procedure for performing the permeability measurements is detailed as follows. 

There were two core plug samples. Each one was removed from the preserved condition 

in a freezer. Detailed information about the core plug (mainly depth interval, and physical 

dimensions) was recorded. The laboratory temperature condition was also recorded. In all 

cases, the original diameter of the core plug was wider than the core sleeve used. The 

core plug was then trimmed to obtain an average diameter of 1.5 inches using a 1.5 inch 

diameter diamond core bit in a water-lubricated drill press. Significant portions of the 

core samples were lost to the trimming process due to brittle nature of the core samples. 

The core plug was also trimmed at both ends to obtain even cross-sectional areas. The 

core length and the diameter were then recorded. The flow lines between the various 

units of the equipment setup were pressure-checked to circumvent leakages. The core 

was inserted into the core sleeve and loaded into the core holder. An overburden pressure 

of 300 psi was applied to the rubber sleeve of the core holder by injecting the nitrogen 

gas. The water was then allowed to flow through the core samples at a constant flow rate. 

The pressure drop was recorded for that particular flow rate. The water flow rate was then 
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changed and again the pressure drop was recorded. The experiment was repeated a 

number of times by varying the flow rate. 

 

3.1.4  Results 

The results obtained from the experiments are summarized in this section. Table 3.1 lists 

the permeabilities measured from the core samples obtained from the upper coal seam. 

 

Measurement of Horizontal Permeability: 

Sample:  Coal Seam 

Depth Interval Sampled:  1307.5 – 1308.5 ft 

Length of core sample, L:  1.46 cm 

Diameter of core sample, D:  3.6 cm 

Cross section area of core, A:  10.18 cm2 

Viscosity of water, μ:  1 cp 

 

Table 3.1  Measurement of Horizontal Permeability 

 

 

 

Flow rate Pressure drop (Δp) k 

(ml/min) (psia) (md) 

5 196 0.896058 

10 225 1.561133 

15 235 2.242052 

20 248 2.8327 

 

The results show permeability values between 0.9 and 2.8 md. These permeabilities are 

relatively high compared to those obtained from the hydrologic test. It is observed that 

the core samples were quite unconsolidated and the experimental conditions (in-situ 

stresses, gas saturations) do not represent the in-situ reservoir conditions.  Coal 
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permeability at reservoir conditions is expected to be lower than the laboratory measured 

premeabilities. 

 

3.2  WELL LOG ANALYSIS 

 
The major objectives of well log analysis of Fort Yukon well (DOI-04-1A) were to 

identify the hydrocarbon bearing zones and to determine the petrophysical properties of 

these zones, such as porosity, water saturation, and clay contents. Well log analysis is the 

process by which the reservoir rock and fluid properties are obtained from the 

interpretation of the responses of various logging tools. Analysis was performed using a 

computer software package Interactive Petrophysics (IP) developed by PGL (Production 

Geoscience Ltd.) in Banchory, Scotland. The technical support for Interactive 

Petrophysics (IP) is provided by Schlumberger GeoQuest. The original well log data used 

were obtained from U. S. Geological Survey (USGS).  The first step was to generate a 

trace plot which displayed the various log responses versus depth (see Figure 3.2). From 

the trace plot, the zones of interest were identified. These zones include: hydrocarbon 

bearing zones, the 100% water saturation zone, clean sands and shale zone. From the 

trace plot it can be observed that for the intervals 1258 ft-1317 ft (zone 2); 1340 ft-1348 

ft (zone 4) and 1900 ft- 1920 ft (zone 6), the gamma ray response is very low and the 

resistivity response is high, indicating the presence of hydrocarbon bearing zones. Also 

for these zones the density response is very low (see Figure 3.3). 

 

The basic log analysis module is useful for making a quick basic log interpretation. Clay 

volume is calculated using the gamma ray (GR), SP, Neutron, and Resistivity responses, 
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which allow us to compare the results obtained from different indicators. But for Fort 

Yukon well we had only GR and resistivity responses for calculation of clay volume (see 

Figure 3.4).  Porosity is calculated either from the density or sonic tool. Water saturations 

are calculated from the electrical resistivity curves using the basic Archie equation.  
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Figure 3.2  Trace plot for Fort Yukon well (DOI-04-1A) 
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Figure 3.3  Density response for Fort Yukon well (DOI-04-1A) 
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Figure 3.4  Clay volume interactive plot for Fort Yukon well (DOI-04-1A) 
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3.2.1  Log-Derived Properties 

The average petrophysical properties (porosity, water saturation, and clay volume) 

obtained from well logs of the Fort Yukon well (DOI-04-1A) are summarized in Table 

3.2 as shown below. 

 

Table 3.2  Petrophysical Properties of Fort Yukon well (DOI-04-1A) 

 

Productive 

zone 

Depth 

Interval (ft) 

Porosity 

(%) 

Water Saturation 

(%) 

Clay Volume 

(%) 

2 1258-1317 16.41 36.87 3.37 

4 1340-1348 15.3 43.66 9.55 

6 1900-1920 17.4 39.23 4.576 

 

The relatively high water saturations indicate presence of mobile water in the coal beds.  

Mobile water contributes to water production. 

 

 
Conclusions 

Low coal permeability observed in the laboratory experiments indicates that permeability 

of Fort Yukon coal in-situ will be even lower.  The well logs indicate that these coals also 

have significant water saturation, which may prolong the dewatering process. 
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CHAPTER 4 

RESERVOIR MODELING 

 

A numerical reservoir simulation study was conducted to forecast CBM production rates 

in the Fort Yukon area.  Gas production rate and cumulative recovery depend on gas 

content of the coal, coal bed permeability and well spacing.  A previous study by Olsen et 

al. (2004) showed that gas recovery may decrease significantly in coal beds with 

permeability less than 10 md (Figure 4.1).  In this study, Fort Yukon reservoir data were 

used to forecast gas production rates and gas recovery from coal beds using five-spot 

injection pattern.  

 

 

 
 

Figure 4.1  Impact of Permeability on Coal Gas Recovery (Source: Olsen et al., 2004) 
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4.1  Reservoir Modeling Results 
 

The results from this simulation study are shown in Figures 4.2 through 4.7.  Figure 4.2 

shows gas in place as a function of time with three different production scenarios, where 

well spacing is varied from 80 acres to 20 acres.  With 80 acre spacing, no significant 

decline in gas in place is seen even after 30 years of production.  This shows that large 

well spacing may not be suitable for recovering CBM from Alaska’s low rank coals.  

With 20 and 40 acre well spacings, significant decline in gas in place is seen after 10 to 

15 years of production. 
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Figure 4.2  Gas in place (FGIP Field Gas in Place) vs. Time  

 

  
The gas content of Fort Yukon coal, as determined from the canister desorption 

experiments, is shown in Figure 4.3.  For comparison, the average gas content of coal 

from the lower 48 states is also plotted on the same graph.  It is clear that Fort Yukon 

coal is very low in gas content.  At 1000 psi, Fort Yukon coal’s gas content is less than 

one sixth that of the lower 48 coal.  The low gas content makes it difficult to produce 

CBM from Fort Yukon coal at significant rates.  Figure 4.4 shows that even with well 

spacing as close as 20 acres, the maximum daily gas production rate is less than 10 
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MSCF/D.  Such a low production rate is not adequate to provide enough gas for power 

generation.  Cumulative gas recovery as a function of time is shown in Figure 4.5.  The 

cumulative recovery declines sharply with increasing well spacing. 

 

 

 

            Figure 4.3   Coalbed Gas Content from Fort Yukon and Continental US 
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Figure 4.4   Gas Production Rate (MSCF/D) vs. Time (Years) 
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Figure 4.5   Cumulative Gas Produced (MSCF) vs. Time (Years) 

 

 

Another issue associated with CBM production is disposal of produced water.  The 20 

acre well spacing results in the highest amount of produced water as shown in Figure 4.6.  

Disposal of produced water adds to the overall cost of CBM production.  A sensitivity 

study of the effect of coal bed permeability on gas production rate is shown in Figure 4.7.  

The gas production rate increased from 10 to 25 MSCF/D when coal permeability was 

increased from 0.2 to 2 md, however, further increase in coal permeability did not 
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increase the gas production rate.  Clearly, at permeabilities above 2 md, gas production 

rate becomes constrained by low gas content of the coal. 

 

 

 
 
 

Figure 4.6  Water Production Rate (STB/D) vs. Time (Years) 
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Figure 4.7  Effect of Coal Permeability on Gas Production Rate 

 

 

 
Conclusions 

In conclusion, the simulation study indicated that CBM gas production from the Fort 

Yukon coal beds would not result in significant gas production, even if close well spacing 

were used, because of low gas content and low permeability of the Fort Yukon coal beds.  
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The simulation study also showed that low gas content, rather than low permeability, is 

the primary cause of the lack of significant gas production from these coal beds. 
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CHAPTER 5 

ECONOMIC ANALYSIS 

 

The first step in evaluating the viability of coal bed gas as an alternative source of energy 

is to correctly define the equivalent fuel gas usage rates, surface facility specifications 

and design requirements for this community.  In an earlier study (Ferguson and Ogbe, 

2003), the surface facility design requirements, approximate costs for using treated coal 

bed gas as the primary energy source were estimated and used to establish “rough order 

of magnitude” costs for developing total system for production of CBM.  The study 

gathered data on the volumes of fuel consumed in Fort Yukon area and performed a 

preliminary economic analysis of CBM production using a conceptual surface production 

and distribution facility.  Table 5.1 summarizes the fuel gas utilization data for Fort 

Yukon area.  Equivalent CBM fuel gas rate requirements were determined based on the 

current liquid fuel heating values and expected heating values of future coal bed gas.  The 

conceptual production facility design was based on peak anticipated fuel gas needs 

through the year 2015.  The cost estimate utilized typical factors for similar equipment 

installed in remote arctic environments such as the Alaskan North Slope oil fields. 

 

The key findings of this pre-drilling economic study are as follows: 

1. The total equivalent fuel gas usage needs for the Ft. Yukon area were 

determined to be 250 MSCFD based on current electric and heating needs (as of 

2003).  This includes both the local community and the adjacent USAF military 

facility.   
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Table 5.1  Summary of Current Fort Yukon Area Fuel Usage 

(Source: Ferguson and Ogbe, 2003) 

 

Consumer 

Current Fuel Usage 

(Gallons/ Year) 

Project Fuel Gas Needs 

(MSCF / Day) 

GZ Power Utility 186,000 74 

USAF Power Utility 109,000 43 

Local Grocery Store 35,000 14 

Other/Contingency (10%) 32,000 13 

Total Electric 362,000 143 

Yukon Flats School District 27,000 11 

Water Treatment and Supply 31,000 12 

Municipal/Tribal Gov’t 30,000 12 

Residential housing 150,000 59 

Other/Contingency (10%) 23,000 9 

Total Heating 261,000 103 

 

Grand Total 

 

623,000 

 

247 
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2. Including the effects of peak winter month consumption swings and the 

projected future needs through the year 2015, a peak fuel gas need of 460 

MSCFD was projected.  

3. The total capital costs for the subsurface and surface equipment to supply 

coalbed gas for Fort Yukon’s energy needs were estimated at $5.06 to $7.06 

million for a range of potential well development costs to provide the necessary 

gas rate.  This assumes the current plan to relocate the GZ Power Utility 

proceeds. We also estimated the incremental cost to convert from diesel to gas 

fired generators. 

4. The current total electric and heating fuel cost to the Fort Yukon community is 

approximately $1.2 million per year. The energy cost for the average 

commercial and residential consumer in the Fort Yukon area is approximately 

$14.40/ MMBTU.  Assuming a fuel gas value of $8/MSCF ($8.89/MMBTU), 

the total energy cost to all commercial and residential consumers in the 

community would be reduced to approximately $700,000 per year resulting in a 

savings of approximately $500,000 per year.  The average residential household 

savings were estimated to be $700 to $1,500 per year depending on the Power 

Cost Equalization (PCE) subsidy assumed in the calculations. 

 

The Fort Yukon well drilled in 2004 as a part of this project determined that the coal beds 

in this area cannot produce adequate amount of CBM to meet the energy needs of the 

village.  However, the cost data from the trial can be used to perform a realistic economic 

analysis of a Fort Yukon project for developing and producing CBM, and the data may 
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also be useful for studying similar developments in other remote Alaskan villages.  In this 

chapter, the Fort Yukon drilling costs and fuel usage rates are entered into an economic 

model to determine the final CBM based energy prices for the area.  The cost of delivery 

of CBM gas determined from this study can be compared to the current energy costs as 

well as other alternative sources of energy.  The following sections describe the specific 

objectives, methodology, and results from the economic analysis. 

 

5.1  OBJECTIVES OF ECONOMIC ANALYSIS 

The Fort Yukon CBM project conducted a trial drilling in a Fort Yukon coal bed in order 

to determine the costs and physical potential of fully developing a reservoir.  Data on 

costs for building and constructing surface facilities to handle gas processing and gas 

distribution to end users in the community was also gathered.  The cost data is evaluated 

using an economic model to determine the feasibility of CBM for rural Alaskan 

communities.  While the trial drill hole in Fort Yukon came up dry, the cost data from the 

trial was sufficient to determine the feasibility of a CBM project in other locations.   

 
Specific goals of the economic analysis are as follows. 

1. To assemble a database of information.  The data base will include the estimated 

fuel gas required to meet current energy usage/consumption in Fort Yukon, the 

reservoir characteristics, the number of wells required to deliver gas, and the 

water production rates.  The previous trial drill established the costs of drilling, 

completing, and maintaining the wells down to a depth of 3,000 ft. sub-sea. 
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2. To develop an economic model to show the feasibility of developing a CBM 

project for Fort Yukon.  The model is general enough to use for other rural Alaska 

areas.   

3. To give results from the model to show how feasible a CBM project is in Fort 

Yukon or in a comparable rural Alaskan village. 

4. To prepare the data and results in a format that can be used as a model for 

implementing the use of CBM gas in other rural Alaska communities. 

 

5.2  METHODOLOGY 

Oil and gas companies use economic models of projects to determine whether a project is 

economically feasible and to compare the economics of various projects.  They also use 

the models to conduct “sensitivity analyses,” that is to answer questions like how will the 

project’s economics change if the price of oil increases by ten percent or there are cost 

overruns of twenty percent.  Governments use economic models to determine the 

appropriateness of fiscal systems and the effect of various incentives on private 

investment and government revenues. 

 

All models are evaluated using the project return on investment (ROI).  The ROI 

indicates which project may prove the better investment.  The ROI is used to compare 

project scenarios that have different patterns of costs and expenditures and evaluate them 

all on a common basis.  Generally, better projects have higher returns on investments.  

The ROI, however, must be high enough to make the project feasible.  The point at which 

a project becomes feasible is called the hurdle rate.   
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In this analysis, a specific hurdle rate is fixed and the economic model is used to 

determine a price for heat and electricity for the village based on that specific hurdle rate.  

Cost data obtained from the trial drilling and other sources are included in the model.  In 

addition, a sensitivity analysis is carried out.  Since costs to run a CBM project in a rural 

Alaskan village are expected to be higher than some of the cost estimates included, the 

economic model was run over different cost scenarios.  Specifically a cost overrun 

multiplier was created at 50%, 100%, 150%, and 200% above the base case data to 

determine how such a cost overrun will affect the final price of heat. The model runs 

given in the appendixes show the relationships between the final price of energy and the 

cost overrun multiplier.   

 

5.3   ASSUMPTIONS 

 
5.3.1.   CBM Field Modeled 

The model assumes that the project occurs in Fort Yukon. The field is in the vicinity of 

the site where an exploratory well was drilled in 2004. 

 

5.3.2.   Scale and Duration 

The economic model is constructed at the pod level, where a series of CBM wells from a 

contiguous field tie into a single pod.  The node feeds its gas into higher-pressured 

pipelines.  The produced gas is transported to Gwichyaa Zhee (GZ) Corporation power 

utility plant for electrical power generation and also distributed to end users (homes) for 

heating.  The FY-CBM (Fort Yukon CBM) model assumes that the entire system 
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operates for 15 years.  Costs, revenues, and profits are calculated as if the entire system 

from wellhead to burner tip and electrical appliance were one system. 

5.3.3.   Ramp Up 

The model includes three scenarios for the ramp up of the system.   Usually coal-bed 

methane fields take one to three years to dewater before the methane becomes available 

for sale.  Since dewatering represents a significant cost and since it causes revenues to be 

delayed, it will have a significant impact on the economics of such a project.  In this 

study, a one year, two year, and three year ramp up are considered. 

 

5.3.4.   Energy Demand 

Energy demand includes the demand for CBM gas delivered to the GZ power utility plant 

in Fort Yukon as well as gas delivered to the town for heating.  Another energy user is 

the U.S. Air Force’s Power House that is on location near Fort Yukon.  The consumption 

quantities were estimated from earlier studies for Fort Yukon.  The demand also includes 

fuel use for powering the compressors that transport the gas through the pipeline.  The 

demand is adjusted for differences in the BTU content and the impurities of the FY-CBM 

gas, as measured against natural gas standards.  The demand for Fort Yukon is shown in 

the Appendix A. 

 

5.3.5.   Costs 

Costs are broken down as follows.  Tables 5.2 to 5.7 give specific estimates.  These 

include the costs of CBM production and dewatering well construction, water disposal 
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well, fuel gas distribution system, utility conversion costs, operating costs, taxes and 

other costs. 

 
A.) CBM production and dewatering wells  

Based on project specifications, five wells will be used to create a single pod.  This one 

pod will normally be enough to produce the required methane consumption.  Slim hole 

wells were used in the analysis.  The tangible and intangible costs for each well drilled 

are $853,000.  These capital costs of constructing the pod include drilling and completing 

the five wells.  Each well will be used to dewater and to produce CBM gas.  Detailed cost 

estimates of CBM production and dewatering wells at Fort Yukon are shown in Table 

5.2. 

 

 

Table 5.2  Coal Bed Methane Well Costs for Site #1: Fort Yukon 

       (Cost of Constructing Five Wells for Producing CBM gas and Dewatering) 

 

Itemized Project Expenses 

Drill, Test & 

Completion 

Summary Costs  
Sources and Comments 

Tangible Costs:     

Tubular Equipment ---  

Wellhead Equipment ---  

Completion Equipment ---  

Dewatering Equipment ---  

    

Total Tangible Costs:             $150,000  
 Based on Petroleum News 

Article 
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Intangible Costs:     

Project preparation including 

equipment repair, parts, and 

supplies 

           $112,000  
Based on 2004 Drilling 

Costs 

USGS Headquarters Assessment              $96,000                        " 

Drilling charges            $175,000                        " 

Expendable items (bits, mud, 

casing, grout, cement etc) 
             $81,000                        " 

Other USGS personnel charges 

(logging, GW, QW) and data 

analysis 

             $13,000                        " 

Shipping and transportation related 

expenses 
            $143,000                        " 

Pack equipment and prepare for 

barge 
              $15,000                        " 

Transportation of equipment from 

Denver to Nenana 
              $30,000                        " 

Transportation of equipment from 

Nenana to Fort Yukon 
              $35,000                        " 

   

   

Total Intangible Expenses             $702,000    

Tangible and Intangible             $853,000    

Open Hole Costs             $853,000  Per well 

     

Total Site Costs $4,264,000 
5 wells for dewatering and  

producing CBM gas 
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B.) Water disposal well 

There are two options for water disposal.  One option is shallow re-injection, and the 

other is deep re-injection.  The options are governed by finding a competent formation to 

contain the produced water.  An important consideration is to avoid contaminating water 

tables in the vicinity of the formation.  Such formations could be 3000 feet (shallow well) 

or deeper (deep well).  Since a deep well is not going to cost much more than a shallow 

well, we assume a typical well cost similar to the CBM wells as listed in Table 5.2 above.  

This would include the costs of constructing the surface water re-injection facilities. 

 

C.) Well peripherals  

Capital costs of constructing surface facilities for gas processing include water removal, 

gas treatment, and a pipeline to the relocated power utility.  The following items are 

expected as part of the water removal and gas treatment bundles:  insulated housing for 

meters, filters and separators to prevent freezing, water flow lines, water meters, PVC 

line to water treatment pits, vacuum breakers to prevent a vacuum lock from stopping 

water flow in the line, gas meters, gas dehydrator, compressor, gas scrubber.  Table 5.3 

provides details of these costs. 
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Table 5.3  Capital Costs of Surface Facilities/Pipeline to Relocated Power Utility 

 

 Process 

Equipment 

Cost  

Fort Yukon 

Installed Module 

Cost 

Water Removal   

Two-phase Separator -Water KO Drum (2' OD 

*6'H) 

$2,100 $11,000 

Water Re-injection Pump (400BWPD, 1000psi, 

10HP) 

$5,250 $26,000 

Total:  $37,000 

   

Gas Treatment   

Mole Sieve incl. Regeneration $52,500 $263,000 

   

Total Processing Building  $299,000 

   

Pipeline to Relocated Power Utility  $184,000 

(Nominal 3.5" line ~ 1 mile from well locations)   

Total:  $483,000  

 

 

 

D.) Fuel gas distribution system 

This is the system of pipelines which will carry the methane to individual houses and 

businesses for heating needs.  The costs associated with constructing the distribution 

system are shown in Table 5.4. 
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Table 5.4  Fuel Gas Distribution System 

 

 

Components  

Anchorage  

Installed cost 

Fort Yukon 

Installed 

Cost 

Total Costs 

2" Main trunk line through town 

(3 miles) 

$5.25/ft $10.5/ft $166,000 

1" Lateral lines to buildings (30 

miles) 

$1.05/ft $2.1/ft $333,000 

Pressure regulatory station   $26,000 

Building tie-in/metering (300 @ 

$525/building) 

  $158,000 

Total:   $683,000 

    

 

 

 

E.) Utility conversion costs 

The power generation facilities need to be converted to burn methane.  These costs 

include additional modules for gas-fired plant, an additional footprint, and the conversion 

of existing diesel power generators (Table 5.5). 

 
The capital costs described in A.) through E.) are summarized in Figure 5.1. 
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Table 5.5  Gas Power Utility Conversion Costs 

 

Modules Costs 

Additional modules for gas fired plant (additional 

footprint) 

$856,000 

Conversion of existing diesel power generators $1,628,000 

Total: $2,483,000 

 

 

 

 

 

Five Wells
$4.3 million

Waste
Water 
Well

$0.85 million

Conversion
of Power

Plant
$1.63 milion

Power Plant
Additional
Modules

$0.85 million

Fuel Gas
Distribution

$0.68 million

$8.8 Million Total

Gas Treatment
$0.26 million

Pipeline to Plant
$0.18 million

Water Removal
$0.03 million

 
 

Figure 5.1: Pie Chart of Costs for Wells and Capital 
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F.) Power plant move (optional) 

Costs include the relocation of the existing power plant.  The plant is scheduled to be 

moved due to flood plain considerations.  Therefore, this is not a typical expense when 

comparing a Fort Yukon project to other villages.  However, one model run was done 

with this expense included.  The cost is projected at over $7.1 million, which would 

almost double the costs of a Fort Yukon project.   

 
G.)  Operating costs 

Operating costs comprise the costs of operating the node and surface facilities as well as 

the costs of operating water re-injection facilities.  This is based on direct annual 

operating costs for CBM production in Powder River Basin in Montana and Wyoming 

Here, there are 10 wells dewatering from 1,000 ft.  Since the FY-CBM project is first of 

its kind in Alaska, no operating cost estimates for remote Alaskan location are available.  

Thus, data from Montana and Wyoming, which are somewhat similar to Alaska in terms 

of rural nature and population density, was used.  The operating cost estimates are listed 

in Table 5.6. 

 

 

Table 5.6  Operating Costs 

 

Expenses: Yearly Costs  

  Supervision and Overhead $5,300 

  Labor (pumper) $8,100 

  Auto Usage $2,400 

  Chemicals $0 

  Fuel, Power & Water $23,600 

 62



  Operative Supplies $1,900 

Subtotal $41,300 

  

Surface Maintenance, Repair & Services:  

  Labor (roustabout) $11,600 

  Supplies & Services $7,300 

  Equipment Usage $4,100 

Subtotal $23,000 

  

Subsurface Maintenance, Repair & Services:  

  Well Servicing $25,100 

  Remedial Services $5,700 

  Equipment Repair $11,800 

Subtotal $42,600 

  

Total $106,900 

 

 

 

H.) Cost multiplier 

It is expected that costs for a village CBM project will be higher than the estimates above 

because of Alaska’s extreme remoteness and weather.  Therefore, the economic model 

includes a multiplier that will run the costs at multiples of the base case of 1, 1.5, 2, 2.5, 

and 3.  This will take into account the higher costs of a commercial project in Alaska.  

Experience from other projects in Alaskan villages suggests that rural Alaska’s total 

project costs will end up being in the 1.5 to 2.5 cost multiplier range. 
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i) Taxes 

Taxes are determined assuming the final value of natural gas at the burner tip and of 

electricity at the transformer.  Tables 5.7 gives specific taxes. 

 

Table 5.7  Taxes 

 

Taxes Rates  

Federal Income Tax 35% 

State Income Tax 9.4% 

Severance 10% 

Royalty 6% 

Depreciation  

MACRS 7 years for well costs 

MACRS 15 years for utility and 

gas distribution 

 

 

 

5.4  RESULTS 

Table 5.8 summarizes the results from the base case economic model runs.  Detailed plots 

for the different economic scenarios are shown in Appendix A. 

 

Table 5.8  Economic Model Results 

Base Case Costs (with no cost overruns) $/MSCF $/kWH 

3 year ramp up to dewater    

5% ROI  $14 14¢ 

10% ROI  $24 24¢ 
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15% ROI  $35 35¢ 

2 year ramp up to dewater   

5% ROI  $14 14¢ 

10% ROI  $21 21¢ 

15% ROI  $31 31¢ 

1 year ramp up to dewater   

5% ROI  $13 13¢ 

10% ROI  $19 19¢ 

15% ROI  $26 26¢ 

 

 

Conclusions  

The equivalent total fuel consumption for both electrical and heating needs in the Fort 

Yukon community has been estimated by this study to be 220 MSCF/D with a projected 

slow increase in demand for fifteen years.  The cost for initial capital and wells is 

estimated at $8.8 million with an initial operating and maintenance cost of $107,000 per 

year that will increase with inflation.  These costs and consumption figures were used in 

the economic model to estimate fuel prices for a given return on investment (ROI).  

Based on current energy costs for liquid fuels ($29/MMBTU), there is the potential for 

significant savings to the consumer converting this alternate energy source.  The final 

price for electricity generated from CBM gas will be between 35¢ and 50¢ per kWH 

assuming a 10% ROI and a three year start up.  This price is comparable, but not 

competitive with the price of electricity (45 cents/kWH) generated using diesel, based on 

a diesel price of $4 per gallon at the time of this analysis.  However, power generation 

from CBM is likely to be more environmentally friendly than using diesel. 
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CHAPTER 6 

USE OF DRILLING WASTE 

 

An unanticipated and positive outcome of the drilling process at Fort Yukon was 

innovative use of drilling waste as sealant for landfill site.  This was neither part of the 

initial project objectives nor the anticipated tasks.  The use of drilling waste as a sealant 

is described below. 

 

6.1  Beneficial Use of Drilling Waste as a Sealant for Old Landfill Site 

Drilling waste, predominately bentonite, that was generated by the project was used as a 

sealant for an old landfill site southwest of Fort Yukon’s airport runway (Figure 6.1).  It 

was determined that surface disposal of the solid waste would not present a threat to the 

public heath, safety, or welfare, or to the environment, but rather would provide a 

beneficial seal to an old problem that existed in the Fort Yukon area.  This opportunity 

provided for convenient disposal of the product and would help to protect the water table 

and Yukon River from possible contaminants from the old landfill.  The State of Alaska, 

Div. of Geological & Geophysical Surveys in a July 9, 2004, memorandum from the 

project team, DGGS, U.S. Geological Survey (USGS), University of Alaska Fairbanks 

and Bureau of Land Management,  to The State of Alaska Department of Environmental 

Conservation (ADEC), Div. of Environmental Health, requested approval to manage 

drilling waste to help seal an old landfill site, known as the Old City Garbage Dump, at 

Fort Yukon near the barge landing site.  The location of this site is in the SE ¼, SE ¼ of 

Section 12, T20N, R11E Fairbanks Meridian.  Fannie Carroll, City Manager of Fort 

Yukon submitted a letter to ADEC (dated June 27, 2004) requesting this beneficial use of 
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the drilling mud at the Old City Garbage Dump.  The plan for sealing the old Fort Yukon 

landfill using drilling waste is shown schematically in Figure 6.2. 

 

The drilling waste that was generated by this exploration project consisted of bentonite 

clay, drill cuttings, water, and cellulose polymer-quick-gel high yield bentonite (used for 

hole stability, circulation control, clay-shale control); Aqua-gel bentonite (hole stability, 

circulation control, mud weight); Pac-L powdered cellulose polymer (clay-shale control); 

EZ mud liquid polymer (clay-shale control); and Pennetrol liquid detergent (to prevent 

clay balling around drill bit).  Art Clark, U.S. Geological Survey in Denver, CO 

supervised the landfill seal operations.  Drilling activities were anticipated to produce 

10,000 to 20,000 gallons (1,336-2,673 cubic feet) of drill mud/additives/cuttings that 

would dehydrate to approximately half its original volume leaving a total of 

approximately 750-1250 cubic feet of dry product. 1250 cubic feet will then cover a 100' 

X 50' area to a depth of 3 inches.  A vacuum-truck was rented from the City of Fort 

Yukon to collect the mud and cuttings from the drill site’s ADEC-permitted temporary 

containment pit during drilling operations and driven to the old landfill site.  The drilling 

mud waste was then sprayed through a hose evenly across the old landfill site.  The 

disposal covered up to ½ of the old landfill site, or approximately 100 feet long by 50 feet 

wide.  The wet mud subsequently generated about 15 cubic feet of dry product once 

dehydrated and provided between 2 to 4 inches of seal.  When the bentonite and cuttings 

dried out, the area was covered with about 2 inches of soil/gravel seal.  Figure 6.3 shows 

a sample photograph of the landfill area after it was successfully sealed with drilling 

waste. 
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Figure 6.1  Fort Yukon’s old landfill near airport 
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Figure 6.2  Plan for sealing part of old landfill at Fort Yukon 
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Figure 6.3  Successful use of drilling waste as sealant for landfill 

 

 

Conclusion 

Drilling waste generated from a water-based drilling fluid system, drilling through non-

oil bearing zones, can be successfully used as sealant for landfill areas without any 

significant environmental risks. 
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CHAPTER 7 

CONCLUSIONS AND RECOMMENDATIONS 

 

7.1  CONCLUSIONS 

The re-entry well DOI-04-1A at Fort Yukon drilled in 2004 using a lightweight, portable 

rig cut through two coal zones of tertiary age.  Core samples of coal from both zones 

were recovered and analyzed for geological and petrophysical properties, and methane 

gas content.  Reservoir simulation for gas production rate forecast and economic analysis 

of power generation from CBM gas at Fort Yukon using actual drilling cost data were 

performed.  The following conclusions are drawn from this study. 

 
1. The project demonstrated that use of lightweight, portable drilling rigs is a viable 

way for drilling slim holes for CBM production and dewatering in remote 

locations of Alaska. 

2. Production of CBM gas in sufficient quantity to meet the energy needs of Fort 

Yukon is not feasible because of very low gas content and very low permeability 

of the coal beds.  Even with close well spacing, CBM production rate at Fort 

Yukon would fall far short of the amount of gas needed. 

3. Economic analysis of power generation from CBM at Fort Yukon, using actual 

drilling cost data, shows that the cost of electricity generated via CBM is 

comparable, but competitive with the cost of electricity generated traditionally 

using diesel.  This conclusion is based on the prevailing price of diesel at the time 

of analysis.  If the price of diesel goes up significantly, power generation from 

CBM may become economically attractive.  On the other hand, power generation 
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by using CBM, a clean fuel, always has intangible benefits in the form of 

reducing environmental damage. 

4. Drilling waste generated in a drilling process using water-based drilling fluid 

system and drilling through non-oil bearing zones can be successfully used as 

sealant for landfill areas without any significant environmental risks.  This is 

likely to help reduce drilling waste disposal costs in remote areas. 

 

 
7.2  RECOMMENDATIONS 

Additional work should investigate the synergy of combining the GZ Power Utility with 

the U.S. Air Force Power House to reduce overall relocation and gas conversion costs.  

RSA Engineering considered some of these options for a diesel plant.  More detailed 

analysis is needed to explore gas-fired generator conversion costs for the existing 

utilities.  In addition, investigations should analyze the potential to utilize waste heat 

recovery to enhance energy efficiency and reduce heating fuel needs.  

 
Further work must focus on the response of variations in reservoir rock permeability and 

the drainage area of each well (acreage).  Also it would be wise to analyze how produced 

water can be processed for significant amounts of drinking-quality water.  Finally for the 

Fort Yukon Coal-Bed Methane Economic Model (FY-CBM-EM) to provide even better 

results, we need additional industry cost estimates which are difficult to obtain because 

these are proprietary. 

 
The cost for residents and commercial buildings to convert to gas heating systems will 

vary for each consumer. A future study should be performed to determine the best 

options available to the primary commercial consumers (i.e., Yukon Flats School District, 
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Water Supply and Treatment, and other key municipal/tribal government facilities) as 

well as to the various residential consumers. This will help establish the upper limit of the 

gas price that the overall project investor(s) can reasonably expect to charge for his 

product.  

 
If a similar project is done for another Alaskan village, detailed work needs to be done to 

ascertain design requirements and costs of all the elements of such a project.  The largest 

area of uncertainty is the number of wells and the costs to meet the projected gas supply 

and demand. Future well gas rates and deliverability will be critical to calculation of the 

well costs. The associated water rates will also represent a key design and cost factor. 

The best site for the coal-bed methane wells and processing facilities must be determined.  

The associated pipeline routing and gas distribution network should be included in a site 

evaluation.  The impact of soil conditions on the pipeline route and on the gas distribution 

network needs to be investigated to better establish design requirements and project costs.  
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APPENDIX A 

Tables and Figures from Economic Analysis 

 

Appendix A includes fuel demand table, and results from specific economic model runs 

based on different cost options. 

 

Table A.1  Fort Yukon Diesel Fuel Demand Projection 

and its Equivalent Gas Requirement 

 

Year Total Gallons 

Of Diesel Fuel 

Gas Equivalent 

(MSCF/D) 

 

2004 527,337 209 

2005 534,039 211 

2006 541,038 214 

2007 548,093 217 

2008 555,205 220 

2009 562,375 223 

2010 569,602 225 

2011 576,888 228 

2012 584,232 231 

2013 591,635 234 

2014 599,098 237 

2015 606,620 240 

2016 614,203 243 

2017 621,846 246 

2018 629,551 249 

2019 637,317 252 

2020 645,145 255 
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Figure A.1  Price to cost Multiplier Relationship with no Plant Relocation Cost 

(Start in 3rd year-price/MCF)   
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Figure A.2  Price to Cost Multiplier Relationship with No Plant Relocation Costs 

(Start in 3rd Year-price/kWH) 
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Figure A.3  Price to Cost Multiplier Relationship with No Plant Relocation 

Costs(Start in 2nd Year-Price/MCF) 
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Figure A.4  Price to Cost Multiplier Relationship with No Plant Relocation 

Costs(Start In 2nd Year-Price/kWH) 
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Figure A.5  Price to Cost multiplier relationship with no Plant Relocation 

Costs(Start In 1st Year-Price/MCF) 
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Figure A.6  Price to Cost Multiplier Relationship with No plant Relocation Costs 

(Start In 1st Year-Price/kWH) 
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Figure A.7  Price to Cost Multiplier Relationship with Plant Relocation Costs (Start 

in 3rd Year-Price/MCF) 
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Figure A.8  Price to Cost Multiplier Relationship with Plant Relocation Costs (Start 

in 3rd Year-Price/kWH) 
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ABSTRACT 
 

Tertiary non-marine sedimentary rocks beneath Fort Yukon, Alaska were drilled and 
cored in 2004 as part of a joint effort between the Alaska Division of Geological & 
Geophysical Surveys, U.S. Geological Survey, U.S. Bureau of Land Management-
Alaska, University of Alaska Fairbanks, and U.S. Department of Energy-Arctic Energy 
Office to evaluate the shallow gas potential of lignite seams beneath Fort Yukon.  This 
effort reentered a 1994 U.S. Geological Survey drill hole that was originally drilled and 
cored to 1,283 feet to study Tertiary paleoclimates.  The 2004 drilling operations drilled 
to a total depth of 2,287 feet and recovered about 650 feet of core from core drilling, and 
cuttings were collected from about 330 feet of rotary drilling.  We studied the lower Fort 
Yukon 2004 core in order to describe its stratigraphy and interpret its depositional 
settings. 
 

The 1994 and 2004 drilling combined encountered two major coal zones, an upper 
coal zone about 58 feet thick (from 1,257 to 1,315 feet) and a lower 45-ft-thick coal zone 
(from 1,875 to 1,920 feet).  The upper coal zone is middle Miocene in age (16-18 Ma) 
and the age of the lower coal zone is likely Miocene in age as well (T. Ager, USGS, 
personal communication).  Lithologies within the Fort Yukon core are organized into 
eight general lithofacies that are: coal (lignite), carbonaceous shale, claystone, silty 
claystone, siltstone, silty sandstone, sandstone, and pebble sand.  Grain types within the 
silty claystone to sandstone include polycrystalline and monocrystalline quartz, chert, 
white mica, lithic clasts, and traces of plagioclase.  Beginning at ~2,170 feet are pebbly 
sand interbeds of unknown thickness that coincide with a prominent reflector recognized 
in a 2001 shallow seismic study of Fort Yukon. 
 

Generally, the lower Fort Yukon core consists of stacked sequences of sandstone, 
siltstone and claystone, ±carbonaceous shale and/or coal.  We interpret these sediments to 
represent a meandering river to lacustrine and sometimes poorly drained swamp system.  
The fluvial settings fine upwards from sand- to silt-dominated facies into eventual lake 
and sometimes a poorly-drained swamp environment above, represented by carbonaceous 
shale or lignite.  Parallel laminations in some claystone horizons suggest varved lake 
deposits representing seasonal variations in sedimentation. 
 
 



INTRODUCTION 
 

Drill core collected during 2004 operations at Fort Yukon, Alaska (figs. 1 and 2) to 
test the methane content of Tertiary-age lignite was studied for general lithology, 
characteristics and depositional settings.  Fort Yukon, Alaska was determined to be a 
priority site for testing the potential for shallow coalbed gas as a rural energy source 
based on village demographics, geologic setting, and the presence of potentially gassy 
coal beneath the community (Tyler and others, 2000).  The drilling operations and coal 
desorption are described in Clark (in press), Barker and others (in press), along with an 
aquifer test assessment (Weeks and Clark, in press).  The 2004 project reentered a 1994 
U.S. Geological Survey (USGS) climate study drill hole located at the U.S. Air Force 
Fort Yukon Long Ranger Radar Site (LRRS) that was initially drilled to a depth of 1283 
feet.  The drill hole, now named DOI-1a-04 well (API no. 50-091-20001) is located at 
latitude 66.55949° N and longitude 145.20616° W on the southeast end of the community 
site (fig. 1).  In 2001, high-resolution shallow seismic reflection data was acquired to 
determine the thickness of the coal seam encountered in the 1994 coring operations and 
its lateral extent (Miller and others, 2002).  Hereafter we refer to the 2004 core study as 
the “lower Fort Yukon core”.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2.  Photograph of lower Fort Yukon 
core removed from core barrel.  

 
 
 
 
 

Figure 1.  Location of  2004 slim-hole drill 
coring operations area (yellow box) and drill
hole location (shown as red circle) to the
southeast of the community of Fort Yukon. 
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GEOLOGIC SETTING 

 
The community of Fort Yukon, is situated approximately in the northeast center of 

the Yukon Flats basin (fig. 3), an alluvial and marshy, lake-dotted lowland of more than 
13,600 mi2, that is confined by the arcuate Tintina-Kaltag fault system to the south, to the 
west by the Kokrine-Hodzana highlands, to the east by the Kandik thrust belt, and the 
southern foothills of the Brooks Range to the north.  On the basis of gravity modeling, it 
is suspected that the Yukon Flats basin may have almost 2 mi of Cenozoic fill, with 
portions along the Yukon River as thick as 2.8 mi (Hite and Nagayama, 1980) (30-50 
mgal gravity lows, fig. 3).  The metamorphic basement in the Yukon Flats basin consists 
of two main terranes, the Tozitna and Porcupine terranes.  The Porcupine terrane contains 
Precambrian metamorphic rocks and Cambrian-Devonian to Pennsylvanian-Permian 
structurally complex marine and non-marine sedimentary strata (Kirchner, 1994). 
 

Structurally, the Yukon Flats basin has been interpreted as an extensional graben 
complex indicated by topography representing normal faults and divergent magnetic 
patterns are observed beneath the Tertiary fill (Kirchner, 1994).  Till and others (2004) 
cite geophysical evidence of major crustal-scale splays of the Tintina system that cut 
through the entire thickness of the crust.  Using new apatite fission track data, they have 
documented uplift events that correlate with similar eastern Brooks Range events that 
suggest a continental-scale linkage of crustal deformation during the Tertiary (Till and 
others, 2004). 
 

Three cycles of Tertiary sediments of nonmarine affinity are exposed around the 
perimeter of the Yukon Flats and within the Tintina trench.  Tertiary coal outcrops at 
several localities (fig. 3) including the Mudbank on the Hodzana River (See fig. 4), Drew 
Mine near Rampart, Schieffelin Creek, and Coal Creek.  Reifenstuhl (2006) reports a few 
hundred feet of Eocene to Oligocene fluvial sandstone, pebbly sandstone with lesser 
conglomerate, and minor coal are exposed at Schieffelin Creek.  The first sedimentary 
cycle is represented by latest Cretaceous-early Tertiary strongly folded conglomerate, 
sandstone, shale, and minor coals in the Tintina trench (Brabb and Churkin, 1969).  In 
mid-Tertiary time, Miocene coal bearing formations exposed at Coal and Mudbank 
Creeks, outcrops in the Tintina trench, and northeast of Fort Yukon are evident typically 
consisting of conglomerate, sandstone, coal bearing siltstone-shale, and fine grained 
lacustrine sediments.  The final Tertiary sedimentary cycle is composed of sand and 
gravel deposits that may extend into the Quaternary (Brosgé and others, 1973).   
 

Farmer and others (2003) suggests that the Paleocene-early Eocene strata deposited 
in the southwest perimeter of the Yukon Flats basin, notably near Rampart, may be the 
result of extension related to early Tertiary strike-slip displacement on the Tintina fault.  
During this stage of basin development, regional tectonic subsidence led to the 
development of poorly organized, internally drained watersheds with intermittent 
ponding of water within the basin (Farmer and others, 2003). 
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Figure 3.  Regional geology of the Yukon Flats basin. Green lines delineate 
1:250,000-scale quadrangles. Geology modified from Kirchner (1994) and Troutman
and Stanley (2003). 
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Thickness of the Tertiary section beneath Fort Yukon is likely on the order of 6000-
7000 feet based on a recent gravity inversion (J.D. Phillips, U.S. Geological Survey, 
unpublished data).  The lithology and depth of basement rocks beneath Fort Yukon are 
uncertain. Aeromagnetic and gravity data, together with regional geologic relationships, 
suggest that the basement at Fort Yukon consists of Devonian to Jurassic oceanic rocks 
related to the Tozitna and Angayucham terranes (Saltus and others, 2004).  On the basis 
of gravity modeling, it is suspected that the Yukon Flats basin may have almost 2 mi of 
Cenozoic fill, with portions along the Yukon River as thick as 2.8 mi (Hite and 
Nagayama, 1980). 

 
 

Figure 4.  Photograph of Tertiary outcrop containing thin lignite seams at the 
“Mudbank” on the Hodzana River, a tributary to the Yukon River.  Approximately 
80 air miles from Fort Yukon. 
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CORE DESCRIPTION PROCEDURE 

 
Continuous 2.4 inch diameter core was collected from 1283 to 1835 feet during 

drilling operations.  Rotary drilling only was conducted from 1835 to 1900 feet where a 
deeper, significant lignite was encountered and the rig returned to continuous coring from 
1900 to 1965 feet.  Rotary drilling operations resumed from 1965 to the final depth of 
2287 feet.  For the non-core intervals, cuttings that were collected during drilling 
operations were utilized for this study.  Art Clark, USGS-Denver, provided preliminary 
interpretations of the gamma ray log which conveyed additional information on the 
lithology of the non-cored intervals.  The core and cuttings were stored in 10-foot 
cardboard core boxes (fig. 5) and subsequently shipped to Anchorage, Alaska. 

 
The approximately 650 feet of core (2.4 inch diameter) collected from the 2004 

drilling operations was processed and described in detail during May and June, 2005 at 
the USGS storage facility in Anchorage.  Processing of the core included removal of 
residual drilling mud where necessary to show representative sedimentary features, 
lithologic mineralogy and grain size variations.  Detailed descriptions of the core 
lithologies were recorded, starting from the base to the top of the core.  In addition to 
detailed lithologic descriptions, the core was photographed (under sunlight) at core box-, 
sedimentary contact- and macro-scales to illustrate the various depositional 
environments.  Representative samples of the pertinent lithologies were collected for thin 
section study and photomicrographs.  The foot-by-foot descriptions and subsequent thin 
section descriptions are provided in Appendix A.  Lithologies, brief core descriptions, 
interpreted depositional settings, and relevant thin section photographs are in figures 7 to 
18.  Future core studies may include porosity and permeability measurements, 
palynological, and geochemical analyses. 
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Figure 17A-F.  Photomicrographs of grain mounts from lower Fort Yukon core.  
See figures 7, 8, and 10 for stratigraphic position in core. 
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Figure 18A-D.  Photomicrographs of grain mounts from lower Fort Yukon core.  
See figures 11 and 12 for stratigraphic position in core. 
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DISCUSSION 

 
We recognize 18 fining upward cycles (A-R) within the lower Fort Yukon core and 

cuttings that reflect episodic changes in base level within a fluvio-lacustrine-mire setting 
(see conceptual depositional model, fig. 19).  Overall, the general pattern of 
sedimentation is fining upwards from sand- to silt-dominated fluvial deposits into 
eventual claystone to silty-claystone lacustrine or marsh deposits, and/or lignite or 
carbonaceous shale deposits representing a poorly-drained swamp environment.  The 
fining upward cycles represent a decrease in energy up-section whereby stream flow and 
erosion cease and are overtaken by a rise in base level and subsequent peat formation. 
 

The summary suite of depositional settings and their corresponding lithofacies [in 
brackets] recognized during this preliminary investigation of the lower Fort Yukon core 
Tertiary sediments are: 
 
• Fluvial high-energy active channel [pebble sand conglomerate] 
• Fluvial- seasonally active braided stream [sandstone and silty sandstone] 
• Overbank crevasse splay [siltstone, clayey siltstone] 
• Lacustrine or oxbow lake, ± varves [silty claystone, claystone] 
• Well-drained shallow marsh [claystone, carbonaceous shale] 
• Poorly-drained peat-forming mire [lignite, carbonaceous shale] 
 

Our interpretations are based on a single core and it is difficult to establish the lateral 
extent of these facies.  However, based on the seismic survey of Miller and others (2002), 
the major subsurface reflectors extend across the entire Fort Yukon area suggesting that 
the major facies are laterally extensive.  Were a three-dimensional view of the Fort 
Yukon Tertiary possible with multiple drill holes, we would likely see lateral accretion of 
stream channel sands, overbank flood deposits, stream channel abandonment and the 
development of well-drained marsh, lacustrine and poorly-drained swamp (mire) 
environments.  Rip-up clasts of coal at the base  of channel sands suggest erosion of peat-
forming swamp during higher energy lateral stream migration during base level fall.   
 

Analysis of the sedimentary record preserved in this drill core and outcrops on the 
periphery of the basin will help to constrain depositional models that provide insight on 
the hydrocarbon potential of the Tertiary within the Yukon Flats. 
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Figure 19.  conceptual model for the Tertiary fluvial, lacustrine, and peat-forming mire 
settings represented in the lower fort Yukon core. 
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Disclaimer 
 
 
This report was prepared as an account of work sponsored by an agency of the United 
States Government.  Neither the United States Government nor any agency thereof, nor 
any of their employees, makes any warranty, express or implied, or assumes any legal 
liability or responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights.  Reference herein to any specific commercial product, 
process, or service by trade name, trademark, manufacturer, or otherwise does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof.  The views and opinions of authors 
expressed herein do not necessarily state or reflect those of the United States Government 
or any agency thereof. 
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Abstract 
Reducing fossil fuel consumption both for energy security and for reduction in global 
greenhouse emissions has been a major goal of energy research in the US for many years.  
Fuel cells have been proposed as a technology that can address both these issues—as 
devices that convert the energy of a fuel directly into electrical energy, they offer low 
emissions and high efficiencies.  These advantages are of particular interest to remote 
power users, where grid connected power is unavailable, and most electrical power 
comes from diesel electric generators.  Diesel fuel is the fuel of choice because it can be 
easily transported and stored in quanaties large enough to supply energy for small 
communities for extended periods of time.  This projected aimed to demonstrate the 
operation of a solid oxide fuel cell on diesel fuel, and to measure the resulting efficiency.   
 
Results from this project have been somewhat encouraging, with a laboratory breadboard 
integration of a small scale diesel reformer and a Solid Oxide Fuel Cell demonstrated in 
the first 18 months of the project.   This initial demonstration was conducted at INEEL in 
the spring of 2005 using a small scale diesel reformer provided by SOFCo and a fuel cell 
provided by Acumentrics.   However, attempts to integrate and automate the available 
technology have not proved successful as yet.  This is due both to the lack of movement 
on the fuel processing side as well as the rather poor stack lifetimes exhibited by the fuel 
cells.  Commercial product is still unavailable, and precommercial devices are both 
extremely expensive and require extensive field support.   
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Executive Summary 
 
Reducing fossil fuel consumption both for energy security and for reduction in global 
greenhouse emissions has been a major goal of energy research in the US for many years.  
Fuel cells have been proposed as a technology that can address both these issues—as 
devices that convert the energy of a fuel directly into electrical energy, they offer low 
emissions and high efficiencies.  These advantages are of particular interest to remote 
power users, where grid connected power is unavailable, and most electrical power 
comes from diesel electric generators.  Diesel fuel is the fuel of choice because it can be 
easily transported and stored in quantities large enough to supply energy for small 
communities for extended periods of time.  This projected aimed to demonstrate the 
operation of a solid oxide fuel cell on diesel fuel and to measure the resulting efficiency.   
 
Results from this project have been somewhat encouraging, with a laboratory breadboard 
integration of a small scale diesel reformer and a Solid Oxide Fuel Cell demonstrated in 
the first 18 months of the project.   This initial demonstration was conducted at INEEL in 
the spring of 2005 using a small scale diesel reformer provided by SOFCo and a fuel cell 
provided by Acumentrics.   However, this demonstration was a temporary breadboard 
integration accomplished in the parking lot of a building, and lasted for only about 4 
hours.   
 
This initial demonstration was followed by other activities intended to improve the 
system integration and verify longer term operation.  The fuel cell was shipped to 
Fairbanks to be operated on natural gas while waiting for the automation of the diesel 
reformer.  The fuel cell operated for less than 40 hours before failure, was returned to the 
factory, then operated for just under 4000 hours before it failed again.  The diesel 
reformer integration effort was even more problematic, as the proposing company 
changed management, and the funds requested in the initial proposal ($250,000) were 
deemed inadequate for the necessary work by the new management.   
 
Based on the experiences of this project, it appears that reliable, economic fuel cells 
operating on diesel fuel are still unavailable, and precommercial devices are both 
extremely expensive and require extensive field support.  It is not clear if or when these 
devices will be developed to a point suitable for use in remote communities in Alaska.   
 

Background 
 
Even at the beginning of the 21st century, much of Alaska remains remote and 
undeveloped, unconnected to either the road system or to the electric power grid.  Those 
who live in these remote areas of Alaska depend on diesel electric power generators, and 
their power costs are far higher than those of typical US consumers, with recent rates 
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exceeding $1.00 per kW-hr in some communities.  Environmental concerns are also an 
issue, both particulate emissions from the diesel exhaust, and the contamination of water 
supplies from spilled fuel [1].   
 
In the late 1990’s, Polymer Electrolyte Membrane (PEM) fuel cell suppliers (the type of 
fuel cells used in automobiles and busses) became interested in the rural Alaska energy 
problem as a possible ideal application for their products[2].  Small scale fuel cells are 
much quieter than internal combustion engines and could be placed in individual 
residences, and the waste heat from the fuel cell could be used to supply heat to the 
residence.  However, after testing PEM fuel cell systems provided by several suppliers, it 
became apparent that these fuel cells were considerably less efficient than promised (22% 
rather than 40%) [3-5], and that they did not have the desired longevity, lasting a year at 
best [6].   Diesel reforming also proved problematic, and no long term demonstrations 
were successfully conducted on these fuels.  However, diesel reformers provided by 
Idatech and by Dias Analytic were delivered and tested, though the performance period 
from each unit was only about 50 hours [2].   
 
Solid Oxide Fuel Cells have been demonstrated for longer periods of time and have been 
shown to have better performance [7], with lifetimes of 68,000 hours (8 years) and 
efficiencies of 49% on natural gas.  The DOE SECA program was designed to help the 
industry to develop commercial product and address basic research and development 
issues [8].  A demonstration was conducted in Fairbanks on a 5 kW SOFC provided by 
Fuel Cell Technologies of Kingston Ontario, with a successful run of 9200 hours on 
natural gas  [9].  Conversations with industry representatives indicate that hydrocarbon 
reforming was proceeding, and that integrating a SOFC fuel cell and diesel reformer into 
a single unit could be done, but that the best fuel cell technology and reforming 
technology might not from the same suppliers.   

Goals and objectives 
 
The goal of this project was to advance the state of the art in fuel cells that could operated 
on logistical fuels.  Solid Oxide fuel cells appeared to be more attractive than lower 
temperature fuel cells due to the high operating temperatures, so that the heat provided 
from the fuel cell would be of use for the reformation reaction.  The project was proposed 
to proceed in three phases:   

1. Demonstration of a 5 kW SOFC operating on diesel reformate provided by the 
INEEL 500 kW diesel reformer (funded by the US Navy) 

2. Development of a diesel reformer appropriately sized for use with the 5 kW 
SOFC . 

3. Breadboard integration of the fuel cell and reformer.   
 
While the ultimate goal of any program of this kind would seem to be the complete 
integration of the fuel cell and diesel reformer, it was quite apparent from discussions 
with suppliers that this integration required considerable attention to the details of 
integration to allow for proper heat and mass transfer to occur.  Given the fact that the 
best reformer technology and the available fuel cells were not from the same company, 
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and that intellectual property issues were involved in the integration of the two, this 
project moved forward with more modest expectations, with the integration of the two 
parts only at a laboratory breadboard integration.  This was intended to be a proof of 
concept, and allow information to be collected on the operation of the fuel cell and 
reformer, but not to be a finished product.  One thing of interest was the heat 
management of the fuel cell, as SOFCs operating on natural gas use steam reforming, 
which is an endothermic reaction, cooling the system.  In the proposed diesel 
reformer/fuel cell breadboard test, the reformation reaction occurs outside the fuel cell 
envelope, which means that additional air flow is required to maintain fuel cell 
temperature.   
 
 

Selection of Fuel Cell Company 
There are several potential suppliers of solid oxide fuel cells, but there are no solid oxide 
fuel cells that could currently be considered commercial devices (fixed price, fixed 
delivery date, fixed specifications and a warrantee).  The DOE SECA program[8] 
focusing on the development of solid oxide fuel cell systems was promoting the basic 
R&D of small scale SOFC systems, and their integration into 5 kW test packages, and so 
the participants in that program seemed to be the most likely sources for fuel cells.   
 
UAF had previous experience with the products from Fuel Cell Technologies (FCT) of 
Kingston, Ontario, and was quite impressed with the system quality, efficiency and 
operating reliability of those systems.  At the beginning of this program, however, FCT 
was experiencing difficulties in obtaining fuel cell stacks from their supplier to integrate 
into their system, and found itself unable to meet its commitments to its customers.  
When asked to provide a quote for a system for this program, the number given was 
about $300,000—quite a handsome sum for a 5 kW power generator.   
 
A second supplier, Acumentrics, of Westwood, Massachusetts (near Boston) actively 
pursued this proposed project, and was willing to provide a fuel cell at $200,000 (quite a 
bit lower than FCT, but still a lot of money for a small generator).  Acumentrics was a 
small electronics firm providing ruggedized uninterruptible power supplies to the 
military, but purchased SOFC technology from a group of New Zealand developers.  The 
technology being developed at Acumentrics focused on low cost manufacturing 
techniques using small scale tubes, deposition of material layers with ceramic slurries, 
and slightly lower operating temperatures than some other SOFC systems.   
 
Other fuel cell suppliers were also considered, including SECA participants such as 
Delphi, who is developing a planar SOFC.  Rolls Royce Fuel Cell division was also 
approached.  However, these companies were unwilling to provide a quote for a small 
scale unit for this program.   
 
Based on cost and availability, Acumentrics appeared to be the best supplier for the 
SOFC, and was included in the original proposal.   
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Selection of Reformer Company 
 
UAF has had some experience with diesel reforming in the past, and has developed a 
healthy respect for the difficulties in this task.  While the transformation of natural gas to 
syngas is a routine operation in many petroleum refineries, and, in theory, any carbon 
source including coal or biomass can be converted to syngas, the development of small 
scale diesel reformers has proved problematic.  The main issues is the complete 
vaporization and mixing of the diesel fuel with the reacting air or steam.  In small scale 
reactors sized to match small fuel cells, the surface to volume ratio is large, and the 
probability of developing cold spots on walls is high, resulting in localized carbon 
deposition, which in turn nucleates the formation of more carbon.  Once solid carbon 
forms, it is difficult to remove, as it is thermodynamically stable in the reducing 
environment of the reformer.  Once it begins to form, it grows to cover the catalytic 
surfaces of the reactor bed, and eventually plugs the flow channels, stopping the reactor.   
 
The US DOE Energy and Efficiency division spent considerable effort in 2001-2004 
attempting to develop an on-board gasoline reformer for fuel cell powered vehicles.  This 
strategy had the advantage of being able to use the conventional fueling infrastructure 
currently available in the US while also enabling the transition to hydrogen fuel cell 
power.  However, entry into this market required that the resulting vehicles perform in 
ways similar to conventional automobiles, including rapid starts, reasonable fuel 
economy, and packaging of the systems within the expected envelope of a normal 
automobile.  This effort was reviewed in 2004 and the program was canceled as the 
issues identified were deemed beyond the resources of the program at that time, and the 
focus shifted to on board hydrogen storage for automotive use.   
 
One of the participants in the DOE EE program was SOFCo EFS, a division of 
McDermott, located in Alliance, Ohio.   This company had been working on the problem 
of diesel reforming since the 1994, and had invested about $60M in research in this area.   
During a site visit to the facility in March of 2002, a 50 kW gasoline reformer was 
installed in the laboratory for evaluation.  Discussions indicated that this reformer worked 
well on gasoline, but the start-up times and the volume constraints required by the DOE 
were not met.  However, it was indicated that operation on diesel fuel for stationary 
applications would be possible.   
 
During the Fuel Cell Seminar in November, 2002, Lyman Frost from SOFCo and Robert 
Carrington from INEEL indicated interest in testing a SOFC on a slipstream from the 
diesel reformer currently being built at INEEL.  This device was intended to operate a 
500 kW PEM fuel cell, but that fuel cell had proved to be unobtainable.   
 

Description of the INEEL Diesel Reformer 
 
Phase 1 of this project was intended to show that a fuel cell system could operate on a 
reformate stream from diesel fuel.  The original plan was to use a slipstream from a 500 



 9

kW diesel reformer being built at Idaho National Engineering and Environmental 
Laboratory, with funding from SOFCo and the Navy in October, 2004.   
 
The development of this reformer was funded largely through a Navy program intended 
to demonstrate fuel cells for use on board ships.  The Navy is particularly interested in 
providing auxiliary power to their ships for several reasons, both for use in port, and as a 
backup system to decrease vulnerability during battle.  This project began in the late 
1990s when PEM  fuel cell manufactures were promising compact, inexpensive fuel cells 
to be used in transportation applications[10].  A 500 kW fuel cell was proposed as being 
of the right size for urban bus applications, so the diesel reformer was sized to match.   
 

 
Figure 1  Schematic of the 500 kW reformer at INEEL. 

 
By the time AETDL became involved with this project, the actual PEM fuel cell intended 
for the demonstration had been replaced with a simulated fuel cell—a reactor chamber 
that converted the reformate into heat and an exhaust stream similar to that from a fuel 
cell.   
 
INEEL expressed interest in using a slipstream from the reformer to supply the 5 kW 
SOFC to demonstrate that the reformer could work with a fuel cell.  The SOFC is 
actually an easier match with the diesel reformer, as SOFCs are more tolerant of carbon 
monoxide (SOFCs will convert CO and steam to Hydrogen and CO2 in a spontaneous 
reaction inside the fuel cell stack, while PEM fuel cells are poisoned by CO levels above 
a few parts per million).   
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First demonstration attempt, October, 2004 
 
The first attempt to demonstrate the operation of the Acumentrics Solid Oxide fuel cell 
operating on a slipstream of the INEEL 500 kW diesel reformer was conducted in 
October 2004.  This date was chosen as  it coincided with the time scheduled for a 100 
hour test (approximately 1 working week) to demonstrate the stable operation of the 
diesel reformer as an important milestone in the Navy program.   
 
The Acumentrics fuel cell was shipped to Idaho Falls in anticipation of the 
demonstration, and UAF personnel traveled to witness the demonstration and collect 
data.   
 
Upon arrival at the INEEL facility, it became apparent that the expected level of progress 
had not been achieved.  The reformer had been assembled, and filled a large bay of a 
building with hundreds of feet of piping and insulated reactor beds.  A computerized 
control system had been built for both control and data acquisition.  The fuel cell feed 
was installed as a port in the piping system at the appropriate point to divert about 1% of 
the total gas stream to the fuel cell.   
 
However, this reformer failed to operate in a stable manner, and we were unable to 
demonstrate operation of the fuel cell from this reformer.  The major reason for this 
appeared to be the instability created by dynamic issues related to the separation of the  
compressor and turbine used to move gasses through the system.  In a typical turbine 
engine, there is a very small volume and no restrictions in the combustor zone, so 
increasing the fuel flow to the engine results in a very rapid increase in power delivered 
to the turbine, increasing the air flow into the system.  This results in a stable acceleration 
of the engine.  In the INEEL diesel reformer, a total of 200 feet of large diameter piping 
and 6 packed reactor beds had been installed between the compressor and the comubstor.  
This created a large lag time between the addition of fuel to the system (into the first 
packed bed) and the subsequent arrival of this energy at the turbine.  In fact, when diesel 
fuel was initially injected into the system, this fuel needed to be vaporized, increasing the 
backpressure on the compressor, but the fuel value of the fuel did not appear at the 
turbine until much later, perhaps minutes later.  This made the reformer almost 
impossible to control (at a public meeting, one of the operators described running the 
system “like juggling snakes”, and when asked who designed the turbine he replied 
“Satan himself.”)   Also contributing to the difficulty in controlling the system was the 
use of pneumatic valves for control (for safety reasons), which resulted in sluggish 
controls.   
 
The fuel cell fared slightly better in this initial start-up attempt, with some shipping 
damage to the insulation package around the fuel cell stack noted.  Also, during fuel cell 
start-up on natural gas, CO was detected inside the laboratory that was traced to the 
exhaust from the fuel cell (about 60 ppm was measured in the exhaust).    
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Figure 2  Acumentrics Fuel Cell at INEEL, October, 2004.  Energy Alternatives Jim Buckley is standing next to fuel cell 
unit.   

The attempt to run the fuel cell on a slipstream from the 500 kW reformer were 
abandoned after three days.  The fuel cell was put back in the shipping crate and returned 
to the Acumentrics factory for repairs.  
 
Attempts were made to operate the reformer for several weeks after the attempt to run the 
fuel cell, but the longest sustained run of the reformer was for 40 minutes.   
 

Second Attempt 
 
During a meeting at the Fuel Cell Seminar in November, 2004, a new demonstration 
strategy was developed, using a smaller 20 kW diesel reformer built by SOFCo at their 
Alliance OH facility, which would be shipped to INEEL for a demo.  This was planned 
for early in January, 2005.   
 
The Acumentrics fuel cell was returned to the factory, repaired, and a factory acceptance 
test was conducted during the last week in December, 2004 to verify that the fuel cell was 
operating properly.   
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SOFCo delayed shipping the diesel reformer, however, and so the demonstration was 
planned for mid March, with all participants being on site between March 14-16, 2005.   
 
The diesel reformer and fuel cell were installed just outside the building at INEEL where 
the large diesel reformer was operating, in order to make use of some of the 
instrumentation installed for the larger unit.   
 
Initial startup of the fuel cell and diesel reformer were attempted on Monday, March 14, 
with much of the day occupied with calibrating the mass flow lines needed for the diesel 
reformer.  On Tuesday March 15, both the diesel reformer and the fuel cell were 
operational by mid afternoon, the fuel cell operating on natural gas, and the diesel 
reformer operating on low sulfur diesel, and a short test of about 45 minutes was 
conducted, with operation continuing long enough to approach thermal equilibrium.   
 
On Wednesday, March 16, the fuel cell and diesel reformer were both started early, with 
the fuel cell operating on natural gas during the warm up (to baseline the fuel cell at the 
altitude) and the diesel reformer started on Syntroleum S2 fuel (no lubricity additive).  
After about 2 hours of independent operation, the reformate stream was directed into the 
fuel cell, and the system was operated on this fuel for about 2 hours.  The feedstock for 
the diesel reformer was then switched to the low sulfur diesel fuel, and the system 
operated for another 2 hours to collect equilibrium data in this configuration.  

 
Figure 3  Setup in the parking lot at INEEL.  Acumentrics fuel cell at left, SOFCo reformer at right.  Natural gas suppy 
in tank with wheels, the insulated line at the top is for the steam supply. 
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It must be noted that there were some issues of concern in this demonstration.  First, 
while the reformer was identified as a CPOX (Catalytic Partial Oxidation) device, these 
normally operate without the addition of steam, this reformer required steam for fuel 
vaporization.  The addition of steam is also beneficial for the prevention of coking in 
reformers.  However, requiring steam makes the technology less desirable from a remote 
field application viewpoint, as pure water is difficult to provide.  This issue may 
disappear in a final version of the system where water vapor from the fuel cell exhaust 
could be used, as long as the mass flow balance could be shown to work.   
 
A second issue is the efficiency demonstrated—the reformer was sized a bit bigger than 
the fuel cell, with about 9kW of diesel fuel flowing into the system, while the fuel cell 
was providing about 1.5 kW electrical energy out.  This means that the fuel utilization 
during the demonstration was quite low, and further development is required if higher 
efficiencies are to be achieved.   
 
 

 
Figure 4  Low Sulfur diesel label for fuel used at INEEL demonstration.  Maximum sulfur content of 15PPM. 
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Figure 5  SOFCo Diesel reformer, as installed at test at INEEL.  Note the control system (named Mark) at the back 
end of the machine.   
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Also, during the demonstration, the carbon monoxide detectors inside the building 
adjacent to the fuel cell and reformer indicated higher than normal readings.  A portable 
detector was used to locate the source of this gas, (the reformer produces large amounts 
of CO during its normal operation, but this should be consumed in the fuel cell and 
converted to CO2, but a leak could result in large amounts of CO being released into the 
atmosphere), and was found to be coming from the exhaust of the fuel cell.  This was not 
expected, as the fuel cell should have been converting all the CO into CO2 in the 
combustion zone after the fuel cell.  (Later testing showed that the CO was actually 
leaking from the fuel cell stack area, due to incomplete sealing of the hot zone of the 
area).   
 
 
However, the good news during this demonstration was that the fuel cell operated as 
expected, meaning that a steady output was obtained from the fuel cell during operation 
on both natural gas and the reformate stream from the small SOFCo reformer.  The fuel 
cell was operated for a total of nearly six hours, with initial start up on natural gas, 
followed by stable operation on low sulfur diesel fuel and Syntroleum synthetic diesel 
fuels.  The operation on the reformate gas required some adjustments in the air flow to 
the fuel cell, as internal reforming was not being done inside the fuel cell boundary, but 
these adjustments were made without difficulty.  [11] 
 

 
Figure 6  Transition between natural gas and diesel reformate, showing transitions in temperature and mass flow 
signals.   
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A press release was generated that very carefully stated that a successful demonstration 
had occurred: 
 

Press Release Language 
 
The US Department of Energy, The Arctic Energy Technology Development 
Laboratory (AETDL) , the Department of the Navy, the Idaho National 
Engineering and Environmental Laboratory (INEEL), Acumentrics Corporation,  
and SOFCo Corporation successfully demonstrated  the operation of a Solid Oxide 
Fuel Cell on reformate from diesel fuel on March 16, 2005 at INEEL in Idaho 
Falls, ID.  This demonstration was part of a continuing effort to use readily 
available fuels to create electricity using highly efficient fuel cell technology.    
 
During the demonstration, operation on two fuels was demonstrated, including 
conventional diesel fuel manufactured to the new EPA 2007 low sulfur spec, and a 
Fischer Tropsches synthetic fuel made by Syntroleum Corporation of Tulsa, 
Oklahoma.  Both the fuel cell and reformer were stable on these fuels.   
 
 

 
The efficiency measured during this demonstration was not at a desirable level—the 
reformer was sized a bit bigger than the fuel cell, with about 9kW of diesel fuel flowing 
into the system, while the fuel cell was providing about 1.5 kW electrical energy out.  
This means that the fuel utilization during the demonstration was quite low, and further 
development is required if higher efficiencies are to be achieved.  In addition, some 
parasitics in the system (most notably the need for external steam for the reformer) were 
not accounted for in the demonstration evaluation (this function was intended to be 
incorporated into the final reformer design).   
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Figure 7  Graph showing some of the data collected during the run at INEEL.  Here the fuel and air flows can be 
seen, showing the natural gas flow is shut off during the Syntroleum and ULSD runs, and the air flows are adjusted 
to maintain constant voltage and amperage.   

In one sense, this demonstration met the “laboratory breadboard” demonstration goal 
listed as the end result in our initial proposal.  However, there was also ample evidence of 
the need for additional work.   The outstanding issues included automating the reformer 
to allow for continuous operation without the presence of an experienced operator, and 
conducting a long term test of at least 1000 hours to verify stable operation of the fuel 
cell stack on diesel reformate.   
 
The project team then proposed continuation of the project towards a longer term 
demonstration of the reformer and fuel cell, to occur in Fairbanks.  This proposal 
included two major pieces:  development of the control system for the diesel reformer, 
and long term demonstration of the operation of the SOFC.   
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Figure 8  Stable operation of the Acumentrics fuel cell on Natural gas, Syntroleum Fuel, Low Sulfur Diesel fuel, and 
returning to natural gas, from the March 16, 2005 run at INEEL.   

 

Development of the control system for the diesel reformer at 
SOFCo 
 
In the initial proposal to the USDOE through the Arctic Energy Office at UAF, phase 1 
of the demonstration was intended to be operation of the fuel cell on a slipstream from 
the 500 kW diesel reformer at INEEL, and phase 2 was for the development of a small 
scale diesel reformer by SOFCo, of Alliance Ohio.   
 
After the successful operation of the small diesel reformer at INEEL, discussions were 
held with SOFCo about the scope of work for the development of the small diesel 
reformer.  SOFCo has been involved in liquid hydrocarbon reforming for many years, 
and was a major participant in the US DOE EE program to develop on board reforming 
of gasoline for fuel cell powered vehicles in the early part of this decade.  However, this 
program was abandoned when it became apparent that on board reforming was unlikely 
to meet some of the stringent requirements for operation on a vehicle, including weight, 
start up times, and gas purity.   
 
SOFCo was also involved with the state of Ohio in developing an small SOFC system 
intended to provide auxiliary power to large trucks, especially for operation when the 
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trucks are not on the road (many truckers simply leave the engine at idle to provide power 
electrical power to the truck cab while the driver rests).   Initial discussions with SOFCo 
centered on ways to combine the goals of these two projects so that a single development 
effort could result in deliverables for both programs, leveraging funding on both sides.   
 
A sub-award document was prepared by UAF contracting with a $250,000 budget and a 
performance period of 14 months, beginning in January, 2006, with delivery of the 
completed reformer to UAF for testing in the spring of 2007.  Based on preliminary 
discussions between contracting groups, it was expected that this subaward SOW would 
be signed and returned quickly.  However, this did not occur. 
 
After several months, it became clear that SOFCo was not able to sign the subaward due 
to negotiations over the sale of the company.  The existing management was unwilling to 
sign documents committing the company to the deliverables, but did indicate that the 
funds available in this award were part of the negotiations.   
 
In April of 2007, it was announced that the new purchaser of SOFCo was Rolls Royce 
Fuel Cells.   Given the interest that this company indicated in diesel reforming, it was 
expected that the sub-award would quickly be signed and returned to UAF.  However, 
this did not occur.  After several phone calls and discussions with the new management, 
it became clear that the issue was the new management considered the level of funding 
inadequate for completion of the proposed work.  Rolls Royce proposed a budget 
requiring more than double the previously negotiated funding levels.  Since this amount 
was considerably more than the funding available in the project, discussions were held 
with the USDOE Arctic Energy Office and NETL over a possible increase in the project 
budget to fund this effort.  No funds were approved for this increase, so the sub-award 
documents were never signed.   
 

Fuel cell demonstration program at UAF 
 
After the successful completion of the operation of the Acumentrics fuel cell on diesel 
reformate in the INEEL parking lot, the fuel cell was put back into the shipping crate and 
shipped to Fairbanks. At this point in time, it was fully recognized that the delivery of the 
diesel reformer was some time away, but Acumentrics stacks had only been demonstrated 
for a maximum of 1500 hours.  A decision was made to attempt to operate the fuel cell on 
natural gas while waiting for the delivery of the diesel reformer.   
 
The fuel cell was installed at the Fairbanks Natural Gas facility in south Fairbanks, as the 
required utilities (natural gas, electrical supply, internet connections, exhaust lines, and 
waste heat recovery systems) were already installed, but the test site was vacant due to 
the recent failure of the FCT unit.   
 
The unit was started on March 30, 2005, but ran for only 12 hours before it experienced a 
shutdown.  A restart of the unit was attempted on April 6, but the unit did not start. 
Examination of the unit resulted in the discovery of a failed air supply fan, which was 
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replaced.  A new fan was shipped, and a restart attempt occurred on May 5, 2005.  
During this attempt, a backfire occurred traceable to backpressure in the exhaust line, 
which caused instabilities within the fuel cell unit and a backflash of hot gases through 
fans designed only for ambient air.  These fans melted, and needed to be replaced.  In 
addition, a fan was placed in the hot exhaust line to lower the backpressure at the unit.   
 
On May 16, the unit was restarted again.  During start-up, it was noted that the fuel 
control valve was not functioning properly, but Acumentrics reps suggested that we open 
the valve full throttle and run anyway.  The unit operated for about 12 hours before a 
voltage instability developed on one row of cells, indicative of a stack failure.  
Acumentrics did not seem particularly interested in repairing the stack.   
 
In the fall of 2005, Acumentrics contacted UAF proposing to rebuild the fuel cell with a 
newly designed stack configuration.  This new design was intended to shorten the 
electrical path between cells, reducing the ohmic losses in the stack, improving the 
efficiency of the system.  

 
Figure 9.   Performance of new stack design, Acumentrics.  Graph shoes improved voltage performance and higher 
achievable maximum current density for “triple chromite” configuration.   
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Figure 10. Operation of test stack at Acumentrics, showing stable operation.  X axis is time in hours, Y axis is single 
cell voltage in volts.  Temperature is in degrees C.   

 
 

After some discussions and approval from DOE, the unit was shipped back to the factory 
for the rebuild in the Spring of 2006.  The unit was rebuilt during the fall of 2006 and 
returned to Fairbanks in December of 2006 after a factory acceptance test.   
 
 

The unit was started again on January 2, 2007.  The details of this run are included in 
Appendix A.  However, some general comments can be made.   
 
First, the efficiency of the fuel cell operating on natural gas was much lower than 
expected—during the best run, near the beginning of the life of the fuel cell, the 
efficiency (based on total natural gas in to AC electricity out to the building) was 19.8%.  
During the longest run of 2700 hours, the efficiency was measured at 17.8%.  Secondly, 
the fuel cell operated for a total of 3968 hours before the stack failed.  While this is a 
considerable improvement from previous fuel cells developed by Acumentrics, it still 
falls far short of the 40,000 hour goal frequently stated as necessary for commercial 
markets.   
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After the stack failure in October 2007 discussions were held with the Acumentrics staff 
about what should be done with the unit.  The AETDL process was nearing an end so 
additional funds were not available.   It was apparent that operating a fuel cell on diesel 
fuel was not likely to happen.  Also, the Acumentrics unit at Exit Glacier operating on 
propane experienced a stack failure, and could not be operated, and the Acumentrics 
factory was no longer supporting the cell design used in that stack.  There were some 
funds left available for continued work, but not enough to support both projects.  The 
decision was made to  repair the stack in Fairbanks, but to operate it at Exit Glacier 
during the summer of 2008 on propane.  The results from that demonstration can be 
found in the final report on that project. [12, 13] 

Discussion and Conclusions 
 
This results of this program can be best described as a mixed success.  A solid oxide fuel 
cell was delivered to the program, and it operated on reformate from low sulfur diesel 
products for a few hours.  A run of about 4000 hours was achieved on a small scale 
SOFC operating on natural gas.   
 
However, the inability to achieve many of the aims of the program should also be noted:  
the initial attempt to operate fuel cell on the 500 kW diesel reformer failed because the 
reformer did not operate in a stable manner.  The successful diesel demonstration lasted 
only a few hours.   The fuel cell failed quickly after the initial demonstration when 
operated on natural gas.  The reformer was not automated due to changing requirements 
for funding of this task.   The rebuilt fuel cell achieved only about half the advertised 
efficiency (20% achieved compared to the 40% promised).  These results demonstrate 
that the fuel cell industry has a long way to go before fuel cells will be inexpensive, 
reliable, and capable of replacing other technologies in commercial markets.   
 
These results are consistent with others in the industry.   Diesel reforming with Solid 
Oxide fuel cells was the focus of sponsored research during the early parts of this decade 
[14-17], but a web search at the time of this writing did not indicate much recent activity 
in this field.  The waning enthusiasm for fuel cells in general and diesel reforming in 
particular is unfortunately traceable to the results obtained from programs such as this 
one.   
 
The inability of the industry to develop commercial products is perhaps best indicated by 
the public announcement in June 2007 of the attempted sale of the Siemens Fuel Cell 
division.  This group has been active in SOFC R&D since the mid 1970s, and has 
achieved many scientific and technical demonstration successes, and total corporate and 
government investment in this company is rumored to be well over one billion dollars.  In 
2000, they announced the building of a factory to produce hundreds of fuel cell systems 
per year for commercial deployment.   
 
The reasons for this slow progress towards commercialization are many, but it is worth 
considering the differences between fuel cells operating on hydrocarbon fuels as 
compared to conventional combustion technologies.   
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For a combustion device such as a diesel generator or a gas turbine, the combustion 
reaction is a homogenous gas phase reaction that occurs when fuel and air are mixed and 
ignited.  If one of these components is removed, the reaction stops, but usually the system 
simply stops with no permanent damage to the hardware.  The engines are self aspirating, 
meaning that they pull in their own air supply by creating a vacuum by mechanical 
means.  And the systems are robust with respect to the presence of impurities:  the worst 
that usually happens if minor impurities are put into the system is that environmentally 
unfriendly products may result (think of acid rain caused by sulfur in fossil fuels), but the 
system continues to operate (an important safety feature in aircraft engines).  The 
thermodynamic efficiency depends on the maximum temperature achieved, but this 
occurs in the gas phase, and the containing structures (the piston and cylinder walls in a 
diesel engine) remain much cooler, allowing the use of ordinary engineering materials 
(steel, cast iron, or even aluminum).  And the combustion systems are compatible with a 
wide variety of naturally occurring hydrocarbon fuels, from natural gas to coal.   
 
Fuel cells are electrochemical reactors, where air and fuel need to be supplied to reacting 
surfaces under carefully controlled conditions of temperature and pressure.  The entire 
fuel cell stack must be maintained at temperature, so all materials used in the system must 
be capable of surviving on a long term continuous basis (at 800 degrees C, the 
temperature of solid oxide fuel cells, most metals experience rapid high temperature 
oxidation corrosion).  The system is not self aspirating, so air must be supplied through 
an external blower or compressor (so much for the myth of no moving parts), and even 
short term interruptions in fuel or air can result in major damage to the system through 
chemical attack or thermal shock.  Impurities are a major problem, as these impurities 
may block catalytic sites necessary for the gas-solid phase reactions.  Small defects in the 
individual cells may create shorts, and the failure of a single cell is sufficient to stop the 
operation of the entire system.  Care must be taken in starting and stopping the system to 
avoid thermal shock, although thermal cycling itself is somewhat damaging to the 
system.    Hydrocarbon fuels do not react directly in fuel cell systems, so naturally 
occurring fuels must be reformed into hydrogen and carbon monoxide (syngas) in order 
to be used by the fuel cell.   
 
The reforming reactions are complex, involving a mixture of a hydrocarbon, oxygen, and 
steam, but the exact reaction products are a complex function of temperature, pressure, 
flow rate, mixture ratios, hydrocarbon structures, and impurities.  Natural gas is by far the 
easiest fuel to reform, but even this fuel in commercial purities contains sulfur in levels 
sufficient to contaminate many fuel cell systems.  Heavier hydrocarbons, especially 
diesel fuels containing aromatic compounds, are especially difficult to reform, as the 
heavier molecules may condense out on cold wall surfaces and nucleate the formation of 
solid carbon particles, otherwise known as soot formation.   This soot can quickly plug 
the channels in the reformer, stopping the reaction and the fuel cell.  Soot formation can 
be suppressed by adding additional steam to the system, but creation of the steam is an 
energy parasitic on the system.  In order for diesel reformers to be usable, they must be 
compact and cheap as well as efficient, but successful operation of diesel reformers to 
date have not included these attributes.   
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The successful commercial use of fuel cells requires that all these issues be addressed in a 
single system.  There are no fundamental chemistry or physics laws preventing success, 
but the engineering challenges are daunting.  In particular, the use of high purity exotic 
materials in fuel cells and reformers, the complex manufacturing processes needed to 
fabricate them, the intolerance of these systems to impurities, and the long lead time 
needed to prototype and test these systems all drive the development costs to very high 
levels.  Given the billions of dollars that have been invested to date, it seems appropriate 
to evaluate the progress achieved and the cost, and compare to the future investments that 
need to be made if this technology is to succeed.   
 
The goal of the Alaska Arctic Energy Technology Development Program was to 
determine if fuel cells are of use to the people living in remote communities as a more 
reliable and economic way of providing energy to residents of these communities.  Based 
on the activities in this project, it appears that that the answer to this question is—not yet.  
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 1 
 start  1/4/2007 2:04:00 PM Hours 48.816666 
 Efficiency: 10.78% 
 stop  1/6/2007 2:53:00 PM Cumulative Hours 48.816666 

 Electric  start: 17335 Electric Meter end: 17410 Total kW hours 75 
 Gas meter start: 0 Gas meter end: 24 Gas x 100 tt3 24 
Start up  
 Jim Buckley here for start up.  Unit experienced rapid on-off cycling of start-up burner, issue solved by changing low  
 temperature set point for burner start up.  Significant odor detected from unit during start up. 

Running notes: 
 Unit continued to give off a significant amount of irritating fumes during operation, CO sensors in room gave readings of up  
 to 60 PPM CO during operation.  Also, heat recovery coil was plugged, but the decision was made to deal with this issue  
 during the next shutdown.  Unit was not visible on the internet, Acumentrics personnel had no access to unit while running. 

Shut down notes: 
 Unit shut down due to erratic cell voltage on two adjacent cell voltage taps.  Data set revealed one cell at a negative  
 voltage, the adjacent at nearly 2 volts, most likely due to loss of contact on lead. 

Repair notes: 
 Cell voltage issue discovered to be incomplete crimping of lead to voltage tap.  Wire was reattached with new crimp fitting,  
 all other fittings checked for adequacy of crimping.  Also installed internet access lines for communications, and attempted  
 to rearrange insulation to prevent carbon monoxide from getting into building.  Also replaced heat exchanger on top of fuel  
 cell. 

 Planned Routine maintenance Control System Stack failure 
 Manufacturing defect Balance of plant failure Low Cell Voltage 
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 2 
 start  1/31/2007 3:14:00 PM Hours 502.41666 
 Efficiency: 19.82% 
 stop  2/21/2007 1:39:00 PM Cumulative Hours 551.23333 

 Electric  start: 17410 Electric Meter end: 18479 Total kW hours 1069 
 Gas meter start: 24 Gas meter end: 210 Gas x 100 tt3 186 
Start up  
 Make up air line installed in building near fuel cell, and significant airflow was entering the building through this.  Unit failed to 
  start on first several attempts--turned out that the igniter was not in proper position--unit started promptly when this was  
 installed properly.  CO measurements were much lower in the building.  Coolant leak on heat recovery system discovered,  
 patched with a clam type repair kit.  Flammable gas detector inside the unit started beeping, adjusted cover to allow more air 
  flow inside the unit. 

Running notes: 
 2/1/07  Flammable gas detector beeping again, covers adjusted.  Data computer shut down for several days after  
 Windows automatic upgrade caused restart--lost data from 3 days.  Fortunately the fuel cell was working fine through this 
  event. 

Shut down notes: 
 Cause of fuel cell shut down appeared to be low battery voltage--data set showed battery voltage sinking over last two or 
  three days of run.  System attempted to charge batteries, but could not meet building load at the same time, eventually shut 
  off system at 42 volts on battery system. 

Repair notes: 
 Batteries took charge, returned to normal state.  Additional instrumentation placed on battery by UAF personnel.  Measure  
 battery currents, in and out, as well as voltage.  Should allow for better observation of batteries in power management. 

 Planned Routine maintenance Control System Stack failure 
 Manufacturing defect Balance of plant failure Low Cell Voltage 
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 3 
 start  3/8/2007 1:30:00 PM Hours 251.15000 
 Efficiency: 11.28% 
 stop  3/19/2007 12:39:00 AM Cumulative Hours 802.38333 

 Electric  start: 18596 Electric Meter end: 19090 Total kW hours 494 
 Gas meter start: 233 Gas meter end: 384 Gas x 100 tt3 151 
Start up  
 Restart attempted after additional battery instrumentation added to system.  Replaced main igniter after failed start attempt-- 
 unit started.  At time of unit start-up, CO sensor reading 30 ppm. 

Running notes: 
 Power logging system set up on 3/14/07.  On 3/15/07, building smells acrid again, but CO sensors are reading 0  
 (discovered that they always read 0 when actual level is below 30 ppm) 

Shut down notes: 
 Error log indicated fuse failure. 

Repair notes: 
 Repair was complicated by lack of a bad fuse--required a lot of electrical system troubleshooting.  Found a small diameter  
 wire on fuse box burned off at fuse number 7.  Repaired.  Unit still did not start.   Replaced control board with new board  
 when heat damaged component discovered, but new board did not work due to changes in board design.  Then a group of 
  wires with burned insulation were found, turned out not to be the problem.  Then discovered that one fuse had been  
 moved by a single slot, most likely during troubleshooting.  When fuse was placed in proper slot and old control board put  
 back in unit, it started again. 

 Planned Routine maintenance Control System Stack failure 
 Manufacturing defect Balance of plant failure Low Cell Voltage 
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 4 
 start  3/30/2007 11:30:00 AM Hours 0 
 Efficiency: 0.00% 
 stop  3/30/2007 11:30:00 AM Cumulative Hours 802.38333 

 Electric  start: 19090 Electric Meter end: 19090 Total kW hours 0 
 Gas meter start: 384 Gas meter end: 386 Gas x 100 tt3 2 
Start up  
 Failed start due to installation of new control board, with different jumper configuration than previous board, causing a  
 misread of the cell voltages.  Stack got hot, but failed to take a load. 

Running notes: 

Shut down notes: 

Repair notes: 

 Planned Routine maintenance Control System Stack failure 
 Manufacturing defect Balance of plant failure Low Cell Voltage 
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 5 
 start  4/2/2007 1:37:00 PM Hours 2767.0166 
 Efficiency: 17.81% 
 stop  7/26/2007 8:38:00 PM Cumulative Hours 3569.3999 

 Electric  start: 19090 Electric Meter end: 24601 Total kW hours 5511 
 Gas meter start: 386 Gas meter end: 1453 Gas x 100 tt3 1067 
Start up  
 4/2/07  Unit started after several failed attempts.  These failed attempts resulted in either a complete failure of the ignition  
 cycle, or erroneous voltage readings during start-up.  Eventually the system was restored to proper electrical configuration, 
  and it started. 

Running notes: 
 Factory suggested that we increase the load to allow more heat to be generated by unit.  However, when additional load  
 was placed on the unit, battery voltage began dropping.  Contact with factory, indicated that stack is limited to 80 amps,  
 needed to reset current limit on unit to allow stack to supply additional current.  Fuel utilization number very low. 
  
  
  
 5/4/07  As weather warms, fuel cell is starting to overheat the building.  Temporary cooling done by opening garage door  
 slightly. 
  
 5/17/07  Appears that a couple of the individual cell voltages are starting to drop out of the pack, going down to about .7  
 volts. 
  
 On Sunday, 6/17/2007. the load on the unit was increased by several hundred watts by turning on the building outside  
 light.  This caused a drain on the battery, and the fuel cell disconnected from the building load.  After the battery was  
 charged, the unit picked up the building again, and went through several cycles like this.  On Tuesday, 6/19 the additional  
 load was removed.  This exercise seemed to damp out the low level cycles noted previously. 
  
 6/25/07  Noted that lowest 2 cell voltages have dropped to about .66 volts.  Jim Buckley suggested running fuel cell at idle  
 for two or three days. 
  
 7/11/07  Noted that voltages have dropped, with the lowest voltages going below 0.6 volts.  E-mail from Stephan Worth at  
 Acumentrics indicated that temperature of stack has changed due to a load change, and that they are working to get the  
 temperatures and voltages back up. 

Shut down notes: 
 On 7/25/07, the fuel cell appeared to be having problems with several cells.  A discussion on 7/26/07 led to the decision to  
 remove the load on the fuel cell for a few days to see if we could get the cells to recover.  This strategy has apparently  
 worked in the past for other fuel cell stacks.  This was planned for implementation on July 27.  However, when UAF  
 personnel showed up to implement this plan, it was discovered that the fuel cell had faulted on a low cell voltage trip.   
  
 Low Cell voltage caused fault, probably cell 35. 

Repair notes: 
 Plan to examine all voltage tap contacts to assure that voltage measurements received by the control system are accurate. 
  
  
 8/7/07  Attempt to restart fuel cell failed due to thermocouple located near heat exchanger fan.  Disassembly of unit  
 revealed that several thermocouple wires were heat damaged--hot gasses had melted fiberglass insulation, resulting in  
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 5 
 bare wires that crossed.  Discussion with Acumentrics on 8/20/07 revealed that shutdown on July 27 was the result of  
 voltage tap contact issues, as one row of cells dropped below .4 volts, while an adjacent row was climbing in voltage.   
 Acumentrics recommended using silver paste to assure better contact between crimped connector and nickel voltage tap.  
  Also repack insulation to assure less gas leakage.   
  
 8/28/07  On disassembly of the fuel cell insulation package, a gap between the recouperator and the downcommer was  
 observed.  This may be the source of leakage that caused the CO problems and the overheating inside the cabinet.   
 Acumentrics recommends either removing shims to lower the recouperator, or to plug the gap with insulation.  
  
 8/22/07  Jim Buckley called--Exit Glacier stack row from failure in June ran fine back at the factory after the fuel lines were 
  cleaned with a vacuum cleaner.  Source of blockage unknown.  Recommended that a forensics filter be used on the  
 vacuum system to identify source of blockage. 
  
 Tom Johnson repaired unit, by removing insulation from left side of fuel cell unit, plugging leak noted, and replacing  
 thermocouples affected by heat.  Also recrimped voltage taps to hopefully prevent future issues with loose voltage taps. 

 Planned Routine maintenance Control System Stack failure 
 Manufacturing defect Balance of plant failure Low Cell Voltage 
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 Acumentrics Fuel Cell Demonstration  
 Fairbanks 
 Run number: 6 
 start  10/2/2007 11:00:00 AM Hours 398.68333 
 Efficiency: 7.79% 
 stop  10/19/2007 1:41:00 AM Cumulative Hours 3968.0833 

 Electric  start: 24601 Electric Meter end: 25012 Total kW hours 411 
 Gas meter start: 1453 Gas meter end: 1635 Gas x 100 tt3 182 
Start up  
 Unit started up, but did not come up well.  Appears that unit is starved for fuel, suspect that the problem may be fusing of  
 the catalyst in the reformer section, as noted at the factory.  Low voltage fault, cleared, unit continued to operate.  Unit did  
 not come up to full power level--unable to fully power the building lights--unit currently running a reduced power load, DC  
 load of about 1500 watts, heater is cycling. 

Running notes: 
 Unit seems starved for fuel.  Not operating at full power.   
  
 10/12/07  unit doing funny oscillations, perhaps due to Acumentrics fooling with the unit…  Low voltages on 

Shut down notes: 
 10/20/07  Unit discovered non-operational by Jack Schmid. 

Repair notes: 
 Plan to replace catalyst in pre reformer, but disassembly revealed no obvious damage to the reformer catalyst.  No  
 significant coking observed.  It is not clear why the system is operating so poorly, but two cells are at very low voltage. 
  
 Unit not restarted.  Eventually shipped to Exit Glacier to operate on propane in summer 2008 after an in-field stack repair. 

 Planned Routine maintenance Control System Stack failure 
 Manufacturing defect Balance of plant failure Low Cell Voltage 
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Disclaimer 
 
 
This report was prepared as an account of work sponsored by an agency of the United States 
Government.  Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned rights.  
Reference herein to any specific commercial product, process, or service by trade name, 
trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or any agency thereof.  The 
views and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 
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Abstract 
 
Fuel cells have been proposed as ideal replacements for other technologies in remote locations 
such as Rural Alaska.  A number of suppliers have developed systems that might be applicable in 
these locations, but there are several requirements that must be met before they can be deployed:  
they must be able to operate on portable fuels, and be able to operate with little operator 
assistance for long periods of time.   
 
This project was intended to demonstrate the operation of a 5 kW fuel cell on propane at a 
remote site (defined as one without access to grid power, internet, or cell phone, but on the road 
system).  A fuel cell was purchased by the National Park Service for installation in their newly 
constructed visitor center at Exit Glacier in the Kenai Fjords National Park.  The DOE 
participation in this project as initially scoped was for independent verification of the operation 
of this demonstration.   
 
This project met with mixed success.  The fuel cell has operated over 6 seasons at the facility 
with varying degrees of success, with one very good run of about 1049 hours late in the summer 
of 2006, but in general the operation has been below expectations.  There have been numerous 
stack failures, the efficiency of electrical generation has been lower than expected, and the field 
support effort required has been far higher than expected.   
 
Based on the results to date, it appears that this technology has not developed to the point where 
demonstrations in off road sites are justified.   
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Executive Summary: 
 
Fuel cells have been proposed as ideal replacements for other technologies in remote locations 
such as Rural Alaska[1-3].  A number of suppliers have developed systems that might be 
applicable in these locations, but there are several requirements that must be met before they can 
be deployed:  they must be able to operate on portable fuels, and be able to operate with little 
operator assistance for long periods of time.   
 
This project was intended to demonstrate the operation of a 5 kW fuel cell on propane at a 
remote site (defined as one without access to grid power, internet, or cell phone, but on the road 
system).  A fuel cell was purchased by the National Park Service for installation in their newly 
constructed visitor center at Exit Glacier in the Kenai Fjords National Park.  The DOE 
participation in this project as initially scoped was for independent verification of the operation 
of this demonstration.   
 
This project met with mixed success.  The fuel cell has operated over 6 seasons at the facility 
with varying degrees of success, with one very good run of about 1049 hours late in the summer 
of 2006, but in general the operation has been below expectations.  There have been numerous 
stack and balance of plant failures, the efficiency of electrical generation has been lower than 
expected, and the field support effort required has been far higher than expected.   
 
Based on the results to date, it appears that this technology has not developed to the point where 
demonstrations in off road sites are justified.   
 

Background 
 
Demonstrating the operation of a solid oxide fuel cell on a readily available, transportable fuel 
(not natural gas or hydrogen) has been a major milestone for use of this technology in Alaska.  
While the most desirable fuel in this application would be diesel fuel [4-6], propane is readily 
available in most remote communities in Alaska, typically used for residential cooking.   
 
This project was funded largely by the Propane Research Council and the National Park service, 
and UAF and  DOE were initially asked to participate only as an independent third party to 
verify data and assist with reporting requirements.   
 
The fuel cell used in this project was built by Acumentrics Corporation[7, 8], of Westwood, 
Massachusetts (a suburb of Boston).  This company has been in the fuel cell business since about 
the 1980s, but has been active in the solid oxide fuel cell industry only since about 2000.   
 
There are some companies that have been investing in the solid oxide fuel cell industry for many 
decades, most notably Siemens Fuel Cells[9, 10], which has been working on developing tubular 
fuel cells since the mid 1970’s.  There have been some successes in this program[9], including a 
69,000 laboratory demonstration of a stack, and field demonstrations of more than 30,000 hours, 
with electrical efficiencies of 46% on natural gas.  However, the Siemens effort has never 
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resulted in a commercial product, due in large part to the cost of manufacturing the product.  
Much of the cost comes from the need to use high purity ceramic materials and the use of low 
throughput, high cost manufacturing techniques.   
 
In 2000, the US DOE started the Solid Energy Conversion Alliance (SECA), intended to 
promote research and development efforts of planar solid oxide fuel cells, focusing on 5 kW 
systems[11].  This program used industry-university partnerships to address both basic materials 
research issues as well as the manufacturing cost/ system integration issues that need to be 
addressed for the creation of a commercial product.   
 
Acumentrics Corporation began its efforts in the fuel cell area by concentrating right from the 
very beginning on cost reduction of the manufacturing processes, attempting to create fuel cells 
using conventional ceramic materials manufacturing techniques.  It is clear to all involved in the 
fuel cell industry that product needs to both cheap and reliable.  While Siemens elected to work 
on making fuel cells robust and degradation resistant, Acumentrics focused on cost reduction 
strategies right from the beginning.   
 
Unlike companies that have deep corporate pockets, Acumentrics is a very small company, and 
found it necessary to place product in the field as quickly as possible in order to generate revenue 
for the company.  In retrospect, it appears that the field deployments may have been a bit 
premature, but the experience gained through the course of this program has helped the company 
develop its product.     
 

Results: 
 
This demonstration project has occurred over several years, beginning in the summer of 2003, 
and continuing through the summer of 2008.   
 

Summer of 2003  
 
The National Park Service and the Propane Research Council funded the purchase of the 5 kW 
solid oxide fuel cell from Acumentrics Corporation, with the intent of installing it in the new 
visitor center at the beginning of the field season (mid-May), but delays at the factory prevented 
it from being shipped until late August.  The fuel cell arrived at the Park, was uncrated and put 
into place in a special room for it.  However, it was quickly discovered that the unit had suffered 
damage during shipping, and so after operating for a week, was put back in the crate and shipped 
back to the factory for repairs.   
 

Summer of 2004  
 
The fuel cell was shipped back to Alaska in mid-May for installation at the beginning of the 
visitor center season.   
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The National Park Service held a ceremony celebrating the opening of the new visitor center in 
late May, 2004, and the fuel cell was also unveiled at the same ceremony.   

 
Figure 8  Department of Interior Alaskan Representative Cam Tooey at the Exit Glacier Visitor Center observing the 
operating Acumentrics fuel cell, May 26, 2004.   

 
The fuel cell ran sporadically during the summer of 2004, for a total of about 350 hours.  The 
major issues during this season were associated with the use of a steam reformer for propane.  
This reforming method is more efficient than partial oxidation reformers, but it requires careful 
management of the mass balance between the steam and the fuel.   
 
By the fall of 2004, Acumentrics made the decision that the steam reformer needed to be 
replaced with a CPox reformer.  This reforming method has the advantage of eliminating the 
need for mass flow control of steam, simplifying the design, and being of lower cost, but the 
disadvantage of reducing the reformer efficiency from about 80% to about 65%.  Acumentrics 
and Energy Alternatives submitted a request to AETDL for an additional $65,000 to cover this 
retrofit.  The unit was once again shipped back to the factory for this retrofit.  
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Summer of 2005 
 
The unit was again installed at Exit Glacier in the spring of 2005, and started in late May.  Over 
the course of the summer, the unit operated for a total of 851 hours.  In this period, a total of 395 
gallons of propane were consumed by the fuel cell.  This means that the electrical efficiency is 
about 11.2% based on propane at 90,000 btu/gallon.  The other issue noted was the difficulty the 
fuel cell had due to the spikes in the electrical load caused by the nature of the facility.  Since 
Exit Glacier is a very popular tourist destination, busloads of tourists arrive at the facility 
periodically during the course of a day.  The first thing that happens when a busload of tourists 
stop is that all people on the bus head for the rest room facilities, and the water demand goes up 
rapidly.  This in turn creates a huge surge in demand for electricity—as seen in the figure below. 
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Figure 9  Graph showing the varying electrical demand at the Exit Glacier Visitor center.  The spikes in demand are due 
to the arrival of busloads of tourist using the rest room facilities, causing the water pump to start.   

 
The fuel cell was designed with some battery storage to absorb spikes in electrical loads, but 
these spikes were more intense than the batteries installed in the unit were able to manage.  In 
mid-summer, additional batteries were added to the system, which helped the system.   
 
A much larger issue, however, was the low efficiency during the course of the summer.  Solid 
oxide fuel cells should be very efficient—the FCT fuel cell demonstrated in Fairbanks in 2003-
04 had an efficiency of just below 40%, so the 11.2% number is very low.  Acumentrics was 
aware of this low efficiency, and also was experiencing problems with short stack life—the 
maximum stack life at this point was only 1500 hours.  To solve this problem, Acumentrics 
redesigned the entire fuel cell stack, with the major change being creating additional electrical 
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paths between fuel cell tubes to reduce ohmic losses.  The results of this stack redesign can be 
seen in the figure below.   
 
At meetings with Acumentrics in the fall of 2005, agreements were reached to ship the fuel cell 
back to the factory to retrofit the stack with one of the new design.   
 
 
 
 
 

 
Figure 10  Improvement in stack design resulting in improved polarization performance for the Acumentrics fuel cell 
stacks.  Stack lifetime also improved as a result of this change in design.   

 

Summer of 2006 
 
The retrofit of the fuel cell required for the fuel cell to be shipped back to Boston, but the road to 
the Exit Glacier visitor center is not plowed during the winter, so the fuel cell could not be 
shipped back until spring.  The completed fuel cell was shipped back to Seward, and arrived for 
initial start-up on July 6.  The fuel cell ran for about a week, but there were some issues with the 
electrical system.   
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On August 12, the fuel cell was started again, and ran for the remainder of the summer, until it 
was shut off for the closing of the visitor center at the end of the season.  This run was 1049 hour 
long, and allowed for data collection with regards to the operation of the fuel cell.  Figure 4 
below shows the operational power output for the fuel cell for the whole summer.  

 
Figure 11  Operation of the Acumentrics Fuel Cell at Exit Glacier during the summer of 2006.  The run ended on 
September 22, 2006 in a deliberate shutdown at the closing of the visitor center at the end of the tourist season.   

 
Note that the fuel cell output varied between about 1200 watts and 2500 watts during the run, 
following the peak during the day, and operating at a lower level at night.  The larger battery 
pack allowed for some smoothing of the peaks.  
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Figure 12  Performance of the fuel cell over a 1 week period, using hourly averaged data.  Note that the fuel cell stack 
follows the load on a daily basis.   

 

Figure 5 shows the performance of the fuel cell system, showing the smoothing of the power 
curve allowed by the addition of the larger battery system.  While there are some abrupt changes 
in the current and voltage, the sharp spikes caused by the pump coming on when the busses show 
up.  
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Figure 13  Polarization curve for the Acumentrics fuel cell during the 1300 hour run in late summer, 2006. 

 

The polarization curve is very important in fuel cell evaluation as it provides information about 
the electrochemical reactions and the fuel cell efficiency.  Figure 6 above shows the voltage vs. 
current for the stack during the 1049 hour run.  The data appears very linear (as expected in the 
middle part of the polarization curve), and very stable (the points all lie along the same line, and 
do not appear to drift).   

In order to see if the fuel cell is degrading over the time of the test, the polarization data can be 
used.  For evaluating this, the data set was divided into three equal parts, and a linear regression 
analysis was done on each of these three data sets.  The results of this analysis are shown in 
Figure 7 below.  It appears that the three lines have nearly the same slope and intercept, 
indicating that the drift between the beginning and end of the run is minimal.   

This data is consistent with reports from Siemens[11] where fuel cell stack performance actually 
improves slightly over the first 500 hours, then degrades at a rate of about .5% per thousand 
hours after that point.   

 



 12

 
Figure 14 Linear Regression analysis of 3 periods of 1049 hour run showing the complete overlap of data from each 
period, or the absence of stack degradation during this period.   

 
At the end of the season, the fuel cell was shut down with the expectation that it would start up in 
the spring, and the test would continue.  A press release was issued to celebrate the successful 
test.   
 

Summer of 2007 
 
The fuel cell was left in place at the Exit Glacier Visitor center for the winter of 06-07, and start-
up was attempted when the visitor center was opened in the spring.  However, things did not go 
as planned.  There was an initial failure of the heat exchanger on top of the unit on May 20, 
2007, which required shipment of a new part from the factory.  After restarting in early June, a 
second failure, this time in the stack occurred.  Energy Alternatives representatives attempted to 
fix the unit in the field, but were unable to get the system operating properly.  One bundle  (of 
four) from the stack was removed and replaced with a new bundle.  At the factory, the defective 
bundle operated as expected in testing, and the difficulties in the field were attributed to debris in 
the fuel lines.   
 
Even after the bundle replacement, the system at Exit Glacier still did not function well.  After 
mid July, efforts to keep the fuel cell operational were abandoned due to the lack of funds.    
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At the end of 2007, an assessment was made of the program at Exit Glacier.  It appeared that 
further operation of the fuel cell at Exit Glacier would require returning the fuel cell to the 
factory yet again and rebuilding the stack, and none of the participating funding agencies had the 
patience or the funds for this.  On the other hand, the fuel cell being operated on natural gas in 
Fairbanks [12] appeared to be in better shape, and could be repaired in the field.   There was also 
some funding available due to the lack of a willing supplier of a diesel reformer.  After 
discussions with the DOE, the decision was made to ship that fuel cell to Exit Glacier for 
operation on propane.   

 

Summer of 2008 
 
The final season of the demonstration at Exit Glacier began with the shipment of the fuel cell 
from Fairbanks to Seward in mid-May, 2008.  The fuel cell was first installed in the NPS 
warehouse facility where repairs were made to the stack, including replacement of all of the 
thermocouples in the hot box area, replacing the fuel processor (thought to be the cause of failure 
in Fairbanks), rebuilding the insulation around the stack, and reattaching the voltage taps to the 
fuel cell stack.   
 
The fuel cell was moved from warehouse to the Exit Glacier visitor center in late June, and 
started.  However, the fuel cell never operated as well as expected this summer.  The stack did 
not perform up to expectations, as it appeared that the fuel processor was not the problem, but 
rather that the stack had suffered degradation.  Late in the summer, two rows of cells were 
operating at well below average voltage, so the software which normally shuts the system off to 
prevent damage to the stack was changed to allow the system to operate with the bad cells.   
 

Discussion and Conclusions 
 
After six summer seasons of operating a small SOFC at Exit Glacier, there have been some 
successes, but also clearly the need for additional development before these devices can be used 
in remote applications.   
 
The successes include: 

• The ability of the fuel cell to load follow a small building load  
• Operation on propane, which is a transportable fuel 
• Continuous operation of the fuel cell for more than a month unattended. 

 
Additional development is needed in the following areas 

• Significant cost reductions in capital cost of the fuel cell 
• Increased reliability, preferably to the point where the fuel cell could operate for a year 

between maintenance  
• Increased fuel cell stack life, preferably to the 40,000 hours advertised by the industry 
• Increased system efficiency, preferably to the 40% advertised by the industry.   
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It is clear from this demonstration that the fuel cell industry is still far from achieving the 
promise of the technology.  In the late 1990s, fuel cells were perceived by many as being on the 
verge of replacing the internal combustion engine with a cleaner, more efficient, environmentally 
friendly way of producing electrical power and propelling our vehicles.  This excitement 
extended to Alaska, where people get their electrical power from expensive diesel generators.  
Many fuel cell advocates approached the Alaska congressional delegation looking for support for 
deploying this technology in the state.   
 
The claims that fuel cell supporters make are: 1)  Fuel cells are more efficient that combustion 
engines, 2) fuel cells are more reliable than mechanical engines because they have no moving 
parts, 3) fuel cells can be made cheaply in mass manufacturing, 4) fuel cells can be made 
sufficiently reliable for use in power generation and transportation applications, 5) fuel cells can 
be made to operate on conventional fossil fuels such as diesel fuel and coal though the use of 
gasification technologies.   
 
Over the course of the past decade, the University of Alaska has been involved in testing a total 
of 11 fuel cells (plus attempting to test 2 additional fuel cells that have not been delivered).  
While this has been an interesting ride, it is safe to say that almost none of the promises of the 
fuel cell revolution have been achieved.  Some of the claims of the fuel cell industry have nearly 
been verified—fuel cells are at least marginally more efficient than diesel generators (46% as 
compared to 40%) if they are operating on natural gas.  They also are relatively clean as 
compared to combustion engines, not least in part because of their sensitivity to impurities such 
as sulfur, which require expensive chemical cleanup of fuel streams before they can be fed into 
the fuel cell.   
 
However, the shortcomings of fuel cells are many.   They still emit carbon dioxide if they are 
operated on hydrocarbon fuels (as most are).  They need to have air and fuel supplied to them, 
and require the use of external blowers or compressors (so much for the no moving parts claim).  
So far, no manufacture has succeeded in producing a sufficient number of fuel cells to achieve 
the favorable economics as compared to combustion engines (the closest is UTC with their 
Phosphoric Acid Fuel Cell, but these are still considerably more expensive than gas turbines, and 
they have not achieved significant market penetration.)  And the reliability of fuel cells in field 
applications remains problematic—as the results of this study indicate.  Also, the use of fuels 
heavier than natural gas remain problematic, though the results of this study are hopeful with 
regards to at least propane.  The heavier diesel fuels and coal still have not been demonstrated in 
long term tests (the longest test on diesel fuel is approximately 1000 hours).   
 
The fuel cell industry appears headed for retrenchment.  The Siemens announcement that it was 
seeking a buyer for its fuel cell division in July of 2008 is the most dramatic evidence of this 
trend, but was preceded by announcement from GE that it was no longer pursuing fuel cells as a 
business line.  Smaller companies have also failed, including Fuel Cell Technologies of Kingston 
Ontario, and many in the PEM fuel cell industry (H-Power, Dias Analytic and many others).  
Even the major players such as Ballard Power systems (current stock price of $1.74, down from 
a high of $140 per share in 1999) just fired their CEO, and Plug Power (current stock price of 
$1.11, down from a high of $146 per share in 2000) announced today that it was laying off one 
third of its work force (just before Christmas).   
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Given this attrition in the field, Acumentrics seems like a relative winner, recently announcing 
that it had been awarded approximately $15,600,000 for research over the next three and a half 
years [13].  This level of funding represents about the quarterly operating expenses for some of 
the larger fuel cell companies, so the modest level of effort appears to be working in their favor.   
 
It is clear that even the best fuel cells available today are not yet capable of replacing diesel 
generators in remote Alaskan villages, and that the challenges to develop reliable, robust 
products are many.  It is also clear that the investment needed to overcome these challenges is 
significant, as fuel cell R&D has already absorbed several billion dollars.   
 
However, some fuel cells, such as the UTC Phosphoric Acid system, are approaching 
commercial availability (though the rising price of natural gas in most markets would seem to 
limit their use).  And the results of this study would seem to indicate that, given enough patience, 
a solid oxide fuel cell might one day be capable of operation in a remote location.   
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Abstract: 
 
Energy costs in remote Alaskan communities and resource development operations are very 
high. With rising costs of transportation in Alaska and the resulting increase in diesel fuel costs, 
using local energy sources is becoming increasingly important. There are a number of villages 
and remote resource-development projects across Alaska that may benefit from the use of 
shallow coalbed methane (CBM) resources. CBM is normally developed from relatively shallow 
coal deposits. It is common for these deposits to have a mix of methane gas and water. The 
methane gas in these reservoirs will also have a greater affinity to absorb on the local coal 
(source rock) material and not be freely mixed with formation pore water. CBM reservoirs can 
have a wide variety of gas concentrations, relative to formation water. This may range from 
CBM reservoirs that have no produced water to manage, to reservoirs that require years of 
dewatering to produce economic amounts of gas. The management and methods of treating CBM 
produced water in arctic conditions is not well understood. 
 
This report is intended to provide a review of existing information about treating CBM water in 
Alaska and other arctic regions. Alaska has had no commercial development of CBM resources 
to draw information from. Information from other arctic regions was reviewed to offset the lack 
of information associated with prior CBM development in Alaska. Another evaluation for this 
report was the potential use of CBM produced water as an additional resource for drinking water 
or non-potable water needs in rural communities or resource-development camps.  
 
The review of CBM produced water quantity and quality indicate generalizations about what 
should be expected in rural Alaska communities is very difficult without site information about 
the CBM reservoir properties, formation water chemistry, infrastructure and needs in each 
setting. The production of CBM water can vary from near zero to requirements to pump for 
many years. The range of water quality can also vary from near drinking-water standards to 
water quality that could be very costly to treat. Currently, there are no good examples of 
developed CBM fields in the arctic that provide any innovative methods for managing produced 
water. The best future examples will likely come from arid regions where CBM produced water 
has a high value in water-poor areas. Treatment technologies for small-scale will be further 
developed. In Alaska, it will be important to obtain adequate reservoir-specific information on 
water-quantity estimates associated with development and production. Comparison with other 
CBM fields produced for full economic development will withdraw significantly greater 
amounts of water than CBM resources developed for isolated rural communities that are demand 
limited. It will also be important to characterize formation water quality and how it may vary 
over the development and production cycle. This information can then be used to evaluate how 
to integrate CBM produced water (both quantity and quality) in rural Alaska settings with 
existing water-treatment systems and technologies. The information sources summarized in this 
report were also used to develop an online resource for the University of Alaska Fairbanks at the 
Keith B. Mather Library. The CBM related resources are listed under the searchable 
bibliography indexes. Many of the references collected under this project were added to the 
library collection for access to future users. This online resource will help future CBM resource 
evaluation and development efforts in Alaska. 
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Executive Summary 
 
Energy costs in remote Alaskan communities and resource development operations are very 
high. With rising transportation costs and the resulting increase in diesel fuel costs, the potential 
for using local energy sources is increasingly important. There are a number of villages and 
remote resource-development operations (mines) across Alaska that may benefit from the use of 
shallow coalbed methane (CBM) resources. The Alaska Division of Geological & Geophysical 
Surveys investigated CBM potential in rural Alaska and reported over 35 rural villages which are 
situated on, or are immediately adjacent to, coal resources. This vast untapped resource of 
potentially 1,000 trillion cubic feet of methane statewide could provide low cost and relatively 
clean energy to rural Alaska for generations to come. In Arctic and Subarctic climate conditions, 
permafrost conditions, and remote rural areas, disposal costs would be an important factor. CBM 
is normally developed from relatively shallow coal deposits. It is common for these deposits to 
have a mix of methane gas and water. The methane gas in these reservoirs will also have a 
greater affinity to absorb on the local coal (source rock) material and not be freely mixed with 
formation pore water. CBM reservoirs can have a wide variety of gas concentrations, relative to 
formation water. This may range from CBM reservoirs that have no produced water to manage, 
to reservoirs that require years of dewatering to produce economic amounts of gas. The 
management of produced water and what methods exist in arctic conditions to deal with CBM 
related produced water is not well understood.  
 
The effort presented in this report is intended in providing what is known about treating CBM 
water in Alaska and other arctic regions. Alaska has had no commercial development of CBM 
resources to draw information from or look at various case studies. Information from other arctic 
regions was reviewed to offset the lack of information associated with prior CBM development 
in Alaska. Another evaluation of this report was the potential use of the CBM produced water as 
an additional resource for drinking water or non-potable water needs in rural communities or 
resources development camps.  
 
In rural Alaska, CBM produced water has a potential value to help supplement existing water 
sources.  Cold winter temperatures cause water sources (lakes, rivers) to freeze in many cases. 
Communities then have to maintain large water-storage tanks to provide a winter water supplies. 
An additional task of this study was to evaluate the potential of using CBM produced water as a 
drinking water source in rural Alaska.  We investigated potential CBM water quality to help 
evaluate this potential. Additionally, we summarized available drinking-water source-water 
quality from communities with known CBM potential. The treatment systems currently utilized 
in these communities and their approximate costs were summarized. Finally, we made an 
estimate of the number of communities and types of treatment systems that would be required to 
treat CBM water if it were to be adopted as a drinking water source.   
 
In Alaska, the largest potential coal and coalbed methane resource base is located principally in 
the North Slope and Cook Inlet Provinces, where much is known about the thickness and 
continuity of coals in the subsurface. In Canada, the most advanced, and currently the only 
commercially viable, CBM projects are in the Palliser block of southern Alberta.  Isolated 
attempts were undertaken in Russia and in the Ukraine to initiate methane recovery from coal 
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seams unrelated to coal mining activities. However, no plans have been found for the future 
development of the CBM resource located in the Pechorsky coal basin, which is the only major 
coal basin located within the colder northern region. Our research has resulted in obtaining 
information on the CBM fields and gas/water production of selected fields in China, Poland, and 
Kazakhstan, but there appears to be no information available on the management methods that 
are used for CBM water treatment and disposal in these areas, based on the review of the 
available literature.   
 
The review of CBM produced water quantities and quality indicate that generalizations about 
what should be expected in rural Alaska communities is very difficult without site information 
about the CBM reservoir properties, formation water chemistry, and infrastructure and needs in 
each setting. The production of CBM water can vary from near zero to requirements to pump for 
many years. The range of water quality can also vary from near drinking water standards to 
water quality that could be very costly to develop. Currently, there are no good examples of 
developed CBM fields in the arctic that provide any innovative methods for managing produced 
water.  
 
The best future examples will likely come from arid regions where CBM produced water has a 
high value in water poor areas, and treatment technologies for this scale will be further 
developed. In Alaska, in will be important to obtain adequate reservoir-specific information on 
water quantity development estimates associated with development and production. It will also 
be important to characterize the water quality in formation water and how that may vary over the 
development and production cycle. This information can then be used to evaluate how to 
integrate the CBM produced water (both quantity and quality) in rural Alaska settings and 
existing water treatment systems. The information sources summarized in this report were also 
used to develop an online resource for the University of Alaska Fairbanks at the Keith B. Mather 
Library. The CBM related resources are listed under the searchable bibliography indexes. Many 
of the references collected under this project were added to the library collection for access to 
future users. This online resource will help future CBM resource evaluation and development 
efforts in Alaska. This report is anticipated to serve as a resource for planning, understanding, 
and implementing environmentally sound water management practices of CBM produced water 
in Alaska. 
 

Introduction 
 
Coalbed Methane (CBM) is receiving increased attention as an energy source for Rural Alaska, 
and for commercial production in some areas of the state. An important issue to resolve for CBM 
production is water disposal or treatment methods. Little is known about what water chemistry 
characteristics should be anticipated, and what disposal or treatment methods are cost effective 
and meet the requirements of Alaska’s arctic environment. High costs of water disposal or 
treatment could jeopardize the development of CBM resources in many rural areas of Alaska. 
The Alaska Division of Geological & Geophysical Surveys investigated CBM potential in rural 
Alaska and reported on over 35 rural villages which are situated on, or are immediately adjacent 
to, coal resources. This vast untapped resource of potentially 1,000 trillion cubic feet of methane 
statewide could provide low cost and relatively clean energy to rural Alaska for generations to 
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come. In Arctic and Subarctic climates, permafrost conditions, and remote rural areas, water-
disposal costs would be an important factor. The potential resource will require solutions in 
water management for state and private producers to benefit from CBM utilization in Alaska. 
 
Increases in the price of conventional fuel, such as diesel, has been of considerable concern 
especially in rural Alaska. Most of the rural Alaskan electricity needs are met through diesel. 
Extremely low temperatures in the winter season have made rural Alaska communities and 
households reliant on fuel to heat their homes and buildings as well as to generate electricity. 
They are confronted with the challenges of paying increasing retail fuel prices to meet basic 
survival needs. The United States Energy Information Administration reported that the nation’s  
households,  heated primarily with heating fuel,  were paying approximately 32% more in 2005 
than in 2004 (Division of Community Advocacy, 2005). With high unemployment and a limited 
local economic base, alternate energy resources, such as coalbed methane need to be explored to 
offset the increasing cost of diesel in rural Alaska. 
 
In 1996 the State of Alaska directed the DGGS to evaluate the potential for coalbed methane 
(CBM) to meet the energy needs of roadless rural communities that currently depend on fuel oil 
for heating and electrical power generation. The DGGS evaluated the resource potential of 
frontier sedimentary basins using a CBM producibility model developed by the Texas Bureau of 
Economic Geology. A small coalbed gas field in a remote basin, that may be sub-commercial by 
industry standards, could represent a long-term energy resource for a village or for a major 
commercial enterprise. For development to occur, the costs of exploration, development, and 
production of coalbed gas must compare favorably to the existing cost of the current diesel fuel-
based system. According to Tyler et al. (2000), Alaska’s potential for CBM development may be 
as high as 1,000 trillion cubic feet, however, the actual number of methane-bearing coal basins 
and resources is not known and the producibility of the gas is not determined so far. According 
to Clough (2001), at least 25 roadless communities in Alaska have potential for coalbed methane 
resources. The Division of Geological and Geophysical Surveys (DGGS) of Alaska later 
identified at least 37 rural communities that are in the vicinity of methane bearing coal 
formations. 
 
CBM is extracted from coal beds. In a conventional oil and gas reservoir, the resource is located 
and produced above a water contact. However, in CBM reservoirs, water often completely 
permeates the coalbeds and the gas is adsorbed into the grain surfaces of the coal due to the 
water pressure. Production of CBM usually requires dewatering of fractured coal seams. 
However, there are areas where dry gas has been produced from coal beds. Reduction of water 
pressure results in desorption of methane from the coal matrix resulting in flow of the gas 
towards the well bore. 
 
The greatest concern and controversy associated with CBM development involves the large 
quantity of ground water that is produced along with CBM. The produced water is high in 
volume early in CBM development, but the volume of water is reduced during the life of the well 
operation. The disposal of this large amount of water is complicated by the fact that the water 
may vary in quality from meeting the federal drinking water standards up to extremely high 
concentrations of total dissolved solids (TDS). The majority of the water contains high levels of 
dissolved sediments and a high sodium absorption ratio. There are other problems involved with 
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the extraction of high quantity of groundwater, such as its impact on domestic water wells and 
natural springs, and water rights. The main problem, however, is what to do with this surplus 
water. According to All Consulting (2003), the management of CBM produced water is 
conducted using various water management practices depending on the quality of the produced 
water. In areas where the produced water is relatively fresh, a wide range of activities including 
direct discharge, storage in impoundments, livestock watering, irrigation, and dust control 
measures are used to handle the produced water. In areas where the water quality is not suitable 
for direct use, some operators are using treatment prior to discharge and injection wells to 
dispose of the fluids. 
 
The major purpose of this report is to acquire, review and synthesize information on CBM water 
disposal and/or treatment issues that have been reported in CBM producing areas in cold 
climates. There is little information available for Alaskan CBM resources. Hence, this report is 
anticipated to serve as a resource for planning, understanding, and implementing 
environmentally sound water management practices of CBM produced water in Alaska. 
 
Arthur et al. (2003) report that Alaska is new to coalbed natural gas production (first well in 
1994) but has potential for development, and production would benefit remote rural communities 
as well as larger cities and towns. Reserve estimates for Alaska are as high as 1 quadrillion cubic 
feet of coalbed natural gas. Coals identified in 13 basins in Alaska are in the bituminous to 
lignite range with abundant water. Three of the basins – the western North Slope, the Alaskan 
Peninsula (southwest Alaska) and the Yukon Flats basin in central Alaska – contain the highest 
resources. CBM produced water disposal is a concern. Surface discharge is not a viable means 
because during the winter streams experience low flow rates. Water quality data from Alaska is 
limited, so studies would be required in most basins prior to CBM development. 
 
Tyler et al. (2000) have discussed how CBM programs in rural Alaska will be beneficial in the 
profitable recovery of a local source of gas. The resource could be used as an alternative to more 
expensive and potentially environmentally damaging diesel fuel. The production of CBM might 
provide an opportunity to rural Alaskans to economically recover and possibly profit from this 
program. The development of CBM in rural Alaska may benefit in the creation of jobs, use of 
clean-burning energy, and reduction of methane emissions as a greenhouse gas.  
 
What has not been considered extensively in the development of CBM as a resource for rural 
Alaskan communities is the management of the produced water. The question is, what is the 
quality and quantity of this water? If the quality is good, then could the inhabitants use this water 
as an additional resource for domestic and local industrial uses? If the quality is poor, then what 
would be the cost of treating the water? Would this create any financial constraints on the 
development of the resource, given the small community sizes it would cater to? If the water 
could be used as a resource, then would the production quantity pose a burden to the limited 
demand of the rural community? If so, then would it be possible to reduce the water production 
while producing sufficient gas to cater to the needs of the community? If the produced water was 
unsuitable as a resource, then what are the different approaches to dispose of this water without 
causing serious environmental impact?  
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While it is easy to consider a densely populated area for CBM resource development, rural 
Alaska poses quite a bit of challenge to utilization or treatment/disposal of the CBM produced 
water. With little experience with CBM resource development in Alaska, it is crucial to borrow 
lessons from other CBM producing regions, their environmental approaches, population that the 
resource caters to, and their management alternatives prior to scaling such information for 
application to a rural Alaskan development scenario. 
 
This research was conducted under the direction and guidance of the US Department of Energy, 
National Energy Technology Laboratory, and Arctic Energy Office. Funding was provided for 
this research through the Arctic Energy Technology Development Laboratory of the University 
of Alaska Fairbanks. 
 
The lead researchers of the project include UAF/UAA, GW Scientific, DGGS, RUSG, and INL. 
Literature and other information were obtained through the Geophysical Institute Library of UAF 
with the support of Julia Triplehorn. The basic information on the geology, potential CBM 
production sites, and CBM potential information on Alaska was provided by DGGS. Water 
quality information of rural communities and their current treatment options were obtained from 
research conducted by Craig Woolard. RUSG provided support in developing management 
models for the produced water for Alaskan rural communities. They also provided the group 
with internet support, development of questionnaires, and setting up the website for public 
information dissemination. INL provided information on Russian and Canadian experiences with 
CBM produced water. 
 
The team consisted of personnel that led the direction of research and preparation of the 
document. The project team developed the direction and scope of the research that went into the 
report. The project team worked on the various portions of the report.  Michael Lilly and 
Debasmita Misra prepared integration of the components. The team effort has been of immense 
help in structuring and finalizing the report.  Listed below are the members of the project team. 
 

 UAF/UAA 
 Dr. Debasmita Misra  
 Prof. Craig Woolard 
 Julia Triplehorn 

 GW Scientific 
 Michael Lilly 
 Kristie Holland 
 Amanda Osborne 

 Division of Geological and Geophysical Survey, Alaska 
 Dr. Jim Clough 

 Remote Utilities Systems Group 
 Bob Crosby 
 Gary Whitton 

 Idaho National Laboratory 
 Dr. Eric Robertson 

 



 

 6 

A rigorous literature search was conducted using several databases with the help of Judy 
Triplehorn, Librarian, Geophysical Institute Library, UAF. The various databases searched (with 
keywords within parenthesis) are as follows: 
 

 Cambridge Scientific Abstracts (coalbed methane)  
 Cambridge Scientific Abstracts ((coalbed methane and (Alaska or Canada)) 
 Cambridge Scientific Abstracts (coalbed methane and water)   
 Compendex (coal, bed, methane)  
 Compendex (coalbed, methane, Alaska or Canada)  
 Compendex (Exploitation of coal bed methane)  
 Firstsearch Dissertations (coalbed and methane)  
 Firstsearch Books-in-print (coal and bed and methane)  
 Biblioline (coalbed or coal bed methane)  
 Firstsearch ASTA (coalbed and methane)  
 Firstsearch ASTA (Coiled tubing lowers completion costs for coalbed methane 

wells)  
 Firstsearch ASTA (coalbed and methane)  
 Firstsearch GeoRef ((coalbed and methane) and (alaska or canada))  

 
Over 1449 references were identified from the search engines. Several of these references were 
procured and reviewed. All the references have been archived in an Endnote format for future 
search and query purposes. 

Objectives 
 
This report, on review and synthesis of CBM produced water management for rural Alaskan 
development addressed the following objectives: 
 

 Define what water-management techniques are being used in other cold-climate regions 
o The scope of this objective was to review the current water-management practices 

adopted by CBM producers in other cold climates and the continental US. 
However, special attention would be given to the techniques adopted in cold 
climate environments. 

 Alaska data synthesis 
o The scope of this objective was to gather information on coalbed methane 

resources of Alaska, its beneficiary rural communities, their energy demand, their 
water resources and demands, the quality of their resources, current treatment 
practices, and environmental constraints that would be limiting in adoption of 
their management practices. 

 Canadian data synthesis 
o This objective was crucial in studying the CBM water management practices, 

water quality, and production quantity in Canadian cold climatic environments. 
Canadian geo-environmental conditions perhaps share the closest conditions to 
the coalbeds of Alaska. Information relevant to rural applications of water 
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management practices in Canada might be important to relate to Alaskan 
conditions.  

 Russian data synthesis 
o Russian coalbeds are located in permafrost regions. Hence, synthesis of water 

management practice information from these CBM production sites could be 
beneficial in designing those for the Alaskan applications. It was presumed that 
Russian applications might have environmental similarities with Alaskan 
resources, especially in the small size of consumers and the vast amount of 
resource. 

 Production, treatment, and disposal techniques and application for Alaska 
o This objective was designed to integrate all of the information from the other 

objectives in order to develop a suitable management option for CBM produced 
water for Alaskan rural applications. 

 

Alaska Data Synthesis 
 
Tyler, et al. (2000) stated in their report “Coalbed Methane Potential and Exploration Targets for 
Rural Alaskan Communities” that all rural Alaskan Basins have the potential for coalbed 
methane resource development.  Their research utilizing the Bureau of Economic Geology 
(BEG) coalbed methane producibility model which was applied to rural Alaskan coal basins 
considered all the geohydrologic criteria available.  They have accounted for six critical controls: 
tectonic/structural setting, depositional systems and coal distribution, coal rank, gas content, 
permeability, and hydrodynamics.  Over the course of their research they have prioritized which 
of the five major coal provinces (including seven basins) were of primary importance in making 
a significant contribution to the rural Alaskan gas supply.  The top ranking basins include: the 
Northern Alaska Province (Colville Basin), Upper Yukon Province (Yukon Basin), and the 
Alaska Peninsula Province (Chignik Basin).  Those basins considered of secondary importance 
include: the Yukon-Koyukuk Province (Kobuk, Upper Koyukuk, and Lower Koyukuk Basins) 
and Nenana Province (Minchumina Basin). The coal types available in the primary coal basin 
areas range from Lignite and high volatile Bituminous to Subbituminous coal types from 
biogenic and thermogenic resources.  While the secondary coal basins have Lignite and 
Subbituminous coal types from biogenic resources.  
 
Most of Alaska’s coal was formed during the Cretaceous and Tertiary periods and is bituminous 
or subbituminous in rank.  The largest potential coal and coalbed methane resource base is 
located principally in the North Slope and Cook Inlet Provinces, where much is known about the 
thickness and continuity of coals in the subsurface. Typical coal thickness was found to be 
between approximately 1-5 meters (3-16 ft) in these areas (Tyler et al., 2000).  The Northern 
Alaska Coal Province, which includes the National Petroleum Reserve in Alaska (NPRA), 
underlies up to an approximate 150,000 square kilometers (58,000 square miles) of the North 
Slope of Alaska.  The major coal deposits mainly occur in two major areas: (1) the Arctic 
Foothills belt, which is located north of the Brooks Range; and (2) the Arctic Coastal Plain, 
which occupies the remaining area to the Arctic Ocean (Tyler et al., 2000).  The Northern Alaska 
Coal Province is similar to the San Juan Basin located in the Rocky Mountain Foreland in both 
structural and depositional systems, as both of these basins are found along the flanks of the 
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Western Cretaceous Interior Seaway (Figure 1).  About 150 coal beds of significant thickness, 
approximately 1.5-8.5 m (5 to 28 ft), have been documented along the North Slope, with a few 
beds measured at up to 12.192 m (40 ft) thick (Tyler et al., 2000).  There is a wealth of 
subsurface data for the North Slope including more than 350 oil and gas exploratory wells, 2,500 
development wells, and seismic data from near the Canadian border to the Chukchi Sea which 
has contributed substantially to the resource evaluation of the Colville Basin.   

 
Figure 1.  Structure and coal deposition are predicted to be similar for the San Juan and North Slope basins, 

as both of these basins are found along the Western Cretaceous Interior Seaway (from Tyler et al, 2000). 

 
Generally, the lower and upper Cretaceous coals occur in two major sedimentary rock sequences: 
the Nanushuk Group (Early Cretaceous) and the Colville Group (Late Cretaceous).  Given all of 
the available information, the primary potential coalbed methane resource occurs in the 
Cretaceous, Nanushuk Group coals within the western Colville Basin.  The Nanushuk Group 
coals extend from the eastern boundary of NPRA to the Chukchi Sea coast and have the highest 
potential for coalbed methane resource development of rural Alaska (Tyler et al., 2000).  
Between Wainwright and Atqasuk and an area approximately 48 km (30 miles) south of these 
villages, the potential for coalbed methane resource development is high.  Within this region, 
along the Alaskan Coastal Plain, the coals are found at depths suitable for exploration (Figure 2) 
(Tyler et al., 2000).  In the Colville Basin, most of the Nanushuk Group coals will be in or near 
the permafrost zone.  It is not yet known what effects permafrost and cold temperatures will have 
on gas flow from these coals, but low permeabilities in these shallow zones are predicted.  The 
depths to the exploration targets should therefore be below the permafrost to depths not 
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exceeding 1,828.8 m (6,000 ft), an economic cut-off to depth of drilling based on the current 
activity in the lower 48 (Tyler et al., 2000). 
 
 

 
Figure 2.  Total coal thickness of the Nanushuk Group, coal-bearing zones, western Colville basin.  Coal 

thickness exceeds 300 ft south of the villages of Wainwright and Atqasuk (from Tyler et al., 2000). 

 
The Yukon National Wildlife Refuge, south of the Brooks Range and north of the Alaska Range, 
consists of several distinct lithostratigraphic units and terranes, of which, the Yukon Flats Basin 
is considered important for oil and gas discovery (Tyler et al., 2000).  The Yukon Flats basin is 
the largest interior basin in Alaska covering more than approximately 22,015 square kilometers 
(8,500 square miles).  Oil and gas exploration of the Yukon Refuge show a complex assemblage 
of rock types, from all geologic time periods, however there is little to no subsurface data 
available.  Using the limited subsurface and outcrop data, Tyler et al. (2000) inferred that coal-
bearing rocks may underlie most of the Yukon Flats Basin, but they were unable to estimate 
coalbed thickness or coalbed methane potential.  Although coals appear to be relatively thick 
(>6.4 m, (>21 ft)) and gassy in this area, it’s possible that their thickness, lateral extent, and/or 
gas content are insufficient to support significant coal-gas production. 
 
Along the Alaskan Peninsula, rocks of the Chignik Formation (Upper Cretaceous) are the prime 
coalbed methane targets (Tyler et al., 2000).  The Chignik Formation is exposed in a long, 
narrow belt on the Alaska Peninsula between Pavlof Bay and Wide Bay, with two main coal 
fields, Chignik Bay and Herendeen Bay fields, approximately 160 km (99.42 miles) apart (Figure 
3) (Tyler et al., 2000).  The Chignik Bay coal field is the prime coalbed methane target and is 
generally in the bituminous rank except in localized areas of higher heat flow.  Although 
Cretaceous coal may underlie a significant area of the Alaska Peninsula, the Chignik area is 
relatively unfavorable for coalbed methane exploration and development due to poor reservoir 
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rock continuity, the presence of intrusive/igneous rocks, and recent erosion in the area.  In 
addition, due to the high annual precipitation rates and close proximity to the ocean, dewatering 
of permeable coal beds may prove to economically unfeasible (Tyler et al., 2000). 
 
 

 
Figure 3.  Location of the Chignik formation on the Alaskan Peninsula (from Tyler et al., 2000). 

 
At the time of this report, there were no producing CBM fields in rural Alaska, or any 
exploration efforts that had collected or reported any specific water quality data. The few 
commercial CBM field developments in Southcentral Alaska were using downhole injection, so 
there were no water treatment methods being used applicable to rural Alaska. 
 

Canadian Data Synthesis 
 
Canada holds an estimated 7.3 billion short tons of recoverable coal reserves.  The country 
produced 73.2 million short tons (Mmst) in 2002, down from a peak of 86.7 Mmst in 1997.  A 
map showing the major coal deposit sites in Canada is shown in Figure 4. Coal production is 
concentrated in the western part of the country, specifically in Alberta (50% of production), 
British Columbia (30%), and Saskatchewan (15%). 
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Figure 4.  Major coal deposits of Canada. 

 
Coalbed methane (CBM) production is still in its infancy in Canada, with the first wells drilled 
only in 1997.  There is a strong belief that CBM production will eventually replace the decline in 
conventional natural gas production.  In 2004, CBM production was at 100 Mmcf/d, with 
predictions that it could average over 1,400 Mmcf/d by 2010.  Analysts estimated that Canada 
has 500 Tcf of recoverable CBM deposits, concentrated in British Columbia and Alberta 
(USDOE). 
 
Figure 5 shows the current CBM plays in western Canada.  The most advanced, and currently the 
only commercially viable, CBM projects are in the Palliser block of southern Alberta.  However, 
there are more than 20 other publicly known projects investigating the commercial potential of 
CBM across Canada.  CBM evaluation activity in British Columbia has lagged behind Alberta's 
somewhat, primarily due to a lack of oil and gas infrastructure and the wider distribution of the 
resource.  Three areas that have seen activity in this province are: northeast British Columbia 
(Peace River), southeast British Columbia (Elk Valley) and Vancouver Island (Lang, 2002). 
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Figure 5.  Current coalbed methane plays in Western Canada. 

 

Currently there is no production of CBM or associated water in Alberta's permafrost regions.  
Most of the Alberta CBM production is in south central Alberta, primarily from coals that 
produce little to no water (Bastien, 2005).  There is some production northwest of Edmonton 
(northwest-central Alberta), but this area is not in the permafrost zone, and this northwestern area 
has deeper production of saline water from coals, and is reinjected into nearby disposal wells (at 
a depth equal or greater than the CBM producing horizon).  In northern Canada there have been 
some investigations of the CBM potential of some coal basins but there is no production at this 
time, and no plans to attempt production in the near future (Beaton, 2008). 
 
All produced water in British Columbia, whether fresh or salt-laden brine, is deemed a waste and 
currently cannot be discharged into the environment except under specific authorization by the 
British Columbia Ministry of Water, Land and Air Protection.  However, this ministry is 
proposing a Code of Practice (2004) to be administered and enforced by the Oil and Gas 
Commission that will authorize the surface discharge of some produced water from coalbed gas 
operations. 
 
The Code will require the industry to consider the beneficial use of discharged water.  The use of 
this water for irrigation, stream flow augmentation, or industrial purposes will be encouraged if 
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the quality is good enough or if the industry chooses to apply treatment to an acceptable level.  In 
the proposed code, the maximum volume of discharge of produced water to a stream is limited 
by the amount of flow in the receiving stream.  The code also includes standards that must be 
met for critical parameters (e.g., dissolved and suspended solids, toxicity, and dissolved oxygen).  
If the surface discharge standards are not met, then the produced water must be disposed of in 
underground formations deeper than the zone of extraction.  Deep-well injection is regulated by 
the Oil and Gas Commission under the Petroleum and Natural Gas Act. 
 

Russian Data Synthesis 
 
Basic coal mining industries in the former Soviet Union were concentrated in four coal basins: 
Kuznetsk and Pechora, located on the territory of Russia, Donetsk sited in the Ukraine and 
Russia, and Karaganda coal basin situated in Kazakhstan (Figure 6). USSR coal output in 1989 
made 730,899 thousand tons, 25.5 % of which belonged to Donetsk, 20.8% to Kuznetsk, 7% to 
Karaganda and 4% to Pechora coal basins. 
 

Figure 6.  Hard coal and coalbed methane deposits of Commonwealth of Independent States. 

 

 

The total area of Donetsk coal basin is 12.8 million ac, with coal reserves amounting to 140.8 
billion tons; Kuznetsk coal basin occupies the area of 5.69 million acre, incorporating 637 billion 
tons of coal reserves; Pechora coal basin total area is 19.2 million acre with coal reserves 
amounting to 265 billion tons; Karaganda coal basin area is 7.7 million acre with 32 billion tons 
of coal reserves.  Assessed coal reserves (down to 1,800 meters depth) for these four coal basins 
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account for 473 Tcf.  For Donetsk coal basin they amount to 34.0 Tcf, in Kuznetsk to 371.0 Tcf, 
in Karaganda to 14.2 Tcf and in Pechora to 53.8 Tcf (Figure 7). 
 

Figure 7.  Coalbed methane resources distribution among basic coal areas of the former USSR. 

 

Degasification systems’ progress at coal mines of CIS countries are primarily aimed for securing 
mining work safety.  Within recent years a decline of degasification work was observed due to 
the closure of gassy coal mines employing degasification systems; and coal output reduction 
resulting in a drop in coal mine methane. 
 
Isolated attempts were undertaken in Russia and in the Ukraine to initiate methane recovery from 
coal seams unrelated to coal mining activities.  In Kuzbass (in south-central Russia) in 1998 in 
the Erunakova region, the drilling of two pilot core holes was accomplished to 4,115 ft depth and 
drilling of the first commercial one is currently underway.  Obtained test and research results 
demonstrated a high potential of stripped coal bearing strata for CBM recovery.  Total coal seam 
thickness intersected by these wells is in excess of 244 ft; the in situ gas content was measured to 
be between 0.54 Mcf/t and 0.71 Mcf/t; and the permeabilities of the seam ranged from 20 mD to 
150 mD.  In case of positive results in pilot commercial wells exploitation, it is planned to drill 
500 more wells on Russia's first coal-gas fields in Kuzbass. 
 
No plans have been found for the future development of the CBM resource located in the 
Pechorsky coal basin, which is the only major coal basin located within the colder northern 
region. 

 

Other Cold Regions Data Synthesis 
 
Our literature survey has resulted in obtaining information on the CBM fields, gas and water 
production of selected fields in China, Poland, and Kazakhstan. According to Sanli et al. (2003), 
Qinshui Basin has become one of the most active areas for CBM exploration and development in 
China. In this area commercial CBM rates have been obtained with the maximum CBM rate of 
16,000 cu. meters per day in a single well. No.3 and No.15 coal seams are two major pay-zones 
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in the area with both seams’ burial depths being shallower than 1000 m with a stable distribution. 
No.3 coal seam’s thickness ranges from 4.5 to 7 m, and No.15 ranges from 2.5 to 5 m. The coals 
in this area are anthracite. Gas contents are relatively high, ranging from 10 to 24 m3/t. The coal 
permeability extends generally from 0.1 to 5.7 mD, averaging 1 mD. Data on Qinshui Basin is 
provided in Table 1. 
 
Table 1.  CBM production summary of Zhaoyuang Block of Qinshui Basin, China (Reproduced from: Sanli 

et al., 2003). 

 
 
In Poland, CBM was recovered through degasification of coalbeds in the Upper Silesian Coal 
Basin (USCB), located in the southern part of Poland. Total acreage of the basin is about 5,400 
km2. According to Krzystolik et al. (2003), Hard coal occurred in the formations of Upper 
Carboniferous. It was characterized in general by relatively good mining conditions. Average 
thickness of the seams was over 2.0 meters and their inclination was not higher than 10o. At 
present there are 42 operating coal mines, and their total output for the year 2001 was 103 
million tons. Presently, regular degasification is being conducted in 18 - 20 hard coal mines, 
depending on the location of the coal faces, 17 of the above coal mines have central methane 
drainage stations on the surface. Methane intakes, its utilization and losses in the year 2001 are 
presented in Table 2. 
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Table 2.  Volumes of collected, utilized and vented from the degasification station methane (losses of collected 
and non utilized methane) in 18 most gassy coal mines of USCB in 2001 (Reproduced from Krzystolik et al., 
2003). 

 
 

According to Mustafin et al. (2003), the main Kazakhstan coal reserves are concentrated in the 
Central, Northern and Eastern regions of the country. The total reserves of these main coal 
mining regions are estimated at 30 billion ton and hypothetical reserves are at about 140 billion 
ton. Undiscovered coal methane resources for studied coal basins of Kazakhstan amount to 1.2-
1.7 trillion m3. The main CBM reserves are concentrated in Karaganda and Ekibastuz basins, 
which contain 500-750 and 75-110 billion m3

 
respectively. CBM resources of Kazakhstan coal 

deposits, and prospects for gas extraction, are estimated at approximately 2 trillion m3, only to 
the depth of 1800 m. A half of these resources are contained in Karaganda coal-and-methane 
basins, and 47 billion m3

 
– in Ekibastuz Basin. The methane reserves of the central Kazakhstan 

are provided in Table 3. 
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Table 3.  Methane reserves of central Kazakhstan coal deposits (Reproduced from Mustafin et al., 2003). 

 
 
 
There is no information available on the management methods that are used for CBM water 
treatment and disposal in China, Poland, or Kazakhstan, based on the review of the available 
literature.   
 
Most of the CBM production information is focused on gas production. Therefore, no technology 
on water disposal or treatment of the co-produced water has been discussed in the available 
literature. 
 
According to the available literature, the CBM production in these regions is limited to coal mine 
degasification, except for the Chinese basin. No rural related applications have been recorded in 
their discussions. 
 

Potential Rural CBM Water Production, Treatment, and 
Disposal Methods 

Rural Alaska Water Production Issues 
 

 Production reduction methods 
o The amount of water produced from existing CBM wells outside Alaska typically 

starts at a high volume and declines significantly once the coal seam becomes 
depressurized (Kuipers et al., 2004). Water flow rates depend on geologic 
features, coal seam permeability, completion and stimulation practices, and well 
pump size. Production usually peaks within the fist month of pumping and then 
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decreases to 10 – 20% of the peak rate as the formation is depressurized. Water 
production rates also decrease with the development of adjacent wells that renders 
complementary dewatering in the formation (Gas Research Institute, 1993). Water 
production usually drops to a steady state after about 6 to 12 months of pumping. 
In CBM producing areas of the lower 48, the average water production ranges 
from less than 25 bbl/day/well to as much as 400 bbl/day/well. 

o If we consider, hypothetically, that a CBM producing well in a rural Alaskan 
community produced 400 bbl/day/well (~16,800 gallons/day/well) and that the 
community’s energy needs are met by this single well, then using the example of 
Clough (2001) for a medium-sized community of 700 people, the demand for 
water use for this community, assuming 40 gallons per person per day of use 
would total 28,000 gallons. Hence, if it is assumed that the community will 
depend partially on the CBM produced water as a resource, then the single well 
production would suffice as a resource for the community if the water is clean or 
treated to drinking water standards. 

o However, with more wells complementing the dewatering, the average production 
of water from the CBM wells would be much higher than the demand for use. In 
such a scenario, reduction of produced water would be a viable option. However, 
to the best of our knowledge, this option has not been researched for CBM 
recovery. 

o If however, the produced water needs to be disposed entirely, then environmental 
treatment costs would need to be considered in the economic evaluation. In such a 
scenario, lowering the amount of produced water would reduce environmental 
costs. Reduction in produced water is an area of active research in oil and natural 
gas production but has not been completely successful. 

 
 Field logistics and drilling constraints 

o Alaska poses several constraints for development of CBM resources in rural 
communities. First and foremost is the high transportation cost to rural off-road 
locations. Most of the rural communities located near potential CBM resources 
are not on the state road system. Therefore, transportation of equipment for 
drilling and development of the basin is limited to water or air routes. Winter 
months are difficult for any fieldwork due to cold climate and snow conditions. 
Transportation in the winter is usually only possible via air routes, which might 
prove to be costly. The field season is also limited by the long winter months. 
Drilling in permafrost needs special familiarity. The success of a CBM 
development program in Alaska is best summarized by Tyler et al. (2000), “It is 
hypothesized that the first (one or two) wells drilled in the rural Alaskan 
exploration program will be the key to the future of coalbed methane development 
in the state. Fairways should therefore be targeted in the basin having the most 
available data (North Slope-Colville Basin) and the highest probability of 
penetrating thick, laterally continuous and gassy coal beds. Drilling a dry hole 
having little or no coal, or low gas contents, during early exploration attempts 
may severely retard future coalbed methane exploration and development in rural 
Alaska. The drilling program should proceed with the cooperation of local 
operators familiar with drilling in permafrost regions and with local organizations 
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that can provide additional data and information for complete evaluation of the 
coalbed methane potential.” 

 
 Scaling issues associated with rural versus commercial production 

o Two issues are critical in scaling down a CBM project from a commercial 
production to a rural Alaskan operation. These are the amount of methane 
produced and the amount of water produced. 

o A commercial production caters to a population that is a few orders of magnitude 
larger than the typical rural community of Alaska. Hence, the demand for energy 
may also be equally low in Alaska. The constraint is how to produce the right 
amount of gas to meet the demand of the rural population without venting any 
excess amount to the atmosphere.  This process would relate to assessment of the 
gas to water ratio of currently producing wells in order to plan for a suitable ratio 
based on the demand and supply of the rural communities. In the lower 48 CBM 
projects, the water to gas ratios vary from 0.03 to 2.75 (bbl/MCF) on average.  

o Once the energy demand is assessed, a certain water to gas ratio may be adopted 
for production of CBM in a rural community.  The limitation of such a` priori 
adoption may not be practicable depending upon the hydrogeology of the basin, 
the permeability of the coal seams and other geologic conditions. Production of 
water at a limited rate may not depressurize the coal formations appropriately; 
hence, production of methane might be hindered. As opposed, initial production 
of a high rate of water might be difficult to treat and/or dispose. Besides, control 
of the methane production might also be difficult. Without a complete assessment 
of the basins and their characteristics, it is not possible to conclude a specific 
scaling parameter for a particular basin and its associated rural community. 

 

Potential Rural CBM Water Production, Treatment, and 
Disposal Costs 
 
A review of the available literature indicates a high degree of variability in costs for CBM 
produced water treatment and disposal. Following are excerpts from one typical example. The 
first is from a white paper found at http://www.netl.doe.gov/publications/ 
 

 
Produced Water from Coalbed Methane (CBM) Production 

 
“The quality of CBM produced water varies with the original depositional environment, 
depth of burial, and coal type (Jackson and Myers 2002), and it varies significantly across 
production areas. As CBM production increases and more water is produced, concern 
about the disposition of these waters on the receiving environment is increasing, since 
uncertainties abound regarding the impact of these waters, as regulators and operators try 
to ensure protection of the environment. CBM constituent data are growing, and many 
states maintain files with produced water data. Sources include the Colorado Oil and Gas 
Conservation Commission, the Groundwater Information Center at the Montana Bureau 
of Mines and Geology, the Utah Division of Oil, Gas, and Mining, and the Wyoming Oil 
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and Gas Conservation Commission. In addition, the U.S. Geological Survey (USGS) 
Produced Waters Database contains data on the composition of produced water and 
general characteristics of the volume of water produced from specific petroleum 
producing provinces in the United States (Breit et al. 1998). The data were originally 
compiled by DOE and the Bureau of Mines, and the USGS has reviewed, verified, and 
evaluated the reliability and quality of the data. However, information on the actual 
impacts of CBM discharges — which depend not only on produced water characteristics, 
but also on the characteristics of the receiving environment — are not well understood.” 

 
Cost Rates ($/bbl) 

 
The cost of managing produced water after it is already lifted to the surface and separated 
from the oil or gas product can range from less than $0.01 to at least several dollars per 
barrel. The following sections offer several examples of costs. 
 
Offsite Commercial Disposal Costs 
 
In 1997, Argonne National Laboratory compiled information on costs charged by offsite 
commercial disposal companies to accept produced water, rain water, and other 
“watertype wastes” (Veil, 1997b). The reported costs are assumed to be lower than or 
comparable to the costs available for onsite management by the operators themselves. 
Costs for disposing of these wastes are listed in Table 4. Overall, disposal costs are 
$0.01-$8/bbl, although most are $0.25-$1.50/bbl. The highest cost, $8/bbl, is charged at 
one facility in Wyoming for particularly dirty wastes that need pretreatment before 
injection. The same facility charges as low as $0.75/bbl for cleaner wastes. The lowest 
cost is charged by a nonprofit facility in California that operates as a cooperative for 
several member users. These costs are solely disposal costs; the cost of transporting the 
water to the facilities is additional. 
 
By far, the most common commercial disposal method for produced water is injection. 
The range of costs for injection is the same as that described in the previous paragraph. 
Ten companies in Wyoming, five companies in Utah, and four companies in New 
Mexico use evaporation to dispose of produced water. The cost is $0.25-$2.50/bbl. 
Another New Mexico company uses a combination of evaporation and injection, at a cost 
of $0.69/bbl. The nonprofit California company described above, which also uses a 
combination of evaporation and injection, charges $0.01-$0.09/bbl. 
 
Six companies in Pennsylvania utilize surface water discharge options. Three of these 
companies treat and blend produced-water and discharge it directly through an NPDES 
permit. Another company treats the waste and discharges it to a sanitary sewer that leads 
to a municipal wastewater treatment plant. They charge $1-$2.10/bbl. Two municipal 
wastewater treatment plants accept water-type wastes but not produced water. They 
charge $0.65-$1.50/bbl. Another company in Pennsylvania spreads produced water on 
roads in the summer and discharges to a municipal wastewater treatment plant in the 
winter. This company charges $1.30-4.20/bbl. 
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Costs for Rocky Mountain Region Operators 
 
Jackson and Myers (2002, 2003) provide cost estimates for many produced water 
disposal methods that might be used in the states of Wyoming, Colorado, Utah, and New 
Mexico. Table 5 (see also Figure 8) is based on data from that paper. The majority of 
their reported costs range from $0.01/bbl for surface discharge or evaporation to more 
than $5.50/bbl for commercial waste haulers. The magnitude of the cost depends on the 
water chemistry, the regulatory requirements imposed, and the amount of treatment 
needed. 
 
The cost of managing produced water after it is already lifted to the surface can range 
from less than $0.01 to at least several dollars per barrel. 

 

Table 4.  Disposal costs for produced water at offsite commercial facilities. 
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Table 5.  Produced water management costs. 

 
 
 

 
Figure 8.  Produced water management costs from Table 5, presented in graphical form. 
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Rural Alaska costs issues and applicability for CBM water production 
 
Available construction cost information for existing rural Alaskan village water treatment 
systems provided by the UAA Department of Environmental Quality Engineering indicates a 
similar degree of variability. The following chart (Figure 9) was generated by dividing the 
construction cost of water treatment systems in each of the listed villages by the demand, in 
gallons per day. Data was provided by UAA. An example flow chart of water treatment and 
disposal system is illustrated in Figure 10. 
 
 

 
Figure 9.  Existing village water treatment system construction cost (construction cost of water treatment 

systems divided by demand of villages, in gallons per day). 
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Figure 10.  Example system flow chart for a water treatment and disposal system. 

 

Potential for Use of CBM Water as a Drinking Water Source in 
Rural Alaska 
 
In rural Alaska, coalbed methane (CBM) produced water might have value for use as a water 
source.  Cold winter temperatures that cause water sources to freeze in many cases require 
villages to maintain large water storage tanks to provide a winter water supply.  In addition, 
many surface water sources used by Alaska’s small communities contain high concentrations of 
natural organic material, referred to as “tundra tea” and often cause the formation of disinfectant 
byproducts during treatment (Jones, 2001).  CBM produced waters would provide a constant 
thawed water source that could be treated and used year round, thereby decreasing storage 
requirements.  Additionally, it is possible that the water quality generated from a CBM well 
could exceed the quality of the current water source, even in villages whose source is ground 
water under the influence of surface water, which is commonly plagued with high concentrations 
of iron, manganese, and arsenic.   
 
The purpose of this study was to evaluate the potential of using CBM water as a drinking water 
source in rural Alaska.  To evaluate this potential, we used the following approach.  First, we 
investigated the potential CBM water quality.  We then summarized the available current 
drinking water source water quality from villages with known CBM potential.   The treatment 
systems currently utilized in these villages and their approximate costs were then summarized.  
Finally, we made an estimate of the number of communities and types of treatment systems that 
would be required to treat CBM water if it were to be adopted as a drinking water source.   
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Rural CBM Water Information 
 
Information on specific characteristics of water co-produced with coalbed methane (CBM) in 
Alaska is lacking, so to estimate potential produced water quality, we reviewed the chemical 
content CBM produced waters from other locations.   Among the most studied CBM waters are 
those produced by the following coal basins: Black Warrior, AL, Powder River, WY, Raton, 
NM, San Juan, CO, and Uinta, UT.  Despite basin differences in coal formation type, geologic 
age and location, dissolved ions in these waters contain mainly sodium (Na), bicarbonate (HCO3) 
and chloride (Cl).  They are relatively low in sulfate (SO4), and higher in sulfite (SO3), (USGS 
2000).  Trace-element concentrations and volatile organic compounds are generally low (Van 
Voast 2003, Rice 2000). 
 
High total dissolved solids (TDS) concentrations in CBM waters are commonly what exacerbate 
treatment issues and requirements.  TDS concentrations can range from 200 mg/L to 170,000 
mg/L (USGS, 2000).  Unlike the other chemical characteristics of CBM produced waters, TDS 
concentration depends upon the depth of the coal beds, the composition of the rocks surrounding 
the coal beds, the amount of time the rock and water react, and the origin of the water entering 
the coal beds (USGS, 2000).   
 
Without specific TDS data on CBM produced water in Alaska, it was necessary to assume (for 
the purposes of comparison and cost estimation) an average produced water quality.  For this 
study, TDS concentrations modeled after CBM produced water in the Powder River Basin, WY, 
where TDS ranges from 370 to 1,940 mg/L, with a mean of 840 mg/L (Rice, 2000).  Relative to 
other areas where CBM has been extracted, generated water in the Powder River Basin is of 
good quality, with a comparatively low TDS content.   
 
Existing Village Water Supply Data 
 
Tables 6 and 7 summarize the water-quality information available from rural villages proximate 
to CBM resources. Table 8 summarizes the basic village treatment system type and storage tank 
size.  As shown in Table 6, thirteen of these villages obtain water from surface sources.  
Although occasional water quality issues are presented by high iron and manganese and total 
organic carbon (TOC), the general water quality is good.  Treatment to drinking water standards 
is typically completed using basic granular media filtration and chlorine disinfection.  Due to the 
high concentration of natural organic material in the surface water sources of the North Slope 
Borough villages of Wainwright, Point Lay and Atqasuk, these communities use a dual 
membrane microfiltration/nanofiltration system for treatment.   
 
City and individual wells are used to provide water to the remaining villages (see Table 7).  In 
these cases, the water is classified as groundwater or groundwater under the influence of surface 
water.  Poor water quality or unreliable well flows are common, often due to poor well 
placement or aged equipment.  Treatment to reduce high iron and manganese content is 
frequently required of these groundwater sources.  Arsenic is another widespread groundwater 
contaminant in Alaska, but is not found to be an issue for the majority of villages identified near 
CBM reserves.  In most cases, the green sand filters used by standard rural water treatment 
systems are sufficient to manage the high concentrations of these constituents and comply with 
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drinking water standards.  Issues of taste and aesthetics still persist in some villages and 
individuals commonly use Brita or other household filters to improve palatability.   
 
The data presented in Tables 6 and 7 suggest that even if CBM production in Alaska generates a 
high quality water, current water quality in all the villages will likely still exceed the CBM water 
quality.  Produced water might offer relief from high iron, manganese, color and odor problems, 
but based on the review of other CBM operations; produced water will likely have a higher TDS 
content than most of the existing water sources.  A financial advantage for water treatment will 
only be realized if CBM produced water quality in Alaska substantially exceeds the averages 
found elsewhere in the United States and Canada. 
 
Costs for Various Water Treatment Systems 
 
Capital costs estimates for village water-treatment systems were solicited from a cost estimator 
used by Alaska Native Tribal Health Consortium for feasibility studies.  This function accounts 
for village specific constraints and corresponding pricing.  Parameters included storage tank size, 
water treatment building square footage, and type and number of water source intakes.  It 
generates a cost estimate that includes both equipment and construction.  The estimates reported 
in Table 9 do not include equipment or construction costs associated with a washeteria, 
wastewater treatment, or any water distribution or sewer systems.  The assumptions made in the 
preparation of these estimates included: 
 

- Floor space requirements and corresponding square footage input was based solely on 
village population: 

 
o 400 ft2 for populations less than 100 
o 900 ft2 for populations of 100-249 
o 1225 ft2 for populations of 250-349 
o 1600 ft2 for populations of 350-500 
o 2500 ft2 for populations of 500 or more 
 

- All facilities built on conventional foundations of local gravel material. 
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Table 6.  Select water quality data for villages with surface water sources. 

      
Parameter Source TOC Color TDS Fe Mn Cl As Cond Alk pH Turb Reference 

units   mg/L PCU mg/L mg/L mg/L mg/L mg/L 
umhos
/cm 

mg/L 
CaCO3   NTU   

Drinking 
Water Std     15 500 0.3 0.05 250 0.05     

6.5-
8.5    

Atqasuk Imakruak Lake 4.59 10 100 <MRL 0.0112 <MRL     56.2 7.8 0.8 NTL Alaska, Inc. 2004 
Chalkyitsik Black River   10 170 1.1 0.19 6.6     135 7.7   HDR Alaska, Inc. 2001 

Chignik Indian Creek 0.53 5 33.8 0.25 0.01 5.5     15.5 8.22 0.76 
CT&E Environmental Services 
2000a 

Deering Inmachuk River 10.4 30   0.65 0.6     566 144 7.54 2.4 Menough 2001 

McGrath 
Kuskokwim 
River   5 235 2.79 0.581 0.512 0.01   144 7.4   CE2 Engineers, Inc. 2002 

Nikolai 
S.F. 
Kuskokwim R.   30 174 2.7 0.382 1.1       7.6 44 ANTHC 2005a 

Noatak Noatak River 4 <MRL 174   0.062       164 7.24   ANTHC 2003 & ANTHC 2004a 
Perryville stream   25           95   7.5 0.4 water sample 1980 

Point Lay Point Lay Lake 15 20 298 1.8 1.58 66.1   549 168   20 
Analytica Group 2005a, North Slope 
Borough 1996 

Selawik Selawik River 19 350   1.62 0.102           16.6 
CT&E Environmental Services 
2003a 

Shungnak Kobuk River                       NANA/DOWL 1998 
Unalakleet Powers Creek     80 0.11 0.114       60 6.6   MWH Americas, Inc. 2002 
Wainwright Merekruak Lake 4.89 25 32 0.684 0.0099 1.01     14.2 6.6 3.7 Analytica Group 2004a, ADEC 2001 
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Table 7.  Select water quality data for villages with non-surface water sources. 

    
Parameter TOC Color TDS Iron Mn Cl As Cond Alkalinity pH Turbidity Reference 

units mg/L PCU mg/L mg/L mg/L mg/L mg/L 
umhos
/cm 

mg/L 
CaCO3   NTU   

Drinking 
Water Std   15 500 0.3 0.05 250 0.05     6.5-8.5   

Alatna 6.52 70 264 2.01 0.519 <MRL <MRL 402 241 7.6 9 CRW 1999, Columbia Analytical 1995 
Allakaket       1.1 0.4             City of Allakaket 1998 
Ambler     310 1.18 0.019 10 <MRL 270 246 7.5   Northern Testing Laboratories 1999a 
Beaver 6.91   358 12.3 1.26 2.9 0.007   353 6.9   Northern Testing Laboratories 2000a 
Bettles                         
Birch Creek   200 183     <MRL 0.003 270 128   2.9 Northern Testing Laboratories 1999b 
Chignik Lg 0.92   51.3 0.884 0.0715 7.58 0.001 120 20 7.5 5.6 CT&E Environmental Services 2000b 

Chignik Lk 8 <MDL 99 0.03 <MRL 5.94 0.00887 350 50.56 8.4 1.34 
ANTHC 2005b, GV Jones & Associates, 
Inc. 1986 

Evansville   30 200 1.27 0.077 0.48 <MRL   182 7.61   Northern Testing Laboratories 2000b 
Fort Yukon   80 191 2.6 0.67 <MRL 0.0094   210 7.7 14 Northern Testing Laboratories 2003 
Galena 10.7 47 177 4.67 0.184 2.1 0.00556 379 224 6.7   GV Jones & Associates, Inc. 2003 
Kaltag     52.5 0.05 0.033       34.2 6.78 0.24 PDC, Inc. Consulting Engineers 2002 
Kiana 1.2 <MRL 298 1.59 0.701       254 7.4 3.83 ANTHC 2004b 
King 
Salmon   55 186 17.2 0.0284 3.29 0.00364 220 124 7 4.4 

Analytica Group 2004b, CT&E 
Environmental Services. 2003b 

Kobuk   140   5.4 0.51           40 ANTHC 2002 

Koyuk     1750 0   860     200 7.5   
Alaska Area Native Health 2002, Golder 
Associates 1998 

Koyukuk 5.23   354 0.292 0.393 26.7 <0.005 705 360 7.78   PDC, Inc. Consulting Eng. 2004 
Mekoryuk                         
Naknek   20 100 2.33 0.0606 3.04 0.00874 160 75.5 7.5 19 CT&E Environmental Services 2003c 
Nightmute   <MRL 144 0.07 14.3 5.48       7.35   Summit Consulting Services 2004 
Nulato   5 115 0.05 0.02 0.357 0.005   85.8 6.77   CT&E Environmental Services 1997 
Rampart   35 486 0.038 0.4135 <MDL <MDL   350 7.75   ANTHC 2002b 
Toksook By   10 118 0.69 0.067 8.3 <MRL   90.5 6.5   Analytica Group 2003 
Venetie <MRL <MRL 218 <MRL 0.00473 1.52     178 7.5 <MRL Analytica Group 2005b 
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Table 8.  Village water treatment system information. 

 
Village Population Storage Tank Treatment 

    gallons   

Alatna 32 2,500 11 cartridge type filters (5 micron), no Fe/Mn removal or disinfection 
Allakaket 90 100,000 green sand filter, chlorine, permanganate, treatment for Fe and Mn 
Ambler 274 210,000 addition of liquid chlorine and fluoride prior to storage 
Atqasuk 247   nanoflitration, microfiltration 
Beaver 67 66,000 iron filter, manganese green sand filter, potassium permanganate, chlorination 
Bettles 31 none no public water treatment system 
Birch 
Creek 43 80,000 filtration (pressure sand), chlorination 

Chalkyitsik 84 
95,000; school 

80,000 Giardia filters, school WTP filters and chlorinates 
Chignik 92 200,000 two 4' pressure sand filters (100gpm) 
Chignik Lg 81 150,000 soda ash and chlorine 
Chignik Lk 150 150,000 greensand filter, hypo chlorination 
Deering 145 400,000 carbon filter, fill and draw; disinfection 
Evansville 21 none Culligan double water softener system 
Fort Yukon 594 110,000 potassium permanganate, sand filter, chlorine, fluoride  
Galena 717 97,000 greensand filter, chlorine, fluoride, activated carbon 
Kaltag 211 200,000 two multi media filters, two giardia filters, fluoride 
Kiana 394 200,000 chlorination 
King 
Salmon 404   Amaid Pre-filter, air pump, aerator tank, kinetico macrolite filter 
Kobuk 128 97,000 potassium permanganate, pressure sand filter, Cl, 80 gpm max 
Koyuk 348 205,000 filters, chlorine 
Koyukuk 109 5,000 chlorination 
McGrath 367 500,000 and 75,000 polymer added, filter, chlorine, fluoride 
Mekoryuk 198     
Naknek 601 none none 
Nightmute 232 44 chlorination system (designed to treat 6.1 gpm) 
Nikolai 121 none permanganate, hypo chlorination 
Noatak 448 97,000 microfiltration, chlorination, fluoride to treat 25 gpm 
Nulato 320     
Perryville 110 50,000   
Point Lay 251   nanofiltration, microfiltration 
Rampart 21 35,000 Potassium permanganate, greensand filter, chlorination 
Selawik 829 300,000 cationic polymer, 2 pressure sand filters, chlorine, fluoride 
Shungnak 264 200,000 filters, chlorine (can treat 80 gpm) 
Toksook 
Bay 561 212,000 greensand filter, potassium permanganate - 4' diameter 
Unalakleet 728 1,000,000 polymer added, filter, chlorine (110,000gpd) 
Venetie 188 428,000 sand filtration, cartridge filtration and chlorine 
Wainwright 531 7,000,000 (3 tanks) nanofiltration, chlorine, reverse osmosis, pH adjustment 
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Table 9.  Estimated System Costs. 

  Population Current System Cost 

      

Alatna 32 $772,847 
Allakaket 90 $960,295 
Ambler 274 $1,656,445 
Atqasuk 247 $1,350,981 
Beaver 67 $904,302 
Bettles 31   
Birch Creek 43 $927,358 
Chalkyitsik 84 $1,172,993 
Chignik 92 $676,239 
Chignik Lg 81 $610,262 
Chignik Lk 150 $961,631 
Deering 145 $1,504,181 
Evansville 21 $663,450 
Fort Yukon 594 $2,365,938 
Galena 717 $2,108,520 
Kaltag 211 $1,260,922 
Kiana 394 $1,650,611 
King Salmon 404 $1,142,238 
Kobuk 128 $975,495 
Koyuk 348 $1,451,247 
Koyukuk 109 $985,512 
McGrath 367 $1,990,642 
Mekoryuk 198 $886,146 
Naknek 601 $1,688,300 
Nightmute 232 $1,001,562 
Nikolai 121 $1,100,906 
Noatak 448 $1,285,170 
Nulato 320 $1,056,107 
Perryville 110 $907,557 
Point Lay 251 $1,149,773 
Rampart 21 $687,659 
Selawik 829 $2,258,988 
Shungnak 264 $1,724,865 
Toksook Bay 561 $2,211,146 
Unalakleet 728 $2,729,826 
Venetie 188 $1,726,463 
Wainwright 531 $11,174,380 
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Potential for Combined Water Treatment Systems 
 
Only in the North Slope Borough villages of Point Lay, Atqasuk and Wainwright are treatment 
systems already in place with the capacity to treat CBM waters with elevated TDS 
concentrations  (assumed in this study to be 840 mg/L or greater).  In all other villages, 
equipment additions and modifications would be required to current treatment systems in order 
to achieve drinking water standards.  In those North Slope Borough villages, combined water 
treatment systems are feasible, but water production volumes and controlling them to meet only 
village demands might complicate the scenario.  The cost benefits would need to evaluate both 
water and energy costs and demands. 
 
All water generated from CBM would require some type of treatment prior to discharge, even 
that which is not used to meet a potable demand.  The amount of water produced from CBM 
varies from basin to basin.  In Colorado, a well in the San Juan Basin generates 1,050 gallons per 
day, but in Wyoming an average Powder River Basin well generates 16,800 gallons per day 
(USGS, 2000).  The water production of a CBM well decreases with age, but the initial 
generation will likely exceed potable demand for many of the smaller Alaska villages.  Since it 
would still require treatment, water generated in excess of village demand would drive an 
increased capacity for the water treatment system.  To circumvent such expansion, a separate 
system could be used to treat unneeded CBM generated waters prior to surface discharge or use 
to serve non-potable needs. The overall water produced by CBM operations would need to 
account for the demand-limited condition at most village settings.  
 
Rural Alaska Cost Issues and Applicability for CBM Water Production/Usage 
 
Water quality analysis in rural villages identified on potential CBM resources indicates that 
current source quality will exceed even best case projected CBM water quality in all instances.  
High TDS content and saline characteristics of CBM produced water necessitate high-pressure 
treatment such as reverse osmosis or nanofiltration to achieve a TDS drinking water standard of 
500 mg/L.  Such sophisticated treatment equipment will make CBM water recycling financially 
and operationally impractical for rural Alaskan villages, except in those cases where the 
equipment already exists.  Without accounting for the cost savings associated with reclamation 
and use of the produced methane gas as an energy source, reclaiming the generated waters would 
provide villages with little more than an expensive back-up water source. 
 
Recycling CBM produced waters has possible financial merit in Wainwright, Point Lay and 
Atqasuk, where treatment systems with the capability to treat high TDS waters are already in 
use.  Additionally, these North Slope Borough villages treat surface water which experiences 
seasonal unavailability and forces the villages to store and insulate large storage volumes to 
cover those supply periods.  Replacing these seasonally unreliable surface water sources with a 
constant flowing CBM produced water, at least during the winter season, would alleviate large 
storage requirements and associated tank insulation and heating costs.  The other ten villages that 
obtain drinking water from surface sources, as identified in Table 6, also have potential to gain 
benefits associated with reducing storage requirements.  However, since current treatment 
systems are inadequate to treat anticipated high TDS concentrations, expensive upgrades and 
additions to water treatment systems would be required.  The associated capital and construction 
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costs could be regained over time and there recovery would be greatly expedited if the generated 
methane were recovered to replace existing energy sources. 
 

Outreach Activities  
 
The project team gave various presentations at Alaska meetings to present interim project results. 
A CBM working group was also formed and held several meetings to help discuss project 
objectives and general CBM topics. The initial meeting was held in conjunction with the Rural 
Energy Conference in Valdez, Alaska. This meeting was followed by a workshop held at the 
Alaska Forum for the Environment Meeting in Anchorage, Alaska. An additional meeting was 
held at the International Arctic Research Center in Fairbanks, Alaska.  
 
Professional society presentations were made at Alaska State Section meetings. These include 
the following presentations; 
 

 Alaska Section, AWRA, 2005 Annual Meeting, April 7. Cordova 
o Alaska Coalbed Methane Water Disposal Methods: A Preliminary Review of 

available CBM information and disposal and treatment options for Alaska 
 Alaska Section, AWRA, 2006 Annual Meeting, January 26. Anchorage 

o A Review of CBM Co-Produced Water Disposal Methods for Alaska 
 

Summary and Recommendations  
 
The primary purpose of this project was to determine CBM water disposal issues and potential 
solutions unique to Arctic environments. At the time of this report, there has not been any 
production scale CBM development in Alaska. Some early exploration efforts used down-hole 
methods for disposing of water produced during exploration. In search of experiences from other 
cold-region countries, we did not find any new treatment solutions to CBM produced water in 
the Arctic. 
 
In doing this survey of information sources, we did discover some of the following points that 
should be noted in any development in Alaska, or other Arctic regions; 
 

 CBM reservoirs can cover a very wide range of water quality and produced water 
characteristics. Evaluation of CBM produced water treatment and disposal options need 
to be based on reservoir-specific water quality and yield information.  

 Exploration efforts need to include the collection of water samples to evaluate formation 
water chemistry. 

 Disposal systems need to account for Arctic environmental conditions, such as prolonged 
winters with below freezing temperatures. 

 In many Arctic regions, year-round water supplies are limited, particularly in continuous 
permafrost environments. The combination of exploration water chemistry and tests 
related to production yields with current water treatment approaches need to be evaluated 
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on a site specific conditions to evaluate economic reuse of CBM produced water for 
potable and non-potable water-use needs. These analysis need to take into account both 
water and energy utility economics.  

 The application of water-treatment technologies for produced water from oil fields need 
to be applied to CBM produced water. Additionally, the application of water-treatment 
reuse systems in small arid systems also need to be considered for application in arctic 
communities, as some of the technologies from these systems may easily transfer small-
scale treatment systems in the arctic. 

 Permitting approaches need to treat the source-water discharge based on discharge water 
chemistry instead of the water source. 
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Appendix I. References searched though Internet or other electronic search methods for general 
CBM references. These references where then searched for relevant content on CBM water 
disposal topics. 
 

Reference Source Database 
Number of References 

Retrieved 
   
OCLC First Search Applied Science 

& Technology 
Abstracts 

31 

   
OCLC First Search GeoRefS 352 
   
CIRC - 24 
   
Cambridge Scientific Abstracts NTIS                     8 
   
Biblioline Arctic& Antarctic 

Regions 
18 

   
Biblioline Arctic & 

Antarctic Regions 
34 

OCLC First Search ASTA 31 

Cambridge Scientific Abstracts NTIS 39 
   
Library Union Catalog - 32 
   
Miscellaneous - 16 
   
OCLC First Search ASTA 231 
   
OCLC First Search ASTA 33 
   
Engineering Village 2 Compendex 30 
   
Engineering Village 2 Compendex 717 
   
Engineering Village 2 Compendex 367 
   
Cambridge Scientific Abstracts Environmental 

Sciences and 
Pollution Mgmt 

56 
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Reference Source Database 
Number of References 

Retrieved 
Cambridge Scientific Abstracts Conference 

Papers Index 
51 

   
Cambridge Scientific Abstracts Environmental 

Sciences and 
Pollution Mgmt. 

31 

   
Cambridge Scientific Abstracts 
 
 

Conference 
Papers Index 

 

21 

Cambridge Scientific Abstracts 
 
Cambridge Scientific Abstracts 
 
CIRC 
 
DOE 
 
 

NTIS 
 

NTIS 
 
- 
 
- 
 
 
 

33 
 

238 
 
8 
 

20 
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Appendix II. Geologic information for selected US CBM reservoirs. Selected references are listed after this table.  
 

US Basin 
Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal Rank 
or Type 

CBM Depth 
Range 

Water 
Production Selected References 

Powder River 
Basin (PRB) 

Northwest Secondary 
biogenic 

Fort Union 
Fm.  

Lignite to 
low-
volatile 
bituminous 

305 m 
(1,000 ft) 

260 bpd per 
well 

2, 7, 8, 9 

San Juan 
Basin 

Southwest Thermogenic 
secondary 
biogenic 

Fruitland 
Fm. 

Subbit. B 
high-
volatile 

350-650 ft 130,000,000bbl 
cumulative 

1, 3, 5, 6, 7, 11 

Bull Mtn  
Basin 

Northwest - Fort Union 
Fm. 

Subbit. - - 2 

Bighorn 
Basin 

Northwest - Fort Union 
Fm. 

High-
volatile C 
bituminous 

- - 2 

Wind River 
Basin 

Northwest - Mesaverde 
and 
Meeteetse 
Fm. 

Subbit. C 
to high-
volatile C 
bituminous 

1,150-5,615 
m (3,770-
18,410 ft) 

- 4, 7 

Raton Basin S-Colorado, 
NE-New 
Mexico 

- Vermejo 
Fm. and 
Raton Fm. 

High-
volatile B 
& C 
bituminous 

- - 11 

Vinta Basin Utah - Mancos 
Shale & 
Mesaverde 
Group 

High-
volatile B 
to A 
bituminous 

- Excessive 5, 11 
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US Basin 
Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal Rank 
or Type 

CBM Depth 
Range 

Water 
Production Selected References 

Piceance 
Basin 
 
 

Central  Thermogenic 
secondary 
biogenic 

- - - Low-High 9 

Black 
Warrior 
Basin 
 

Eastern Thermogenic 
secondary 
biogenic 

- - - Less than 250 
bpd 

9, 11 

Sandwash 
Basin 
 

Southwest - - - - High 200-1000 
bbl/d 

5 
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1-Ayers, W.B., Jr., and W.A. Ambrose, with assistance, 1990, Geologic Controls on the Occurrence of Coalbed Methane, Fruitland 
Formation, San Juan Basin in 1990, Geologic Evaluation of Critical Production Parameters for Coalbed Methane Resources: 
Part I, San Juan Basin, Final Report (August 1988-July 1989), Gas Research Institute, Chicago, Illinois. 

 The Fruitland Formation in the San Juan Basin is a major producer of coalbed methane in the Western United States.  Fruitland 
Formation waters are meteoric waters.  Non-coastal waters reflect high alkalinities and low chlorinates.  The distribution of 
low-chloride ground waters coincides with over pressured areas in the north-central basin.  The area acts as a single hydrologic 
unit or homogeneous aquifer, but large local pressure gradients indicate that Fruitland strata may be hydraulically disconnected 
acting as a compartmentalized aquifer. 

 
2-Bartow Chapman, Elizabeth and James R. Gruber, Jr., 1991, Coal and Coalbed Methane Resources of Montana:  in Coalbed 

Methane of Western North America, Rocky Mountain Association of Geologists, Denver, Colorado. 
 The report gives an overview of the coal and coalbed methane resources of Montana. Montana is the second largest coal 

resource in the United States with approximately 35% of the state having coal resources. A large portion of the coal is found in 
the Fort Union Formation and ranks from lignite to low volatile bituminous. Water production and disposal have minimal 
environmental concerns due to the related fresh water. The large majority of Coalbed Methane resources in Montana are in the 
Powder River Basin.  

 
3-Dhir, Rahul, Matthew J. Mavor, Jay C. Close, 1991, Evaluation of Fruitland Coal Properties and Development Economics, San Juan 

Basin, Colorado and New Mexico in Coalbed Methane of Western North America:  Rocky Mountain Association of Geologist, 
Denver, Colorado. 

 The report documents the reservoir properties, deliverability, and development economics of four Fruitland Formation coal-gas 
wells in the San Juan Basin of Colorado and New Mexico.  Detailed estimates of reservoir properties include pressure, 
thickness, ash content, gas content and storage, diffusion coefficients, permeability, cleat frequency and coal ranks.  The 
application of more effective technologies would enable better access to the reservoirs and would significantly enhance gas 
recovery from the Fruitland Formation coal. 

 
4-Johnson, Ronald C., Charles E. Barker, Mark J. Pawlewicz, Bonnie L. Crysdale, Arthur C. Clark and Dudley D. Rice, 1991, 

Preliminary Results of a Coalbed Methane Assessment of the Wind River Indian Reservation, Wyoming in Coalbed Methane 
of Western North America: Denver, Colorado 

 The Wind River Indian Reservation, which occupies much of western Wyoming, contains significant amounts of coal deposits 
in the Upper Cretaceous Mesaverde and Meeteetse Formations.  Preliminary results of coalbed methane occur at shallow 
depths in low-rank Mesaverde coals near Hudson, in the South Reservation.  Desorbed gases are chemically dry (97.3%-99.7% 
methane) and contain minor amounts of carbon dioxide (0.61%-0.83%). 
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5-Kaiser, W.R., 1995, Hydrogeology of Coalbed Reservoirs, in 1995, Geologic and Hydrologic controls critical to coalbed methane 

producibility and resource assessment: Comparative studies of the San Juan, Greater Green River, and Piceance Basins, Gas 
Research Institute, Austin, Texas. 

 Distribution of potential energy (hydraulic head) and mass (dissolved solids) identify regional ground-water circulation 
patterns and indicate permeability anisotropy.  Reservoir conditions inferred from hydraulic gradient, pressure regime, and 
hydrochemistry.  Hydrogeology is a major control on the occurrence and probability of coalbed methane, which is produced in 
a variety of hydrologic settings but is greatest from the artesian coal beds in association with discharge areas.  

 
6-Oldaker, Paul R., 1991, Hydrogeology of the Fruitland Formation, San Juan Basin, Colorado and New Mexico: in Coalbed methane 

of Western North America, Rocky Mountain Association of Geologist, Denver, Colorado. 
 The report is an overview of the hydrology of the Fruitland Formation in the San Juan Basin. The coal within the Fruitland 

Formation has a wide range of variation, which effects the variation of the formation’s permeability (0.002-811 md). The 
depositional environments, structure, source organic material, etc all are factors of the coal’s lithology and the Fruitland 
Formation’s permeability. Water quality tests show a wide range in total dissolved solids. This is due to the basin having five 
major discharge areas and several flow paths with different resident times. The hydrology of the Fruitland Formation is 
determined by the topography, structure and climate. 

 
7-Peterson, Kurt M., 1991, Coalbed Gas Development in the Western United States- An Update in Coalbed Methane of Western 

North America: Rocky Mountain Association of Geologists, Denver, Colorado. 
 The western United States in general, with the San Juan, Piceance, Raton, Uinta, Green River, Wind River, and Powder River 

basins having particularly large coal reserves and have been and will continue to be the focus of coalbed gas development.  
With these increased interests in development of these basins, there have been many legal questions as to who has the rights to 
develop the basin.  Careful and extensive analysis of land ownership records should identify the legal risks and the likelihood 
of disputes.  Advanced negotiations are key to minimizing the legal risks associated with coalbed gas development. 

 
8- Rice, C.A., M.S. Ellis, and J.H. Bullock, 2000, Water co-produced with coalbed methane in the Powder River Basin, Wyoming: 

preliminary compositional data [paper edition]:  U.S. Geological Survey open file report 00-372. 
 The report contains information of water and natural gas production from coal beds in the Powder River Basin (PRB). Water 

production in the PRB has had a ten-fold increase from 1997-2000. By the year 2000 PRB was producing 1.28 million barrels 
of water per day.  Within the PRB the area of interest for gas and water production is in the Fort Union Formation’s thick coal 
beds.  Several wells were selected for water quality testing and results concluded that the water from coalbed methane wells 
pass EPA Drinking Water Standards.  
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9-Scott, Andrew R., Compositional Variability and Origins of Coal Gases, in Geologic and Hydrologic controls critical to coalbed 

methane producibility and resource assessment: Comparative studies of San Juan, Greater Green River, and Piceance Basins, 
Gas Research Institute, Austin, Texas.  

 The composition of coal gases varies between wells, and vertically between coal beds within individual wells.  The most 
effective conventional and hydrodynamic traps are perpendicular to migration pathways, indicating that an understanding of 
gas geochemistry and origins is critical in developing exploration strategies.  The carbon isotopic composition of methane, 
ethane, propane, butane, and carbon dioxide in coal gases is often critical in determining gas origin and migration pathways. 

 
10-Tremain, C.M., N.H. Whitehead, III and S.E. Laubach, 1990, Regional Tectonic Setting of the San Juan Basin in 1990, Geologic 

Evaluation of Critical Production Parameters for Coalbed Methane Resources, Part I, San Juan Basin, Final Report (August 
1988-July 1989), Gas Research Institute, Chicago, Illinois.  

 Tectonic history influenced the Mesozoic and Cenezoic depositional patterns of coal occurrences.  Tectonic events in the San 
Juan Basin of New Mexico and Colorado have controlled the distribution and orientation of folds and fractures in coals and 
adjacent rocks.  An overall understanding of this basin will provide a basis for predicting coalbed methane occurrences and 
producibility.  

 
11-Tyler, Roger, Andrew R. Scott, W.R. Kaiser, and Douglas S. Hamilton, 1995, Geologic and Hydrologic controls critical to coalbed 

methane producibility and resource assessment:  Comparative studies of the San Juan, Greater Green River, and Piceance 
Basins, Gas Research Institute, Austin, Texas. 

 The report is an overview of the composition of coal gases and coalbed methane development potentials of the San Juan, 
Greater Green River, and Piceance Basins in the western United States. It is a comparative study of the composition of the 
basins and their coalbed methane origins and migration patterns. 
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Appendix III. Water production and disposal information for selected US CBM reservoirs. Selected references are listed after this 
table.  
 

US Basin 
Name 

Regional 
Location 

Number of 
producing wells 

Water 
Production 

Water Quality 
Information 

Water Disposal 
Information  Selected References 

        
San Juan 
Basin 

Southwest  Many Low-High Sodium 
Bicarbonate 

Re-injection into 
SWD wells. 

 2, 3 

 
Black 
Warrior 
Basin 
 
Sand Wash 
Basin 
 
Powder River 
Basin 
 
Greater 
Green River 
Basin 

 
Eastern 
 
 
 
Southwest  
 
 
Northwest  
 
 
Central  
 
 
 

 
Over 4000 
 
 
 
     - 
 
 
     - 
 
 
     - 

 
Less than 
250 bpd 
 
 
High 
 
 
260 bpd per 
well 
 
 
High 

 
Mineralized 
(Na, Cl, 
Bicarbonate) 
 
       - 
 
 
Ft. Union-ok 
Wasatch-poor 
 
Poor quality 

 
Treated Surface 
Discharge, land 
treatment 
 
       - 
 
 
Surface 
Discharge 
 
Surface  
Discharge 

  
2, 4, 5, 6 
 
 
 
3 
 
 
1, 6, 7 
 
 
6, 7 

Piceance 
Basin 
 
Central 
Appalachian 
Basin 
 
Michigan 
Basin 
 

Central  
  
 
Eastern  
 
 
 
Eastern  

     - 
 
 
     - 
 
 
 
2700 

High 
 
 
50 bpd per 
well 
 
 
     - 

Poor quality 
 
 
       - 
 
 
 
       - 

Surface 
Discharge 
 
       - 
 
 
 
Re-injection 

 6, 7 
 
 
6, 7 
 
 
 
6, 7 



 

 47 

 
1- 2001, The Potential for Coalbed Methane (CBM) Development in Alberta, Alberta Department of Energy, September, 2001. 

 The Albert Department of Energy commissioned a study in 2001 to examine the potential for Coalbed Methane (CBM) 
development.  The province has vast resources of coal, an extensive natural gas distribution system and a growing demand for 
natural gas resources.  The Alberta Energy and Utilities Board (EUB) estimates reserves of natural gas at 43 trillion cubic feet 
(tcf).   

 
2- Dawson, F.M., 1995, Coalbed Methane:  A comparison between Canada and the United States, Geological Survey of Canada- 

Bulletin 489. 
 The report is an overview of the geological characteristics of the San Juan and Black Warrior basins in the United States and 

highlights criteria that have allowed the development of coalbed methane productions from these regions.  A similar overview 
is compared to the major Canadian basins in Alberta, Saskatchewan, the Maritimes, Yukon and the Northwest Territory.  The 
United States basins and the Canadian basins are compared on elements of coal seam thickness, gas content, and highest 
coalbed methane potential.  

 
3- Kaiser, W.R., D.S. Hamilton, A.R. Scott, Roger Tyler, & R.J. Finley, 1994, Geologic and Hydrologic Controls on the producibility 

of Coalbed Methane:  Sand Wash Basin, Colorado and Wyoming, Journal of the Geological Society, London, Vol. 151, pp. 
417-420. 

 Geologic and hydrologic comparisons of the San Juan and Sand Wash Basins of the United States indicates that; coal 
distribution, rank, gas content, ground-water flow, and structural settings are all critical controls on coalbed methane 
permeability. The report produces a basin-scale comparison of prolific and marginal production of the two basins. 

 
4- Lawrence, Alonzo W., 1993, Coalbed Methane Produced-Water Treatment and Disposal Options, in Quarterly Review of Methane 

from Coalseams Technology, v. 11, no. 2 (April-June 1993). 
 The Gas Research Institution (GRI) and the Coalbed Methane Association of Alabama produced a study of produced water 

management in the Black Warrior basin.  This study evaluated the six-treatment/discharge systems to develop a management 
guide for use in the basin’s operations.  In the San Juan basin, current disposal practices are reinjected into Class II saltwater 
disposal (SWD) wells under the Safe Drinking Water Act.  The GRI has found that the volumes of water projected for coalbed 
gas activities may exceed the potential capacity of the existing disposal wells. 
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5- Pashin, J.C., W.E. Ward, II, R.B. Winston, R.V. Chandler, D.E. Bolin, R.P. Hamilton, and R.M. Mink, 1990 Geologic evaluation of       

critical production parameters for coalbed methane resources Part II, Black Warrior Basin, Chicago, IL, Gas Research 
Institute. 

 Geologic evaluation parameters for coalbed-methane recourses in the Black Warrior basin of Alabama used an 
interdisciplinary approach that utilized coal quality, structure, sediment, and hydrologic data.  Data suggests that productivity 
trends may be predictable.  Several highly productive trends occur along northeast-oriented lineaments.  These zones of 
enhanced permeability are related to fractures.    

 
6- Reed, P.D., 1994, Compendium of Basins for the Potential Applicability of Jack W. McIntyres Patented Tool, Midland, TX, 

Geraghty & Miller, Inc. 
 Completes wells produce methane wastewater brine. The water produced is usually treated and released into another body of 

water.  The cost of these treatment facilities is very expensive to produce and maintain.  However, a new process, patented by 
Jack W. McIntyre, has been produced to dispose of the water.  The process utilizes a single well for both the production and 
water disposal.  Fluids enter the welbors, gas rises to the surface and the water is moved down into a disposal zone via gravity 
or mechanical pumping.  This method allows for the   simultaneous separation of gas and water disposal without the economic 
and environmental consequences of bringing the water to the surface. 

 
7- Schwochow, Stephen D., Vito F. Nuccio, 2002, Coalbed Methane of North America II.  Rocky Mountain Association of 

Geologists, The Rocky Mountain Association of Geologists. 
 The report is an overview of coalbed methane potential as a gas resource.  The report explores the geomorphology of drainage 

patterns and clues to coal gas natural fracture timing, orientation and locations.  Chemical and isotopic compositions of water 
and implication for methane development in Fort Union and Wasatch Formations of the Powder River Basin are also 
discussed.   
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Appendix IV. Summary of Geologic information for potential Alaskan CBM resources. Selected references are listed after this table.  
 

US Basin 
Name 

Field 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal Rank or 
Type 

Depth to 
CBM 

Typical Coal 
Thickness Selected References 

Colville 
(North Slope) 

Wainwright, 
Kukpowruk 

Biogenic to  
Thermogenic 

Lisbane-
Nanushuk-
Colville 

Lignite to 
High-volatile 
Bituminous 

Surface to 
>6000 ft. 

5-10 ft. 1 

Kobuk West 
Kobuk, East 
Kobuk 

Biogenic Bergman/ 
Kaltag 

Lignite to 
Subbitumino
us 

- 2-3 ft. 1 

Upper 
Koyukuk 

Tramway 
Bar 

Biogenic Bergman/ 
Kaltag 

Lignite to 
Subbitumino
us 

- 3-12 ft. 1 

Lower 
Koyukuk 

Nulato Biogenic Bergman/ 
Kaltag 

Lignite to 
Subbitumino
us 

- <4 ft. 1 

Yukon - Biogenic Bergman/ 
Kaltag 

Lignites - <5 ft. 1 

Minchumina Little 
Tonzona 

Biogenic Usibelli Subbitumino
us 

- 20 ft. 1 

Alaskan 
Peninsula 

Chignik Biogenic, 
Thermogenic 

Chignik-
Herendeen 

Lignite , 
Anthracite to 
Bituminous 

<9000 ft. 3-5-16 ft. 1 
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1-Tyler, R., Scott, A.R., Clough, J.G., 1997. Coalbed Methane Potential and Exploration Targets for Rural Alaskan Communities. 
 

 A Department of Natural Resources Survey of coal bed methane potential in rural Alaskan communities.  Including the 
number of villages and individuals in the area of interest and the distances to the nearest pipeline and roadways for access. 
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Appendix V. Geologic information for Canadian CBM reservoirs. Selected references are listed after this table.  
 

Canadian 
Basin Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal 
Rank or 

Type 
Romax 

CBM Depth 
Range (m) 

Water 
Production Selected References 

Vancouver 
Island 

British 
Columbia 

High volatile B 
bituminous to 
anthracite 

Quinsam - 500-1500 0.6% 6 

Intermontane 
British 
Columbia 

British 
Columbia 

Semi-anthracite 
to Meta-
anthracite 

Bowser - - 2.5% - 
5.3% 

6 

Intermontane 
British 
Columbia 

British 
Columbia 

High to medium 
volatile 
bituminous 

Skeena - - N/A 6 

Intermontane 
British 
Columbia 

British 
Columbia 

High volatile C 
to B bituminous 

Bowron 
River 

- 700 N/A 6 

Intermontane 
British 
Columbia 

British 
Columbia 

High volatile C 
to B bituminous 

Merritt - - N/A 6 

Intermontane 
British 
Columbia 

British 
Columbia 

High volatile C 
to B bituminous 

Tulameen - 800 N/A 6 

Rocky 
Mountain 
Front Ranges 

SE British 
Columbia 
and SW 
Alberta 

High to low 
volatile 
bituminous 

East 
Kootenay 

- 200-2000 0.9% - 
1.4% 

6 
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Canadian 
Basin Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal 
Rank or 

Type 
Romax 

CBM Depth 
Range (m) 

Water 
Production Selected References 

Rocky 
Mountain 
Front Ranges 

SE British 
Columbia 
and SW 
Alberta 

High to low 
volatile 
bituminous 

Crowsnest - 67-380 N/A 6 

Rocky 
Mountain 
Front Ranges 

SE British 
Columbia 
and SW 
Alberta 

Low volatile 
bituminous to 
semianthracite 

Cascade - 400-1500 1.33% - 
2.65% 

6 

Rocky 
Mountain 
Front Ranges 

SE British 
Columbia 
and SW 
Alberta 

Low volatile 
bituminous to 
anthracite 

Panther/Cle
arwater 

- 500-1500 1.3% - 
2.6% 

6 

Inner 
Foothills 

West-
Central 
Alberta 

Medium to low 
volatile 

Nordegg - 600-2600 1.2% - 
1.6% 

6 

Inner 
Foothills 

West-
Central 
Alberta 

N/A Cadomin-
Luscar 

- 500 - 2000 0.97% - 
1.43% 

6 

Inner 
Foothills 

West-
Central 
Alberta 

Medium to low 
volatile 
bituminous 

Smoky 
River 

- 500-2000 1.3% - 
1.7% 

6 
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Canadian 
Basin Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal 
Rank or 

Type 
Romax 

CBM Depth 
Range (m) 

Water 
Production Selected References 

Inner 
Foothills 

NE British 
Columbia 

A bituminous to 
low volatile 
bituminous 

Peace River - 250 - 2000 1.0% - 
1.5% 

6 

Outer 
Foothills 

Alberta High volatile 
bituminous 

Belly River 
and 
Coalspur 

- 250 - 2000 0.6% - 
0.75% 

6 

Western 
Interior 
Plains 

Alberta Lignite to 
Bituminous 

Mannville - <600 - 
>3000 

0.6% - 
1.2% 

6 

Western 
Interior 
Plains 

Alberta Subbituminous 
C to high 
volatile C 
bituminous 

Scollard - 60 - 150 0.4% - 
0.75% 
 
 

6 

Maritimes Nova Scotia High volatile 
bituminous A to 
medium volatile 
bituminous 

Cumberland - 150 - 800 0.75% -  
0.97% 

6 

Maritimes Nova Scotia High volatile 
bituminous A to 
medium volatile 
bituminous 

Pictou/Stell
arton 

- 600 - 1200 0.75% - 
0.97% 

6 
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Canadian 
Basin Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal 
Rank or 

Type 
Romax 

CBM Depth 
Range (m) 

Water 
Production Selected References 

Maritimes Nova Scotia High volatile 
bituminous A to 
medium volatile 
bituminous 

Sydney - 500 - 2000 0.9% - 
1.2% 

6 

        
Plains Alberta High-volatile C 

bituminous 
Paskapoo 
(Obed) 

- 0 – 500 0.48% - 
0.63% 

9, 5 
 

Plains Alberta H-V bituminous 
C 

Scollard 
(Ardley) 

Variable 
water 
quality 

0 – 700 0.5% - 
0.65% 

9, 1 

Plains Alberta Subbituminous 
to H-V 
bituminous 

Horseshoe 
Canyon 
(Carbon-
Thompson 
& 
Drumheller) 

Dry 0 - 800 0.39% -  
0.65% 

9, 10 

Plains Alberta Subbituminous 
to H-V 
bituminous 

Belly River 
(Lethbridge, 
Taber, & 
McKay) 

TDS=139
3.4 mg/L 

0 – 750 - 9 

Plains Alberta Subbituminous 
to H-V 
bituminous 

Upper 
Mannville 

Water 
quality: 
Saline 

800 - 2000 - 9 
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Canadian 
Basin Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal 
Rank or 

Type 
Romax 

CBM Depth 
Range (m) 

Water 
Production Selected References 

Plains Alberta Subbituminous 
to H-V 
bituminous 

Lower 
Mannville 

- 750 – 3000 - 9 

Foothills / 
Mountains 

Alberta H-V bituminous 
C 

Coalspur - - 0.5% - 
0.65% 

3 

Foothills / 
Mountains 

Alberta - Brazeau - - -  

Foothills / 
Mountains 

Alberta H-V bituminous 
to Anthracite 

Gates – 
Luscar 

Water 
quality: 
variable 

300– 2500 1.05% -  
1.89% 

9, 7 

Foothills / 
Mountains 

Alberta - Moosebar – 
Luscar 

- 500 – 2000 - 9 

Foothills / 
Mountains 

Alberta - Gladstone – 
Luscar 

- 500 – 2000 - 9 

Foothills / 
Mountains 

Alberta - Cadomin – 
Luscar 

- 500 – 2000 - 9 

Foothills / 
Mountains 

Alberta - Kootenay 
Group 

- 1000 – 2000 - 9 

Georgia British 
Columbia 

High-volatile B 
to A bituminous 

Nanaimo 
Group 

- 450-1500 0.64% - 
0.72% 
 

4 

Big Horn Alberta Low-volatile 
bituminous 

Luscar 
Group 

  >1.50% 7 
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1-Alberta Energy Utilities Board - Alberta Geological Survey, Earth Sciences Report: ESR 2003-04 - Chemical and Physical 
Hydrogeology of Coal, Mixed Coal-Sandstone and Sandstone Aquifers from Coal-Bearing Formations in the Alberta Plains 
Region, Alberta. Lemay, T.G. 2003. 

 Unconventional gas resources are increasing in demand and importance.  The natural gas developing companies in Alberta 
Canada face several challenges in the development of these unconventional gas resources.  Land access, tenure, and economic 
developments are just a few of the obstacles that Alberta faces in its development and exploration of natural gas resources. 
Samples of coal, mixed coal-sandstone, and sandstone aquifers have been taken throughout Albert.  The resulting samples 
taken from Paskapoo-Scollard Formation aquifers have been shown to exceed Canada’s water quality values in pH, sodium, 
manganese, and other precious metals.  The preliminary analysis of the information available for pump testing has lead to more 
informed and responsible decision-making regarding coal and sandstone aquifers.  

 
2-Andrew Beaton: "Coal-Bearing Formations and Coalbed-Methane Potential in the Alberta Plains and Foothills," CSEG Recorder 

(November 2003) p. 22 (http://www.cseg.ca/recorder/pdf/2003/11nov/nov03_05.pdf) 
 Alberta contains substantial resources in the Plains and Foothills.  Coal rank ranges from lignite in the eastern Plains up to low 

volatile bituminous and anthracite in the Foothills.  Coalbed methane targets exist in the Scolland Formation, Horseshoe 
Canyon Formation and Coalspur coal zones of the Foothills.  The maximum gas in place in Alberta is estimated at 1.42 x 
1020m3 (500 Tcf).  Although this is a large number, the actual amount to be produced remains unknown due to limited data on 
gas concentrations and permeability. 

 
3-Barry Ryan: "A Summary of Coalbed Methane Potential in British Columbia," CSEG Recorder (November 2003) p. 32 

(http://www.cseg.ca/recorder/pdf/2003/11nov/nov03 06.pdf) 
 British Columbia has natural gas reserves of 9Tcf with additional undiscovered potential resources of 50 Tcf in the 

northeastern part of the province.  Currently, the natural gas reserves of Canada and the United States are running out.  The 
United States produces 8% coalbed methane out of all of the natural gases produced.  This amounts to 1.56 Tcf/yr (2003).  In 
Albert and in British Columbia there are tremendous incentives to make CBM work.  British Columbia alone has a CBM 
potential of over 3 billion tons. About 80% of British Columbia’s coal resources lie within a number of upper Jurassic and 
lower Cretaceous coalfields in the foothills of the Rocky Mountains.  

 
4-Cathyl-Bickford, C. Gwyneth, 1991, Coal Geology and Coalbed Methane Potential of Comox and Nanaimo Coal Fields, Vancouver 

Island, British Columbia in Coalbed Methane of Western North America: Rocky Mountain Association of Geologists, Denver, 
Colorado, pp.155-162. 
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 CBM of eastern Vancouver Island has contained high amounts of gas and coal.  The two principal coalfields, Comox and 
Nanaimo, contain coal of Santonian and Campanian ages.  The coals are soft, and the associated organic matter is rich in 
mudstones and gas bearing sandstone.  Deeper drilling to a depth of 3,208 to 4,920 ft. is where this coal is found to persist.   

 
5-"Canadian Minerals Yearbook 2003," Chapter 20.2, Catalogue no. M38-5/52E-PDF, ISBN 0-662-39197-7 

 The total value of mineral commodities mined in Canada include, metals, nonmetals, and coal.  In 2003 there was $20.2 billion 
from these mines commodities as compared with the $19.9 billion in 2002.  However, the value of coal production has 
declined $1.5 billion in 2003 from the $1.6 billion in 2002 as the volume of coal production decreases.   

 
6-Dawson, F.M., 1995. Coalbed Methane: A comparison between Canada and the United States, Geological Survey of Canada, 

Bulletin 489, pp. 60. 
 Canada contains abundant coal resources spread throughout numerous basins in British Columbia, Alberta, Saskatchewan, the 

Maritimes, Yukon, and the Northwest Territories.  Many of these basins contain coal suitable in quality and at a sufficient 
depth for coalbed methane reservoirs.  However, only one well is in production currently.  Canada’s coal basins are ranked to 
have the highest coalbed methane potential for any region.  A lack of information coal basins and CBM refinement has lead 
Canada to investigate the potential of its CBM resources. 

 
7-Dawson, F.M, & W.D. Kalkrath, 1994, Coal rank, distribution, & coalbed methane potential of lower cretaceous luscar group, Bow 

River to Blackstone River, central Alberta foothills: Geologic Survey of Canada- Bulletin 473. 
 The report gives a summary of the subsurface and surface mapping data collected from the Lower Cretaceous Luscar Groups 

coals from the Inner Foothills of Bow River to the Albert/British Columbia borders.  The well samples indicate that coal rank 
is highly variable depending on the sample location and depth.   

 
8-O.F.R. Wirth: "Exploration for Natural Gas from Coal in the Alberta Plains," presented at the AAPG Rocky Mountain Section 

Meeting -Rocky Mountain Natural Gas 2004, Denver Colorado August 9 to 11, 2004  
 In February of 2003, MGV Energy Inc. was the first company in Canada to book natural gas from coal reserves.  In November 

of 2003, production had exceeded 12 mmcf/d from the coals in the upper Cretaceous Horsehoe Canyon Formation and the 
Belly River Group.  MGV also began CBM exploration in 1998. The meeting summarizes the coalbed methane potential of 
Alberta and it’s near by plains. 

9-O. Hoch: "The Dry Coal Anomaly - The Horseshoe Canyon Formation of Alberta, Canada," paper SPE 95872, proceedings of 2005 
SPE Annual Technical Conference and Exhibition, Dallas Texas, 9-12 October 2005.  

 The unique structure of the Horseshoe Canyon coal formation in Alberta, Canada has shown to be severely damaged by water 
influx and foams and normal permeability techniques have been unsuccessful.  The approximate 12,000 sq. miles of the 
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Canyon are thought to contain 1-2 BCF per sq. mile.  Nitrogen hydraulic fracturing is the only stimulation process that has had 
success in the formation thus far.   

 
10- P.A. Bastian, O.F.R. Wirth, L. Wang, G.W. Voneiff: "Assessment and Development of the Dry Horseshoe Canyon CBM Play in 

Canada," paper SPE 96899, proceedings of 2005 SPE Annual Technical Conference and Exhibition, Dallas Texas, 9-12 
October 2005.  

 CBM plays an important role in Western Canada’s conversion from an under-explored, and non-commercial resources to a 
major commercial resources has occurred over such a short time.  In December of 2004, the Horseshoe Canyon CBM was 
estimated to be over 100 MMscfd of gas.  The commercially developed wells were completes in 2003 and 2004.  In 2005, 
wells are in excess of 3,000/year.  Due to the unique and complex structure of the Horseshoe Canyon, assessment of the 
commercial viability and development has been difficult.   

 
11-Richardson, R.J.H., 1991, Coal Resources and Coalbed Methane Potential of a Major Alberta Coal Zone in Coalbed Methane of 

Western North America: Rocky Mountain Association of Geologists, Denver, Colorado. 
 The total Coal resources of Alberta have been estimated to be at 2.6 trillion short tons.  The energy in this coal is 23 times that 

available in the province’s remaining reserves of conventional oil and more than 3.7 times that of its massive oil sands 
deposits.  The Ardley alone was calculated to have 468.5 billion short tons (425 billion tons) along a 250-mile-long subcrop on 
into the southwest side of the Alberta syncline.  Deeper coal reserves have been found to contain large volume of gas below 
thick seams of dense peat moss growth. 
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Appendix VI.  Geologic information of major Russian CBM reservoirs and water production and disposal information. Selected 
references are listed after this table.  
 

Russian 
Basin Name 

Regional 
Location 

Type of CBM 
Resource 

Formation 
Name(s) 

Coal Rank 
or Type 

CBM Depth 
Range (m) 

Water 
Production Selected References 

Kuznetsk South-
central 
Russia 

- - Hard coal 1,350 - 1 
 

Pechora North-
central 
Russia 

- - Hard coal < 1800 - 1 

Donetsk Border of 
Russia and 
Ukraine 

- - Hard coal < 1800 - 1 

Karaganda Kazakhstan - - - < 1800 - 1 

Artemov-
skoye 

Habaravski 
Kraj 

Lignite - Brown coal - - 2 

Partizan-
skoye 

Primorsky 
Kraj 

Bituminous - Brown coal 450-620 - 2 

Razdolnen-
sky 

Primorsky 
Kraj 

Bituminous - Brown coal 450-620 - 2 

Tavritchan-
skoye 

Primorsky 
Kraj 

Lignite - Brown coal 450-620 - 2 

Podgorednen
skoye 

Primorsky  
Kraj 

Bituminous - Brown coal 450-620 - 2 
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1-“Status of Coalbed Methane Recovery and Utilization in the Former Soviet Union,” International Coal & Methane Research Center, 
http://www.uglemetan.ru/HTML/WhitePapers.php 

 
2-“Coal Industry Status and Development Perspectives of Coalbed Methane Recovery and Utilization in Russia’s Far East,” 

International Coal & Methane Research Center, http://www.uglemetan.ru/HTML/WhitePapers.php 
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Appendix VII. CBM cold-region professional and research contacts. 

Country Name Organization 
Email 

Address Phone Address 

Currently 
Working on 
CBM Issues 

Currently Working on 
CBM Water Issues 

Canada Dr. Serge 
Guiot 

Canadian 
National 
Research 
Council 

serge.guiot
@cnrc-
nrc.gc.ca 

514-496-
6181 

Not Known No Reply 
Received 

No Reply Received 

Canada Dr.Abdul 
Majid 

Canadian 
National 
Research 
Council 

Abdul.Maji
d@nrc-
cnrc.gc.ca 

613-993-
2017 

1200 
Montreal 
Rd. 
Ottawa,ON 
K1A 0R6 

Yes Yes 

Canada Dr. Denis 
Groleau 

Canadian 
National 
Research 
Council 

denis.grole
au@cnrc-
nrc.gc.ca 

514-496-
6186 

Not Known Yes Yes 

Canada Dr.Hongshe
ng Guo 

Canadian 
National 
Research 
Council 

Hongsheng
.Guo@nrc-
cnrc.gc.ca 

613-991-
0869 

1200 
Montreal 
Rd. 
Ottawa,ON 
K1A 0R6 

No Reply 
Received 

No Reply Received 

Canada 
 
 
 
 

 
 

Kevin 
Jonasson 

Canadian 
National 
Research 
Council 

Kevin.Jona
sson@nrc-
cnrc.gc.ca 

613-993-
6570 

1200 
Montreal 
Rd. 
Ottawa,ON 
K1A 0R6 

No Reply 
Received 

No Reply Received 
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Country Name Organization 
Email 

Address Phone Address 

Currently 
Working on 
CBM Issues 

Currently Working on 
CBM Water Issues 

Canada Dr.William 
Keith 

Canadian 
National 
Research 
Council 

Bill.Keith
@nrc-
cnrc.gc.ca 

705-762-
2914 

1200 
Montreal 
Rd. 
Ottawa,ON 
K1A 0R6 

No No 

Canada Phillip M. 
Reece 

Canadian 
National 
Research 
Council 

Phill.Reece
@nrc-
cnrc.ga.ca 

506-636-
3367 

1200 
Montreal 
Rd. 
Ottawa,ON 
K1A 0R6 

No Reply 
Received 

No Reply Received 

Canada Dr.Michael 
Gattrell 

Canadian 
National 
Research 
Council 

Michael.Ga
ttrell@nrc-
cnrc.gc.ca 

613-990-
3819 

1200 
Montreal 
Rd. 
Ottawa,ON 
K1A 0R6 

No No 

Canada Curtis 
Evans 

Alberta 
Department of 
Energy 

N/A 403-297-
8386 

N/A No Reply 
Received 

No Reply Received 

Canada Tom Byrnes Alberta 
Department of 
Energy 

N/A 403-297-
8479 

N/A No Reply 
Received 

No Reply Received 

Canada Shirley Alberta 
Department of 
Energy 
 
 

N/A 403-297-
2190 

N/A No Reply 
Received 

No Reply Received 
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Country Name Organization 
Email 

Address Phone Address 

Currently 
Working on 
CBM Issues 

Currently Working on 
CBM Water Issues 

Russia Oleg 
Tailakov 

Uglemetan tailakov@ugl
emetan.ru 

8 384 2 
281366 

ч 

Директор 
АНО 
"Углеметан", 
д.т.н. 
ул. 
Рукавишник
ова, 21 

Кемерово, 
650610 

No Reply 
Received 

No Reply Received 
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Appendix VIII. Geologic Information for Alaskan rural communities with or near potential CBM reservoirs. Selected references are 
listed after this table. CBM resource locations are general estimates, which would need to be evaluated by site-specific investigations.  
 

Community or 
Village 

Village 
Regional 
Location 

Approximate 
CBM Location 

Geologic 
Basin and 

Field Name 
Formation 

Name 
Type of CBM 

Resource 
CBM Depth 

Range Selected References 
Alatna North West Remote Rampart Bergman-

Kaltag 
Bituminous No Data 6 

Allakaket Central Remote Rampart Bergman-
Kaltag 

- No Data  

Ambler Northwest Immediate Kobuk River Bergman-
Kaltag 

Bituminous No Data 1, 2, 4, 5, 6 

Atqasuk North Slope Immediate Northern 
Alaska Coal 

Nanushuk-
Colville 

- Surface to > 
6000 ft 

1, 2, 4, 5, 6 

Beaver Central Immediate Rampart Bergman-
Kaltag 

Lignite No Data 1, 5, 6 

Birch Creek Central Immediate Eagle - Circle Bergman-
Kaltag 

- No Data 1, 5, 6 

Bettles Central Adjacent Rampart Bergman-
Kaltag 

Bituminous No Data 1, 5, 6 

Chalkyitsik Central Remote Eagle-Circle Bergman-
Kaltag 

Lignite No Data 1, 5, 6 

Chignik Aleutians Immediate Chignik Chignik Subbituminous < 9000 ft. 6 
Chignik Lg Aleutians Immediate Chignik Chignik Subbituminous < 9000 ft. 6 
Chignik Lake Aleutians Immediate Chignik Chignik Subbituminous < 9000 ft. 6 
Deering Southwest Remote Chignik - Bituminous  6 
Evansville Central Adjacent Rampart Bergman-

Kaltag 
Bituminous No Data 1, 5, 6 

Ft. Yukon 
 
Galena 
 
 

Central 
 
Central 

Adjacent 
 
Remote 

Eagle – Circle 
 
Nulato 

Bergman-
Kaltag 
Bergman-
Kaltag 

Lignite 
 
Bituminous 
 

1253 
 
No Data 

1, 5, 6 
 
1, 5, 6 
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Community or 
Village 

Village 
Regional 
Location 

Approximate 
CBM Location 

Geologic 
Basin and 

Field Name 
Formation 

Name 
Coal Rank or 

Type 
CBM Depth 

Range Selected References 
Kaltag Western Adjacent Nulato Bergman-

Kaltag 
Bituminous No Data 6 

Kiana Northwest Adjacent Kobuk River Bergman-
Kaltag 

Bituminous No Data 6 

Kobuk Northwest Immediate Kobuk River Bergman-
Kaltag 

Bituminous No Data 6 

Koyuk Western Remote 
Local Occ. 

Nulato - Bituminous & 
Lignite 

- 6, 2 

Koyukuk Western Adjacent Nulato Bergman-
Kaltag 

Bituminous No Data 6 

McGrath Central Adjacent Little 
Tonzona 

- Subbituminous No Data 1, 5, 6 

Mekoryuk Southwest Remote Rampart - Subbituminous - 6 
Nightmute Southwest Remote Rampart    6 
Nikolai Central Immediate Little 

Tonzona 
Usibelli Subbituminous No Data 1, 5, 6 

Noatak Northwest Remote Rampart - Bituminous  6 
Nulato Central Immediate Nulato Bergman-

Kaltag 
Bituminous No Data 1, 5, 6 

Perryville Southwest Remote Herendeen 
Bay – Unga 
Island 

- Subbituminous - 6 

Point Lay North Slope Adjacent Northern 
Alaskan Coal 

Nanushuk Bituminous Surface to 
>6000 ft 

1, 2, 5, 8 

Rampart Central Adjacent Rampart - Bituminous - 1, 5, 6 
Selawik Northwest Adjacent Kobuk River - Bituminous - 6 
Shungnak Northwest Immediate Kobuk River Bergman-

Kaltag 
Bituminous No Data 6 

Toksook Bay 
Tununak 

Southwest 
Southwest 

Remote 
Remote 

Rampart 
Rampart 

- 
- 

- 
- 

- 
- 

6 
6 
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Community or 
Village 

Village 
Regional 
Location 

Approximate 
CBM Location 

Geologic 
Basin and 

Field Name 
Formation 

Name 
Coal Rank or 

Type 
CBM Depth 

Range Selected References 
Unalakleet Western Remote Nulato - Bituminous - 6 
Venetie Central Remote Yukon Bergman-

Kaltag 
Lignite No Data 1, 5, 6 

Wainwright North Slope Immediate  Northern 
Alaska Coal 

Nanushuk & 
Corwin 

Subbituminous 
& Bituminous 

- 1, 2, 5, 6 
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1 – Huffman, A. C. Jr., Ahlbrandt, T. S., Pasternack, Ira, Stricker, G. D., and Fox, J. E., 1988, Sedimentology of the Nanushuk Group, 
North Slope, in Gryc, George (ed.), Geology and Exploration of the National Petroleum Reserve in Alaska, 1974 to 1982, U.S. 
Geological Survey professional paper 1399, p 281-298.  http://wwwdggs.dnr.state.ak.us/pubs/pubs?reqtype=citation&ID=4007 

 The Nanushuk Group is a regressive sequence of nonmarine, transitional and marine deposits, located on the North Slope of 
Alaska. The sedimentary rocks of the Nanushuk Group are exposed in an outcrop belt approximately 650 km long and 30-50 
km wide. Coal beds are found within the Nanushuk Group and are commonly found in the transitional or nonmarine deposits 
ranging from about 1 m - 4 m thick.   

 
2 – Merritt, R. D., 1986a, Evaluation of Alaska’s coal potential, Alaska Division of Geological and Geophysical Surveys, Public-data 

file 86-92.  http://wwwdggs.dnr.state.ak.us/pubs/pubs?reqtype=citation&ID=1293 
 The report contains evaluations of Alaska’s coal potential in different quadrangles throughout the state. The coal potential 

around Alaska is evaluated and ranked according to characteristics and locality of the deposit.  
 
3 – Plafker, G., and Berg, H. C., 1994, Chapter 33, Overview of the Geology and Tectonic evolution of Alaska, The Geology of North 

America Vol. G-1, The Geology of Alaska, pp. 989-1021. 
 The report is an in-depth overview of Alaska’s geology and tectonic evolution.  One section of the report contains information 

about compositions and formation process of Alaska’s different terrains. That is followed by descriptions of plutonic and 
volcanic belts, how interaction of oceanic and continental plates causes rotations and translations in Alaska, and finishes up 
with a tectonic evolution of Alaska from Precambrian time to the present.  

 
4 – Sable, E. G., and Stricker, G. D., 1987, Coal in the National Petroleum Reserve in Alaska (NPRA); Framework geology and 

resources, in Tailleur, I. L., and Weimer, Paul., eds., Alaskan North Slope Geology; Society of Economic Paleontologists and 
Mineralogists and Alaska Geological Society Book 50, p. 195-216.  

 The report focuses on the Corwin and Chandler formations within the National Petroleum Reserve in Alaska (NPRA).  The 
Corwin and Chandler formations are a part of the Nanushuk Group. They have bituminous to subbituminous coal ranks, with 
an estimated 2.7 trillion short-tons of coal. The river and delta dominated environment is very favorable to coal development. 
The report also contains a quick review on the physiography, drainage and climate of NPRA. There are ground water issues 
due to the thick permafrost. Nearly all the fresh water comes from streams and lakes.  

 
5 – Smith, T. N., 1995, Coalbed Methane Potential for Alaska Drilling Results for the Upper Cook Inlet, in INtergas ’95: Proceedings 

of the International Unconventional Gas Symposium, p 1-21. 
 This document is an evaluation of Alaska’s thirteen most promising coal basins based on coal rank, depth, seam thickness, and 

structure. Alaska’s total coal estimate (5.5 trillion short-tons) is nearly half the U.S. total. The coal ranks from bituminous to 
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subbituminous and could produce 1,000 tcf of gas. The largest coal resource basins in Alaska are the North Slope Basin and 
Cook Inlet Basin. In a coalbed methane test well in the Cook Inlet Basin, gas content increased with depth. There is also a 
comparison of the coal’s age and their coalbed methane potential within the different basins.  

 
6 - Tyler, R., Scott, A.R., and Clough, J.G., 2000, Coalbed methane potential and exploration targets for rural Alaska communities: 

Alaska Division of Geological & Geophysical Surveys Preliminary Interpretive Report 2000-2, 177 p. 
            http://wwwdggs.dnr.state.ak.us/pubs/pubs?reqtype=citation&ID=2733 

 The document targets rural communities in Alaska for potential exploration of coalbed methane. The Bureau of Economic 
Geology created a model indicating the essential controls of coalbed methane producibility. The controls include: permeability, 
gas content, coal rank and gas generation, hydrodynamics, tectonic and structural setting, and depositional setting and coal 
distribution.  With the application of the producibility model to all rural Alaskan coal basins, the North Slope has the highest 
potential for coalbed methane resource development.  
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IX. Utilization of Endnote Database for Reference Organization. 
 

Project Endnote Use:  The CBM project used the Endnote database to organize scientific and 
technical references from our reference searches.  Julia Triplehorn of the UAF- Geophysical 
Institute Library was the primary contact for citation and copyright issues as well as guiding 
students on inputting Endnote information.  Hardcopies of all information requested for the 
project has been archived at the library for project and public use.  The information from the 
Endnote bibliography can be located at: http://www.gi.alaska.edu/services/library/ under the 
“bibliographies (searchable)” link.   
 
General Information about using Endnote:  Endnote has been updated with references from 
many sources, to properly utilize the database it is recommended that you search for applicable 
resources, rather than generate a list of everything currently available.  You must first open the 
desired “library” from the FILE menu.  If you want to research a topic, you would select “Search 
References” from the REFERENCES menu, and proceed to enter your search information.  For 
general topics, such as “water disposal”, the user should try searching ANY FIELD and using a 
combination of searches for the same topic (ex. water disposal, water and disposal).  If you want 
to research information that has already been accessed by the CBM working group, you would 
search the codes listed below under their designated search fields.  These codes have been set up 
specifically for tracking the references used by the project.  From the “Search References” box, 
simply change ANY FIELD to one of the two fields below, and search by the listed codes. 
 
To help code references with information related specifically to this project, we are using the 
“Research Notes” field in Endnote.  The below codes are used to help with the “Research Notes” 
information and knowing if a reference is available for project team review. 
   
RESEARCH NOTES: 
 
Library- indicates the reference is available in the CBM Collection at the GI Library. 
 
Electronic- indicates that an electronic copy is available. 
 
CD- indicates a corresponding CD. 
 
References- indicates that we have pulled further reference from the original resource. 
 
 
ALTERNATE TITLE: 
 
Specific Articles- indicates that specific articles have been pulled from a larger resource. 

 
 
 



1 
 

Oil & Natural Gas Technology 

 
DOE Award No.: DE-FC26-01NT41248 

 
 

Final Report 
 

Field Exploration of Methane Seep  
Near Atqasuk 

 
 

Submitted by: 
Institute of Northern Engineering 
University of Alaska Fairbanks 

P.O. Box 755910 
Fairbanks, AK 99775-5910 

 
 

Prepared for: 
United States Department of Energy 

National Energy Technology Laboratory 
 
 

January 2009 
 

Office of Fossil Energy 



i 
 

Final Report 
 

Field Exploration of Methane Seep Near Atqasuk 
Reporting Period Start Date: April 1, 2008 

Reporting Period End Date: December 31, 2008 
Principal Author(s): Katey Walter, Dennis Witmer, Gwen Holdmann 

Date Report Issued: January 2009 
DOE Award Number: DE-FC26-01NT41248, FY05 Task 

Name and Address of Submitting Organization: 
Institute of Northern Engineering 

University of Alaska Fairbanks 
P.O. Box 755910 

Fairbanks, AK 99775-5910 
 
 

Natural gas flare at Qalluuraq Lake seep near Atqasuk, Alaska, April 2008. 



 ii

DISCLAIMER 

This report was prepared as an account of work sponsored by an agency of the United States 

Government. Neither the United States Government nor any agency thereof, nor any of their 

employees, makes any warranty, express or implied, or assumes any legal liability or 

responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 

product, or process disclosed, or represents that its use would not infringe privately owned 

rights. Reference herein to any specific commercial product, process, or service by trade 

name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its 

endorsement, recommendation, or favoring by the United States Government or any agency 

thereof. The views and opinions of authors expressed herein do not necessarily state or 

reflect those of the United States Government or any agency thereof. 



 iii

ABSTRACT 

Methane (CH4) in natural gas is a major energy source in the U.S., and is used 

extensively on Alaska’s North Slope, including the oilfields in Prudhoe Bay, the community 

of Barrow, and the National Petroleum Reserve, Alaska (NPRA). Smaller villages, however, 

are dependent on imported diesel fuel for both power and heating, resulting in some of the 

highest energy costs in the U.S. and crippling local economies. Numerous CH4 gas seeps 

have been observed on wetlands near Atqasuk, Alaska (in the NPRA), and initial 

measurements have indicated flow rates of 3,000–5,000 ft3 day-1
 (60–100 kg CH4 day-1). Gas 

samples collected in 1996 indicated biogenic origin, although more recent sampling indicated 

a mixture of biogenic and thermogenic gas. In this study, we (1) quantified the amount of 

CH4 generated by several seeps and evaluated their potential use as an unconventional gas 

source for the village of Atqasuk; (2) collected gas and analyzed its composition from 

multiple seeps several miles apart to see if the source is the same, or if gas is being generated 

locally from isolated biogenic sources; and (3) assessed the potential magnitude of natural 

CH4 gas seeps for future use in climate change modeling. 
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INTRODUCTION 

Methane (CH4) in natural gas, a major energy source in the U.S., is used extensively 

on Alaska’s North Slope, including the oilfields in Prudhoe Bay and the Barrow 

community. Smaller remote villages such as Atqasuk (population 300, ~550 miles NE of 

Fairbanks), however, depend on expensive imported diesel fuel for both power and 

heating, which makes the existence of natural gas seeps near their communities of 

significant interest as a potential energy source for local residents. 

Huge reservoirs of CH4 exist in the subsurface in Alaska (tens of trillions of cubic 

feet; Houseknecht and Bird 2006), contained both within and below permafrost. 

Subsurface CH4 is found in association with thick peat, coal seams, gas hydrate 

formations, and petroleum deposits. In some areas, CH4 seeps to the surface through 

permafrost. Macroseeps emerge as strong, discrete ebullition plumes through lakes, 

rivers, and in some cases, dry ground with and without oily sheens (Chapman et al. 1964; 

Burruss 1999; Decker and Wartes 2008). In contrast, microseeps may extend laterally 

kilometers from the source (Etiope 2004; Etiope et al. 2007). Recent analysis of 

atmospheric CH4 indicates a much larger component of geologic CH4 in the global 

atmospheric CH4 budget than was previously estimated (Lassey et al. 2007). Globally, 

terrestrial seeps may contribute as much as 50–70 million tons of CH4, a potent 

greenhouse gas, per year (Etiope et al. 2007), or up to 10% of global sources, with a 

substantial proportion of these seeps located in the Arctic. There are critical gaps in our 

knowledge of CH4 seeps in the Arctic and their potential for use as an energy source in 

remote villages, in particular: 

1) The number of CH4 seeps, their proximity to villages, and potential to serve 

villages for energy has never been thoroughly identified and mapped. Specific seeps have 

been recognized and described on the North Slope of Alaska from as early as 1923 

(Burruss pers. comm.); however, the precise number of macroseeps, their proximity to 

communities, and the quantity and quality of gas potentially available to villages have not 

been well identified. Interest is increasing along with the rising cost of diesel fuel, 

currently ~$6/gallon, widely used for heating and power generation in rural Alaska. 

Several seeps have been reported within a 25 km radius of the village of Atqasuk, in the 
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heart of the NPRA, but gas flow rates from these seeps have not previously been 

measured.  

2) Spatial and temporal variability of production dynamics of natural gas seeps 

need to be characterized. Thorough flux measurements from arctic terrestrial seeps have 

never been made, although spot sampling and observations suggest that large (up to 108-

fold) differences in efflux can occur (von Fischer et al. 2007; Decker and Wartes 2008; 

K. Hinkel pers. obsv.; K. Walter unpublished data). The flux of CH4 from discrete seeps 

needs to be measured and gas geochemical analysis used to inform climate modeling 

about the magnitude of CH4 emissions from the seep-ridden landscape, and about the 

lateral extent of deep-sourced CH4 seepage (macro- and microseeps) at the surface, for 

use in determining potential future drilling locations (i.e., beneath town).  

3) The consistency of gas seepage is unknown, and efforts such as analysis of 

methane biomarkers in sediment cores may help to reconstruct the history, strength, and 

duration of CH4 seepage over time scales of decades to millennia. 

4) Technologies for capture and beneficial use of the CH4 from natural seeps 

should be explored including (a) efficient, cost-effective means of transporting CH4 to 

Atqasuk from distal seeps and/or (b) shallow drilling beneath Atqasuk if a significant 

reservoir is identified there, allowing potentially economical production of high-quality 

gas from a well; and (c) collection and utilization of seep CH4. A semi-permanent CH4 

collection and transport demonstration system should be designed and constructed to 

assess technical challenges associated with future use of seep CH4 as an energy source. 

An engineering assessment should be conducted based on synthesis of new data about the 

quantity, location, quality, and production dynamics of seeps to determine the feasibility 

and cost-effectiveness of environmentally responsible development of CH4 seeps as an 

alternative energy resource for Atqasuk. 

Addressing these issues requires interdisciplinary science and engineering research                      

to better characterize arctic CH4 seeps and to assess opportunities for developing this 

potentially significant resource. In this study we used a combination of local knowledge, 

field measurements, aerial surveys, and laboratory analysis to locate and identify seeps 

within a 40 km radius of Atqasuk in order to provide background knowledge for future 
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work on the above-listed knowledge gaps and to provide an initial assessment of the 

potential for future development of the gas as an energy source.  

An overview of the project objectives, methods, and products appears in Table 1 of 

the Experimental section. 
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EXECUTIVE SUMMARY 

The objectives of this study were to locate and identify natural gas seeps near the 
remote Alaskan village of Atqasuk and to evaluate the potential for environmentally 
responsible development of unconventional natural gas from seeps for local space heating 
and power generation. Research priorities included identifying and evaluating the 
quantity, quality, and location of natural seeps, as well as determining potential capture 
and transport mechanisms necessary for future resource development.  
 

Methane (CH4) in natural gas is a major energy source in the U.S., and is used 
extensively on Alaska’s North Slope, including the oilfields in Prudhoe Bay, the 
community of Barrow, and the National Petroleum Reserve, Alaska (NPRA). Smaller 
villages, however, are dependent on imported diesel fuel for both power and heating, 
resulting in some of the highest energy costs in the U.S. and crippling local economies. 
Numerous CH4 gas seeps have been observed on wetlands near Atqasuk, Alaska (in the 
NPRA), and initial measurements indicated flow rates of 3,000–5,000 ft3 day-1. Gas 
samples collected in 1996 indicated biogenic origin, although more recent sampling in 
this study indicated a mixture of biogenic and thermogenic gas. In this study, we (1) 
located seven seep fields and estimated the amount of CH4 generated by them; (2) 
collected gas and analyzed its composition from multiple seeps several miles apart to see 
if the source is the same, or if gas is being generated locally from isolated biogenic 
sources, and identified the likely source of CH4 (coal seams); (3) cored Qalluuraq Lake 
(Lake Q) to determine its basal age and potential for paleostudies using chironomid 
biomarkers; (4) evaluated the potential use of seep methane as an unconventional gas 
source for the village of Atqasuk; and (5) assessed the magnitude of natural CH4 gas 
seeps for future use in climate change modeling. 
 

We accomplished and learned the following: (1) Using a combination of local 
knowledge, aerial photography, and ground-based surveys, located ~10 large seep sites (7 
were ground truthed) in the Atqasuk region; (2) Determined that the seeps have a mixed 
biogenic-thermogenic signature and likely have a coal seam origin; (3) Measured 
spatial/temporal variability of seep CH4 fluxes using gas traps and flowmeters; (4) 
Determined the calibrated 11,500 ± 180 calendar years age of Lake Q, the thermokarst 
lake near Atqasuk with a very large seep, by radiocarbon dating the basal organic 
material in a sediment core; (5) Found that Atqasuk CH4 seeps are biological hotspots, 
with evidence that CH4 is fueling modern productivity based on depleted δ13C values and 
1,700 radiocarbon-year age of living chironomids (midges), suggesting that these 
organisms can be used as an indicator of long-time records of gas generation and 
emission in these lakes; (6) Designed and built a capture system for flux measurements of 
large and small seeps, and flared the gas; and (7) Conducted an engineering and 
economic assessment for environmentally responsible development of unconventional 
CH4 from seeps as an alternative energy source for the remote Alaskan village of 
Atqasuk. Our recommendation is that transporting gas from the seep sites to town is not 
cost-effective, but given the widespread distribution of seeps, there is the potential for 
shallow drilling of coal seams beneath the town.  
 



 5

Potential benefits of the project include reduction in the consumption of diesel fuel in 
Atqasuk both for power generation and home heating (approximately 500,000 gallons per 
year, current value of $1.5–$3 million per year), and better understanding of gas 
resources in the NPRA area, with potential larger markets. On the climate-change side, 
quantifying natural seeps to atmospheric CH4 sources may change our understanding of 
the global balance between human and natural sources. Recent work revealed that seeps 
may contribute as much as 50–70 million tones of atmospheric CH4 per year, or ~10% of 
global sources. Additionally, capture and use of CH4 from seeps mitigates global climate 
change in two ways: Combusting CH4, a potent greenhouse gas (CH4 is 25 times stronger 
than CO2 on a per molecule basis), converts it to the weaker greenhouse gases, CO2 and 
H2O; and use of local CH4 reduces energy consumption associated with diesel usage and 
shipping to remote villages. 
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EXPERIMENTAL 

Objectives and Scope of Study  

The overall objective of this effort was to assess the capacity for environmentally 

responsible development of unconventional natural gas from observed seeps near the 

remote Alaskan village of Atqasuk. Our objectives included quantifying the number, 

quality, origin, and location of seeps, designing capture mechanisms necessary for flow 

measurements, and assessing the potential future development of the gas as an energy 

source. 

Questions we aimed to answer were these:  

• What is the source of the large Qalluuraq Lake seep? 

• What is the best way to look for other large seeps? How many seeps are there? 

What is their origin? What is their net production of methane? 

• Is there enough gas from the Qalluuraq Lake seep and others to provide energy 

economically for the village of Atqasuk?  

• Should gas be captured at the surface and transported above ground to town?  

• Is drilling for shallow gas a good idea? Could wells be drilled in the village of 

Atqasuk, where it could be used, or is the lake with the largest seep, Qalluuraq 

Lake, the best drilling site? 

 

Table 1. Objectives, methods, and products for unconventional CH4 seep research at 
Atqasuk. 

Objectives Methods Products 
Review of traditional knowledge of 
Atqasuk residents to locate seeps 

Town hall meeting and map of 
potential seep locations marked. 

Acquisition and analysis of low altitude 
aerial photographs and thermal infrared 
images to locate CH4 seeps as open hole 
“hotspots” in early winter lake ice.  

Map and aerial photographs 
showing seep locations.  

Locate, identify, 
and map natural 
gas seeps within 
40 km of the 
village of 
Atqasuk 
(Task 1) 
 

Field validation of seep identification by 
visiting seep sites located by above 
methods to measure fluxes, sample gas, 
measure limnology, and assess potential to 
service Atqasuk. 

Database of flux and 
geochemistry for individual seeps 
and limnology of seep sites. 
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Estimate 
methane 
production rates 
from active 
seeps near 
Atqasuk 
(Task 2) 

Short-term (minutes-hours) measurement 
of flux from small (<1 m) seeps in lakes 
and rivers using underwater/under-ice 
bubble traps and other flowmeter 
technology.  

Data for fluxes from at least 5 
individual seeps, seasonal 
measurements from the large 
seep. 

Provide 
geochemical 
interpretation to 
infer gas origin 
and quality 
(Task 3) 

Geochemistry: Measurement of mixing 
ratios, stable isotopes (D/H, 13C/12C) and 
14C-age of CH4, C2–C5 hydrocarbons and 
CO2 in field samples collected from seeps. 

Inference of seep gas origin as 
thermogenic vs. biogenic, young 
vs. old. 

Core lake to 
investigate 
possibility of 
establishing a 
long-term 
record of seep 
emission 
consistency 
(Task 4) 

Extract sediment cores from thermokarst 
lakes to determine basal age of lake and to 
analyze chironomid biomarkers in seep 
sediments cores to assess their potential 
use as a record of the long-term (10–103 
yr) dynamics of CH4 seepage from active 
seeps. 

Basal age of thermokarst lake; 
isotopic signature of chironomid 
biomarkers; other evidence of 
origin and dynamics of methane 
seepage. 

Design and install a pilot CH4 collection 
system to collect and measure flux from 4 
large seeps  

Data on flow rate from large seep. 

Demonstrate use of CH4 by flaring the gas. Photographs and video of 
methane flare.  

Engineering 
assessment and 
demonstration of 
the development 
of seep methane 
for energy use in 
rural Alaska 
(Task 5) 

Conduct a feasibility study including an 
economic analysis and engineering 
feasibility for providing unconventional 
CH4 gas to Atqasuk residents. 

Initial economic feasibility report 
as part of Final Report. 

Education and 
outreach 
(Task 6) 

Share research objectives, concepts, and 
project ideas with the K–12 public school 
and residents in the remote village, 
Atqasuk. 

Four classroom visits at the 
Meade River Elementary School; 
field trip to seep site with 5 
Atqasuk residents; 2 open town 
hall meetings in Atqasuk.  

Briefings/reports Synthesize and publish results. Final Report; peer review 
publication. 

 

 

Study Area 

At elevations of only 15–25 m above sea level, the immediate Atqasuk area is 

characterized by low-lying tundra, wetlands, lakes, and the Meade River drainage, with 

few bedrock and coal outcrops.  
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Figure 1. Regional map of northern Alaska showing location of Atqasuk, a rural village 
surrounded by unconventional natural gas seeps.  

 
Time Line and Summary of Work 

September 1996: Qalluuraq Lake (Lake Q) Seep (B1-a) was sampled by ConocoPhillips. 

August 2007: PI Katey Walter sampled gas from Lake Q seep for geochemical analysis.  

January 2008: Walter and field assistants, Peter Anthony and Doug Whiteman (Atqasuk 

resident) measured gas flow from seep, equivalent to 3,000 ft day-1 under 

conditions of poor visibility, -46°C, possible insufficient seal over the seep on 

ice. They discovered an abundance of midge larvae (chironomids) associated 

with the seep. The seep was photographed with digital and thermal infrared 

cameras. Researchers conducted a town hall meeting with Atqasuk residents, 

and 3 residents accompanied them to the field. 

April 2008: PIs Walter and Witmer returned with several field assistants to the Lake Q 

seep under fair conditions (-7°C) and measured gas flow through seep during 3 

days, ~5,000 cubic feet per day. Researchers collected gas and lake sediments 

for radiocarbon dating and geochemical analyses. The chironomid community 

was sampled as a potential means for determining how long the seep has been 

active. The team attempted to measure thaw bulb thickness (at least 5.9 m), and 

measured the bathymetry and hydrology of an ice-free cavern associated with 

the Lake Q seep. A second seep (Amaqaruk, B10), located in the Meade River, 

was identified, measured (~12 cubic feet per day), and gas sampled for 
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geochemical analysis. Limnological parameters were measured at both seep 

sites. Researchers conducted a town hall meeting with Atqasuk residents, and 5 

residents accompanied them to the field. Researchers visited 4 classrooms at the 

Meade River Elementary School with demonstration and instruction related to 

the CH4 study. 

October 2008: PI Walter conducted one hour of aerial surveys with field assistants Matt 

Nolan and Doug Whiteman over the Atqasuk area. They identified 10 potential 

seep sites from the air. Seven of the 10 sites have been ground truthed as actual 

CH4 seeps. By November 2008, flow measurements were conducted and gases 

collected for geochemical analysis at 5 seep sites (B1-a, B1-b, B7, B9, B10). 
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RESULTS AND DISCUSSION 

Task 1. Locate, identify, and map natural gas seeps within 40 km of the 
village of Atqasuk 

Meetings with local residents suggested that 3 additional seeps could be found near 

Lake Q and the village of Atqasuk. GPS coordinates were recorded, and the suspected 

seep sites were marked on a map (Fig. 2). Subsequent efforts to locate these seeps in 

April–May 2008, even with local guides, produced only 1 additional seep (Amaqaruk 

Seep on the Meade River). Our effort and that of Atqasuk residents to locate additional 

seeps using snow machines took 6 full days (20+ person days).  

 

Amaqaruk
seep

Meade River

 
Figure 2. Locations of the validated CH4 seep, Qalluuraq (Lake Q), and 3 additional 
suspected sites (white triangles) based on local knowledge of Atqasuk residents. The 
Amaqaruk Seep on the Meade River was located and measured in April 2008. Field-
validated sites are indicated by red stars. 
 

Quantifying CH4 emissions from arctic lakes is difficult due to the inaccessibility of 

the terrain, but a new technique has recently been developed that maps the locations of 

active seeps by surveying early winter lake ice (Walter et al. 2006, 2008a). As water 

freezes in lakes, CH4 bubbles are trapped in ice. The convection associated with strongly 

bubbling seeps (hotspots) prevents freezing, leaving open holes in lake ice (Fig. 3) that 

are easily identified in early winter aerial and remote sensing imagery as dark holes that 

contrast against white, snow-covered ice. Aerial photography has been used to quantify 
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CH4 seeps in lakes over hundreds of kilometers of Siberian tundra (Walter et al. 2006), 

and it has potential for locating natural gas seeps on the North Slope. PI Walter attempted 

this new method for locating CH4 seeps near Atqasuk in October 2008 by flying aerial 

surveys and searching for open holes in lake ice. Ten potential seep sites were identified 

during 1 hour of aerial surveying (Fig. 4). Survey time was limited by Frontier Airline’s 

commercial flight schedule. Examples of seeps seen from air in winter and summer are 

shown in Figure 5. 

 
 
 
 
 
 
 

 
Figure 4. Flight path for 1-hour aerial survey for CH4 seeps in October 2008. Observed 
potential seeps were photographed, and GPS coordinates were recorded. Approximate 
locations are marked as B1–B10 on the map. 
 

Figure 3. Convection associated with hotspots 
of methane bubbling maintains open holes in 
early winter lake ice, which are visible in aerial 
photographs as dark spots contrasted against 
white snow- and ice-covered lakes. Photo 
taken at a thermokarst lake in Siberia by K. 
Walter. 

Methane bubbling hotspots
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3-m30-m30-m
 

Figure 5. B1-b seeps as seen from the air in October 2008 (left). Qalluuraq Lake CH4 
seeps (B1-a) as seen from the air in August 2007 (right). Photo by K. Walter. 
 

As of December 31, 2008, seven of the potential ten seep sites have been ground 

truthed. Gas flux has been measured at five sites, and samples collected for geochemical 

analysis. Photographs of several of the seeps, including gas-sampling efforts, are shown 

in Figure 6–Figure 9. 

 

 

Figure 6. Qalluuraq Lake Seep in October 2008 (left), January 2008 (middle), and August 
2007 (right). Photos by K. Walter. 
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Figure 7. Thermal infrared photograph of Walter collecting gas from ice-sealed Lake Q 
seep in January 2008. White indicates the hottest temperature, emitted through thin ice 
cover over the seep. Photo by P. Anthony. 

 

 
Figure 8. At individual seep sites, Walter and Whiteman measure water depth (left), 
count the number of seeps visible in open holes (other seeps are present but not visible 
beneath the snow) (middle), and collect gas using underwater bubble traps for laboratory 
analysis of gas constituents and geochemistry (right). Photos by D. Whiteman and K. 
Walter. 
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Figure 9. Amaqaruk Meade River seeps (B10). Researchers found this naturally 
occurring, large, ice-free hole due to convection of gas seepage through 3.2-m deep water 
(left). Such open holes on lakes and rivers are a hazard to snow machine travelers who 
may not see the open water until it is too late. Poles and flags were placed adjacent to 
each of the seeps as an indicator of the seep location to warn snow machine travelers, 
thanks to the foresight of D. Whiteman. Walter measured gas flow (~12 ft3 day-1) with 
submerged bubble trap from 3 individual seeps (right). Photos by K. Walter and 
T. Johnson.  

 

Task 2. Estimate methane production rates from active seeps near Atqasuk 

We estimated the methane flux from active seeps near Atqasuk during several times 

of the year using underwater bubble traps (Figs. 8, 9) and gas flowmeters (Fig. 10). 

 

 

Figure 10. Gas flow of ~3,000 ft3 day-1 from seeps was measured in January 2008 (left) 
and of ~5,000 ft3 day-1 in April 2008 (middle) using ice-cover to seal the seep and direct 
flow through a 1″ ID pipe for direct flux measurement using an anemometer. 
Anemometer measurements were calibrated by flowmeter tests and visual reconstruction 
in a water tank in the laboratory (left). Photos by P. Anthony and K. Walter. 
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In January 2008, PI Walter led a small team of researchers (Walter, Anthony, 

Whiteman) to measure the flow rate of methane from the Lake Q seep (B1-a) near 

Atqasuk. These measurements were made under adverse conditions (-46°C, little 

daylight, in January), but the measurements seem to consistently indicate that the flow 

rate was approximately 3,000 cubic feet per day, and that the gas is methane. This flow 

rate is considerably higher than found on typical lakes where methane is produced from 

decaying vegetation on the bottom of the lake at a rate of less than 1 ft3 day-1 per seep 

(Walter et al. 2006). We calibrated the anemometer measurements using flowmeter tests 

and visual reconstruction in a water tank in the laboratory. Error was calibrated at 0.2%, 

better than nominal instrument precision. 

In April 2008, a larger team (Walter, Witmer, Schmid, Johnson, Wooller, and Smith) 

returned to Atqasuk for a second expedition. The team worked at the Lake Q seep site 

(B1-1), ~6 miles out of town for 3 days, and at a site ~20 miles from town (Amaqaruk) 

on the Meade River for 1 day. The team collected samples of gas from seeps, measured 

seep flow rates, collected cores of sediments from the lake bottom, and measured ice 

thickness and other lake features associated with the methane gas seeps.  
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Figure 11. CH4 seeps reported in the Atqasuk area shown as red stars (a). The Qalluuraq 
Lake seep is of interest as an energy source given preliminary measurements of high flow 
rates and CH4 concentration. 
 

In October 2008, PI Walter returned to Atqasuk to conduct aerial and ground 

surveys, accompanied by M. Nolan and D. Whiteman. Within the 1 hour of flying 

available using a small aircraft, 8 additional new potential seep sites were located, 

making a total of 10 for the small area surveyed (Fig. 11). Walter obtained GPS 

coordinates accurate to ~±250 m from the low-flying aircraft, while Nolan shot aerial 

photos from the back of the aircraft. Investigators traveling by snow machine ground 

truthed seep sites during the subsequent 1.5 days. They visited 3 of the 8 new seep sites 

and confirmed that each had significant bubbling columns, and they obtained accurate 

(±1–5 m) GPS coordinates for the seeps. They measured flow rate from 1 seep and 
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collected gas for geochemical analysis. Poor weather prevented further ground truthing 

during that trip. In November, Whiteman visited 3 additional seep sites and conducted 

measurements identical to those that Walter and he had conducted in October: that is, 

counted the number of bubbling columns, acquired accurate GPS coordinates, 

photographed the seep, and collected gas using gas bubble traps. Single seep sites 

contained as many as 68 individual bubbling columns, ranging in magnitude of flux 

(Table 2). Seven of the 10 seep sites have now been ground truthed. It is likely that there 

are numerous other methane seeps in this region. We expect that further flying time for 

aerial surveys would yield location and identification of more seep sites. 

 

Table 2. Number of seeps and estimated flux from observed seep fields near Atqasuk 
during 2008. 
Seep field site Water Body Type Observed number of seep Gas seepage Methane production Max water depth

(L day-1) (kg CH4 yr-1) (m)

B1-a Lake (Lake Q, main seep) one large seep, +101 to102 of small seeps 141,600 36,900 2.2
B1-b Lake at least 28 seeps 3,700 954 ~2
B2 Lake at least 58 seeps
B5 Lake at least 54 seeps
B6 Lake nothing verifiable
B7 Lake at least 64 seeps 14,000 3,625 1.3
B8 Meade River lead nothing verifiable
B8x Meade River nothing verifiable, probably sand bar
B9 Lake at least 3 seeps 560 129 1.5
B10 Amaqaruk Meade River 3 seeps 540 125 3.2
Possibility wetlands NW of Atqasuk nothing verifiable, local knowledge source  
*Seepage rates are minimum estimates because we observed innumerable seeps beneath 
the snow and ice that we were unable to feasibly count under the harsh field conditions. 
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Figure 12. Flow data for the Lake Q B1-a seep on April 22, 2008.  

 
Flow measured from the large Lake Q seep was considerably higher in April 2008 

(3.0 ± 0.0 m/s, n=288, approximately 5,000 ft3/day) compared to the January 2008 flow 

measurements (2.0 ± 0.1 m/s, approximately 3,000 ft3/day). The difference could be real, 
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but the January 2008 measurements were conducted under extremely harsh conditions 

(-46°C and darkness), and therefore may not be as reliable as those conducted under 

warmer, brighter spring conditions. The stability of the short-term flow measurements in 

April suggests that over the course of several hours-days, flow velocity was consistently 

~3 m/s. We recommend long-term flow monitoring of the seep to determine potential 

seasonal and interannual variability.  

We measured seepage rates from multiple seeps in each of the seep fields and 

counted the number of seeps visible in the open-ice holes in October 2008. The number 

of seeps was multiplied by the measured seepage rates, and assuming consistent year-

round seepage rates, we estimated annual emissions from the seep fields near Atqasuk 

(Table 1). Scaling emissions from measured seeps to the potential 10 seepage fields 

identified in October 2008, the total emissions from the seeps would be 6,200 ft3 d-1 

(175,500 L d-1). This flow is considerably higher (>10,000 times) than that found in 

typical lakes where CH4 is produced from decaying lake-bottom vegetation at less than 1 

ft3 day-1 (Walter et al. 2006, 2008), and greater than the sum of 5 terrestrial natural 

petroleum seeps measured in the Ojai Valley, California (1,942 ft3 day-1; Duffy et al. 

2007). The source of this Lake Q CH4 seep is thus of considerable interest.  

 

Task 3. Geochemical interpretation as inference of gas origin and quality 

Distinguishing the source and origin of CH4 from seeps is complicated by the 

numerous source and production pathways that can contribute to seep gas. The most 

widely employed approach for discriminating gas sources is based on the stable isotopic 

composition (δ13C and δD) of CH4 and the relative abundance of low molecular-weight 

hydrocarbons (Figs. 13 and 14; Schoell 1983, 1984; Faber 1987; Whiticar 1999). In 

general, “microbial” CH4 is 13C-depleted and contains a lower relative concentration of 

higher hydrocarbons (expressed as the Bernard ratio, C1/[C2+C3]) than “thermogenic” 

CH4. Microbial CH4 synthesized by the carbonate reduction pathway tends to be more 

depleted with respect to 13C and D than CH4 from acetate fermentation. For thermogenic 

sources, further differentiation as either coal-bed CH4 or natural-gas CH4 is possible 

because humic organic matter (the source of coal-bed CH4) is generally more 
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13C-enriched than sapropelic organic matter (the source of conventional natural gas) 

(Whiticar 1996). 

In mixed systems, differentiating gas sources using this approach is difficult. For 

example, in microbial systems where carbonate reduction dominates, the δ13C signature 

of the CH4 is controlled by the δ13C signature of the CO2 (Whiticar 1999). Therefore, 

accurate classification also requires analyzing the δ13C of the CO2 (Walter et al. 2008b; 

Pohlman et al. in prep). Further source distinction is possible using radiocarbon dating of 

terrestrial seep CH4, because a large percentage of the microbial gas is derived from 

relatively young (e.g., <50 ka) organic matter (Walter et al. 2006, 2008b). 

We measured mixing ratios of CH4, CO2, N2, and O2, and CH4, C2–C5 hydrocarbons 

as well as stable isotopes (D/H, 13C/12C) and 14C-age of CH4 in field samples collected 

from seeps near Atqasuk. 

 

Table 3. Mixing ratios of CH4, CO2, N2, O2, and CH4, C2–C5 hydrocarbons in gas seeps. 

Field Date Analyzer Site CH4 CO2 N2 O2 ethane C3+ Bernard Ratio
(%) (%) (%) (%) (%) (%) C1/(C2+C3)

Sep. 1996 ConocoPhillips Lake Q (B1-a) 93.1 0.3 4.4 2.1 0.0052 0.001 15,016
Apr. 23, 2008 UC Santa Barbara, D. Valentine Lake Q (B1-a) 97.7 1.2 1.0 0.1 0.01 - 0.05* 0.005 1,915 - 8,880
Apr. 23, 2008 UAF, K. Walter Lake Q (B1-a) 99.4 1.3 1.4 0.3 0.00020
Apr. 24, 2008 UAF, K. Walter Lake Q (B1-a) 98.5 1.3 2.6 0.6 0.00020
Apr. 23, 2008 UC Santa Barbara, D. Valentine Amaqaruk (B10) 85.9 ± 0.37 0.6 ± 0 12.1 ± 0.4 1.4 ± 0 0.01 - 0.05* 0.005 1,690 - 7,820
Apr. 23, 2008 UAF, K. Walter Amaqaruk (B10) 88.4 0.4 10.8 2.6 0.00020
Oct. 10, 2008 UAF, K. Walter B1-b 97.1 0.2 5.3 1.9  
*poor separation of ethane from large methane peak on gas chromatograph 

 

The largest methane seep, Lake Q B1-a, in the study area had a methane 

concentration of 97.7–99.4% in 2007–2008 (Table 2). This is 6% higher than what 

ConocoPhillips measured 12 years earlier. In 2008, the smaller seep near Lake Q B1-a 

(B1-b) had a similar methane concentration (98.5%), whereas the more distant Amaqaruk 

(B10) seep on the Meade River had a lower methane concentration (85.5–88.4%). We 

attribute the difference to water depth and gas diffusion. Bubbles emitted through the 

Lake Q seep rise through ~2 m of water, whereas bubbles from the river seep rise through 

3.2 m of water (Table 2). As bubbles rise from the sediments through the water column, 

air diffuses into the bubbles throughout the deeper water column at the river site, while 

CO2 and CH4 diffuse out along a concentration gradient. 
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Note that we observed a strong H2S odor at the seep sites; however, H2S was not 

detected on the gas chromatograph. It was likely present, but subsequently oxidized in the 

sample bottles in the presence of a small amount of O2 prior to analysis in the lab. 

 
Table 4. Isotope values of methane (δDCH4 and δ13CCH4) and δ13CCO2 in Atqasuk gas 
seeps.   

Analyzer Site Field Date δ13CCH4 δ13CCO2 δDCH4

(‰) (‰) (‰)
ConocoPhillips Lake Q (B1-a) Sep. 1996 -59.15 -248.6
Florida State, L. Brosius Lake Q (B1-a) July 25, 2007 -59.18 -27.71 -237.1 ± 0
Florida State, L. Brosius Lake Q (B1-a) Aug. 8, 2007 -58.58 -24.82 -235.9 ± 0.7
Florida State, J. Chanton Lake Q (B1-a) Aug. 12 2007 -56.9 ± 0.9 -39.5 ± 0.5 -231.5 ± 1.3
Florida State, J. Chanton Lake Q (B1-a) Aug. 12 2007 -53.5 ± 0.5 -39.3 ± 0.2
Florida State, J. Chanton Lake Q (B1-a) Jan. 16, 2008 -57.24 -32.22 -228.85
Florida State, J. Chanton Lake Q (B1-a) Jan. 16, 2008 -57.22 -32.69 -229.91
Florida State, J. Chanton Lake Q (B1-a) Jan. 16, 2008 -57.35 -32.12 -230.26
Florida State, J. Chanton Lake Q (B1-a) Jan. 16, 2008 -57.34 -32.58 -229.11
Florida State, J. Chanton Lake Q (B1-a) Apr. 22, 2008 -57.45 -33.98 -228.13
Florida State, J. Chanton Lake Q (B1-a) Apr. 22, 2008 -57.39 -33.57 -228.53
Florida State, J. Chanton Lake Q (B1-a) Apr. 22, 2008 -57.27 -33.65 -227.39
Florida State, J. Chanton Amaqaruk (B10) Apr. 23, 2008 -56.68 -26.16 -236.77
Florida State, J. Chanton Amaqaruk (B10) Apr. 23, 2008 -56.77 -26.23 -236.50
Florida State, J. Chanton Amaqaruk (B10) Apr. 23, 2008 -56.73 -26.94 -236.24  
 

Methane production pathway 

Methanogenesis is an ancient process that relies on relatively simple substrates—for 

example, carbon monoxide, carbon dioxide, acetate, formate, methylamine, methanol, 

and dimethylsufide—that are produced by other metabolic processes (Conrad 1989). The 

two main pathways of bacterial methane production in anaerobic sediments are CO2 

reduction and acetate fermentation: 

 

2CH2O + 2H2O → 2CO2 + 4H2 (fermentation/syntrophic oxidation) (1) 

 

CO2 + 4H2 → CH4 + 2H2O  (CO2 reduction) (2) 

 

CH3COOH → CH4 + CO2 (acetate fermentation) (3) 
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To estimate the relative proportion of these two major pathways of methanogenesis 

we calculated the apparent C fractionation factor (αC) between CH4 and CO2 (Whiticar et 

al. 1986; Hornibrook et al. 2000). The αC is defined as 
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where δ13CCO2 and δ13CCH4 represent the δ13C of CO2 and CH4 in bubbles, respectively. 

This estimation of αC is approximate because CH4 and CO2 are not related in the same 

way for the CO2 reduction and acetate fermentation pathways; however, αC values have 

been utilized to differentiate between dominant pathways of methanogenesis in natural 

and artificial systems (Sugimoto and Wada 1993; Waldron et al. 1999b; Chasar et al. 

2000a; Chanton et al. 2006; Prater et al. 2007). The CO2 reduction pathway has a larger 

apparent C fractionation factor (Eq. 3, αC = 1.055–1.090) than acetate fermentation (αC = 

1.040–1.055) (Whiticar et al. 1986). 

The αC of gases from the Lake Q B1-a and Amaqaruk B10 seeps were 1.06, 

suggesting that if the methane is of biogenic origin, then it is produced via the CO2 

reduction pathway. 

However, without further information, the αC has limited diagnostic power, given 

that a host of factors such as environmental variability, temperature, substrate 

concentrations, available Gibbs free energies, and the possibility of mixed thermogenic 

sources leads to variability in αC (Valentine et al. 2004; Conrad 2005).  
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Figure 13. Stable isotope δ13CCH4 and δDCH4 of methane in seep gases from Atqasuk 
(inside black box, colored circles) and other thermokarst lakes in Alaska and Siberia 
(outside box, dark green circles); based on Whiticar et al. 1986.  

 
Stable isotope (δ13CCH4 and δDCH4) data of methane from seeps near Atqasuk showed 

a mixed biogenic-thermogenic signature (Fig. 13). Samples collected from the large Lake 

Q (B1-a) site by ConocoPhillips in 1996 had a relatively larger contribution from 

biogenic methane, while samples collected in 2007 and 2008 had a progressively more 

thermogenically-enriched signature. One possibility is that there is a seasonal pattern to 

the isotopic composition, perhaps as a function of temperature-dependent biological 

processes; however, seasonal data from multiple years would be required to confirm this. 

In contrast, the majority of methane seeps in Alaska and Siberia measured by PI Walter 

outside the Atqasuk study region were of biogenic origin, providing a contrast to the 

more thermogenically anomalous Atqasuk seeps.  

Preliminary radiocarbon data suggest that CH4 from the Atqasuk seeps is 

radiocarbon dead while, in comparison, seeps from other thermokarst lakes in Alaska and 

Siberia had 14CCH4 ages ranging from modern to 43,000 years (Walter et al. 2006, 2008). 

Analytical errors in the Florida State Laboratory in August 2008 require re-running 

samples from this study for more precise error information. These analyses are underway. 

We expect to present publishable data by March 2009 for a peer-reviewed publication.  
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Figure 14. Molecular (Bernard Ratio) and stable carbon isotope characterization of 
natural gases, after Whiticar 1996. The concentrations of hydrocarbons and δ13CCH4 value 
of methane from the Lake Q B1-a and Amaqaruk seep suggest that the gas has become 
slightly enriched in δ13C since 1996, with a potential increase in higher molecular-weight 
hydrocarbon concentrations.  

 

Geologic context and origin of methane 

Several geologic scenarios could explain the vigorous gas seepage near Atqasuk. 

Interpretation of existing data is complicated by the fact that samples of the gas collected 

~11 years apart yielded strikingly different carbon (δ13C) and hydrogen (δD) isotopic 

signatures upon analysis. Their Bernard Ratios were also different. The first sample, 

collected in September 1996, is interpreted as largely biogenic (microbial) in origin, 

whereas the 2007 samples are interpreted as a mix of thermogenic and biogenic CH4. 

From these several samples, it is unknown whether this difference reflects a long-term 

trend, seasonal variations, or some other underlying cause. Coal seams are abundant in 

the part of the Nanushuk Formation underlying the study area (Roberts et al. 2006), and 

constitute an additional potential source of unconventional biogenic CH4. Coalbed 

methane is under development as a rural energy source for the nearby North Slope village 

of Wainwright (U.S. Department of the Interior Alaska Rural Energy Project, A. Clark 

and R. Fisk). Data on vitrinite reflectances from this area should indicate whether coal 
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seams in the vicinity (or within the greater hydrocarbon migration fetch area) are 

sufficiently thermally mature to have sourced thermogenic gas (Kaba 2004; Strapoc et al. 

2006).  

 

 
Figure 15. Researchers investigated cutbanks in the Meade River. They found pieces of 
coal near both the Lake Q (B1-a) and Amaqaruk (B10) seeps. 
 

Whatever its ultimate source, the gas might be escaping from a subsurface 

accumulation of finite areal extent and thickness. One possibility is that there is a shallow 

conventional sandstone reservoir with a structural or stratigraphic trap, whose top seal 

has been breached by erosion. Alternatively, free gas in a shallow sandstone reservoir 

might have been trapped and sealed by once-impermeable permafrost that has 

subsequently been intersected and compromised by the thaw bulb beneath the lake (Fig. 

16). To date, geophysical techniques have rarely been used to describe the 3D 

characteristics of thermokarst lakes. Either ground-penetrating radar (GPR) or high-

resolution seismic data should be capable of resolving such a free-gas interface, provided 

it occurs within the imaging range. Additional possibilities that should be evaluated 

include unconventional reservoir situations, such as ongoing desorption from a shallow 

coalbed CH4 accumulation or dissociation of a shallow gas hydrate accumulation 

(Praveen et al. 2008). Finally, the seep could simply represent the surface intersection of 

an active gas migration path, by way of either a permeable carrier bed (stratal migration) 

or a fault or fracture network (cross-stratal migration). Such a conduit may or may not be 

s to 
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connected to a leaking gas reservoir located at depth, well beyond the reach of erosion, 

permafrost thaw effects, or other near-surface processes. 

 

 a b  

 

Figure 16. After Schwamborn et al. (2000). Chirp and seismic data (1.5 to 11.5 kHz) 
collected in a thermokarst lake in Siberia reveal a 95-m thick thaw bulb (talik) beneath a 
shallow lake (left). A schematic (right, not shown to scale) showing potential CH4 
sources contributing to total emissions from lakes near Atqasuk: microbial CH4 produced 
in thaw bulb sediments, coalbed CH4, thermogenic CH4 from deep conventional 
hydrocarbons, and possibly dissociating CH4 hydrates; courtesy of C. Ruppel. 

 

Limnology 

Limnological data were collected from the seep sites using a Hydrolab instrument 

(Table 5).  

 

Table 5. Physical and chemical properties of lake and river water at seep and non-seep 
sites near Atqasuk. 
Date Site Depth temp pH DO DO SpC redox salinity

(m) (°C) (mg/L) (%) (ms/cm)
2008-Apr-21 Lake-Q (B1-a) 0.5 -0.3 7.22 1.11-0.99 8.6-7.9 0.22-0.24 228 0.11
2008-Apr-21 Lake-Q (B1-a) 1.7 -0.3 6.94 1.15 11.3 0.16-.22 235 0.08
2008-Apr-21 Lake-Q 200m coring site 1.5 0.06 7.01 1.45 11.8 0.15 2.79 0.07
2008-Apr-23 Amaqaruk (B10) 3.2 0.78  
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Water temperatures at the seep and non-seep (Lake Q 200 m coring) sites were near 

the freezing point of water. The river and lakes were still covered with ice in April, 

except where active seeps maintained open holes in lake ice. In some places, the open 

holes were hidden by thick overburden of soft snow and, as such, are a hazard to snow 

machine travelers.  

Other parameters were surprisingly similar between the seep and non-seep site. The 

pH was slightly more acidic at the bottom of the seep than at the top of the water column. 

The oxygen content in both sites was low.  

 

Thaw bulb determination 

We inserted a galvanized steel pipe to probe the thickness of the thaw bulb at the 

Lake Q (B1-a) site. At 5.9 m into the sediments, our probe hit an impenetrable layer, 

which most likely was permafrost. Geophysical measurements would be useful in further 

determining the thaw bulb dimensions of this lake as well as the subsurface sedimentary 

and tectonic features. 

 

Bucket-hollow test 

One interesting observation made during ice-hole drilling to allow coring of lake bed 

sediment was that each time a new hole was made, the water level in the existing holes 

did not immediately rise to a level that would be expected for floating ice. Only after 

some time did the water approach near the surface. Also, it was noted that the further 

from the central flow area one drilled, the thicker the ice was, with ice forming to the 

bottom about 10 m from the center of the seep.  

One of the core access holes was expanded to allow passage of a 5-gal plastic 

bucket, and water was deliberately removed until the water level dropped approximately 

16 in. About 225 gal of water had been removed to reach this point. A camera was 

inserted in the access hole, and several photographs were taken, until it was recognized 

that the gas in the cavity was likely a combustible mixture in a somewhat confined area, 

creating a possible safety issue if a spark were generated. This examination revealed that 

the top of the cavity was dome shaped.  
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After approximately 75 min, the water level rose to just below the surface of the ice, 

indicating that water was infiltrating from the unfrozen layer of lake sediments.  

 

 
Figure 17. In April 2008, engineers Schmid and Johnson drilled through lake ice at 
regular intervals away from the seep to measure the lake bottom depth and probe for 
frozen vs. thawed sediments. 
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Figure 18. Photo showing ice dome at seep center.   

 

Task 4. Core lake to investigate possibility of establishing a long-term 
record of seep emission consistency 

The sustainability of harnessing CH4 from seeps as a source of energy depends to 

some extent on the duration of CH4 emissions from seeps. Several related questions arise 

including the following: Do tundra seeps emit CH4 over time scales of decades or 

millennia? Do tundra seeps turn on and off? If so, over what time scales? By looking at 

the stable carbon isotope (δ13C) composition of the remains of chironomids (small 

aquatic insects) preserved in radiocarbon-dated sediment cores from the seep sites, it is 

possible to determine the time scales and periodicity of CH4 emissions from the active 

seeps near Atqasuk (Fig. 19). Chironomids, which are ubiquitous and numerous in lakes, 

carry a CH4 signature because they feed on CH4-oxidizing bacteria. δ13C analysis of 

modern chironomids and their chitin-rich head capsules, which are well-preserved in lake 

sediment cores, have shown that these samples serve as an excellent chemical biomarker 

of whether CH4-derived C formed part of their diets (e.g., Grey 2006; Kankaala et al. 

2006; Eller et al. 2007; Deines et al. 2007a,b; Wooller et al. 2007). This is because CH4 
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has a negative δ13C signature: δ13C = -57‰ at the Lake Q seep, and as negative as -80‰ 

at other lake bubbling sites (Walter et al. 2008) relative to plant-derived organic matter in 

Alaska (e.g., δ13C ~-27‰; Wooller et al. 2007c). Instances where the δ13C of the 

chironomids is lower than the total organic carbon (TOC) and less than -35‰, will be 

taken to indicate that CH4-derived carbon composed the diet of past chironomids and that 

CH4 was being emitted at the lake sites. 

 

Methane 
production

Modern
Ti

m
e

Past

C14 age

δ13C

C14 age

δ13C

δ13C

δ13C

C14 age

δ13C

δ13C

Radiocarbon analyses
of plant remains in
core to establish a

timeline

Stable carbon
isotope analyses of
chironomid remains

as biomarker of
methane

δ13CMethane 
signature

The
duration of
the most

recent
period of
methane

emissions

A period
of past

methane
emissions

No
evidence

of methane
emissions

 
Figure 19. The concept of using the remains of chironomids (aquatic insects) preserved in 
dated cores of lake sediments to track the long-term duration and consistency of methane 
emissions from a lake. 

 

In April 2008, we obtained a lake sediment core 200 m away from the seep site to 

avoid disturbance of anomalous sediment deposition associated with strong seepage. We 

dated the age of the lake (i.e., its date of formation) using radiocarbon dating (accelerator 

mass spectrometry [AMS]) of plant and algal remains preserved in the bottom of the 

core. Plant fossils were removed from samples of the sediment taken from the bottom and 

top of the core and analyzed for stable isotopes and/or radiocarbon age. Chironomids 

living at the seep site were collected in January and April 2008 (Fig. 20), and also were 
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radiocarbon dated using AMS dating. Calibrated dates are presented here in calendar 

years before present (cal yrs BP), using standard published protocols (Stuiver et al. 

1998). We did not date the remains of aquatic insects preserved in the core, because if 

CH4-derived carbon formed part of the organism’s past diet, the organism will have 

retained the old age of this prior CH4. Previous results from sediment taken at sites north 

of the Brooks Range in Alaska (Oswald et al. 2003; Eisner 1991; Eisner and Peterson 

1998; Eisner and Colinvaux 1992; Hinkel et al. 2003) indicate that simply acquiring a 1m 

core from our study sites is likely to yield a temporal record >1,000 years, considerably 

longer than the modern climate data recorded for arctic Alaska. We were pleased to learn 

that the age of Lake Q, or its date of formation, is 11,500 ± 180 cal yrs BP. This age and 

the observed stratigraphy seem consistent with other sites in the region (Eisner 1991). 

Our data suggest that carbon energy derived from seep methane is being transferred 

to modern organisms living in the seep environment. Stable C isotope values of modern 

benthic invertebrates (live chironomid larvae) from the large Lake Q (B1-a) seep, which 

is known to be emitting methane with a δ13C value of -57‰), were as low as -45 per mil. 

This level is considerably lower than the δ13C of the total organic carbon content of the 

sediment (-30‰) and is in keeping with values that have been taken to indicate 

consumption of biomass derived from methane oxidation in other lake systems (i.e., Grey 

et al. 2005). Radiocarbon analysis of these live chironomid larvae from the same seep 

also produced a 14C “age” of 1,760 years, which supports the role of “old” methane in the 

diet of these modern benthic invertebrates. A 14C “age” of 1,300 years has also been 

recorded for a diving duck that feeds on chironomids in lakes of northern Alaska (Schell 

1998, pers. comm.). The old age of the lake core and the isotopic results of modern 

chironomids living at the seep site suggest that there is the potential for preservation of a 

great (long) temporal record of environmental change and CH4 emissions from Lake Q. 
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Figure 20. A hotspot of biological activity at the seep site revealed living midge larvae 
(chironomids) whose radiocarbon age is 1,700 years! Stable isotopes of chironomids also 
confirmed that methane is making its way into the food web of these organisms. 
Researchers pick living chironomids from seep sediments (left). An example of a 
chironomid is shown (right). Photos by K. Walter. 
 

Task 5. Engineering assessment and demonstration of the development of 
seep methane for energy use in rural Alaska  

Natural gas is a common fuel in many areas of the U.S., and is currently used for 

both space heating and electrical power generation. Developing CH4 from local seeps 

could be of tremendous benefit to rural residents, replacing extremely expensive diesel 

fuel (now close to $6 per gal for residential customers in Atqasuk) with locally available 

fuel. Some existing examples of tapping CH4 from local sources for small-scale 

applications provide models for the Atqasuk project. In the Netherlands, CH4 has been 

extracted from groundwater for more than a century and is used for cooking and space 

heating (Stuurman 2001). This has reduced or eliminated the need for purchasing fuel oil 

for a number of Dutch farmers. The systems are simple and low-tech, allowing the 

farmers to maintain their own systems and use the gas very near the well (Fig. 21). The 

well owner is also the gas consumer, and is thus responsible for all hardware installation 

and safety.  
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Figure 21. Dutch farmers dig shallow artesian wells in their yard, through which 
groundwater, rich in CH4 generated from nearby peat bogs, rises to the surface. A sieve is 
placed at the top of the well casing, causing the water to de-gas as it sprays through the 
sieve. A heavy metal cap is placed over the top of the well, which allows adequate 
pressure to build to transport the gas from the wellhead to the house via an inexpensive, 
low-pressure hose.  

 

The estimated BTU content of CH4 produced by the large Lake Q (B1-a) seep is 

approximately 3–5 MMBTU per day, which may be adequate to heat a modest 

greenhouse, cultural center, or existing cabins near the lake. Initial calculations and 

discussions with local gas companies indicate that conventional buried pipe installation 

would not be economic for a single seep, but perhaps other ways could be devised for this 

small-scale system. According to the local Fairbanks Natural Gas Company, buried 

plastic pipe would likely cost approximately $200,000 per mile to install, or $1.2 million 

for the pipe alone. Additionally, since the gas leaving the ground is saturated with water 

vapor, this could freeze inside the pipe unless removed at the seep site, requiring 

additional hardware. Also, a compressor would be needed at the lake site to move the gas 

to town. A simple NPV calculation is included in Appendix A, showing that the value of 
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the gas is approximately $157,000, considerably less than the cost of moving the gas to 

the village. The relatively small quantity of CH4 available (the single seep of 5,000 ft3 

day-1) represents only about 5% of the energy consumed by the electrical generators in 

the village.  

An alternative to tapping the resource at the seep sites may be to drill a test hole 

adjacent to or within the Atqasuk community itself. It is known that the general area is 

gas-prone (it is inside the boundaries of the NPRA) and that shallow coal seams exist (the 

village is located at the site of the Mead River coal mine, a shallow mine used to supply 

coal to Barrow for whaling ships). Thus it seems likely that the seep may be associated 

with deeper gas. If this seep can be shown to be related to either coal deposits or a deeper 

gas source, drilling for gas in or near the village may be feasible. Providing a usable gas 

utility in the village would require significant additional input for permitting, site 

selection, exploratory drilling, production well drilling, well completion, and establishing 

a distribution system.  

Further work should more clearly identify the engineering challenges that must be 

overcome before the Atqasuk community can economically utilize the resource. In 

addition, optimal resource use should be assessed in terms of technical challenges and 

economic feasibility based on our work. 

 

Task 6. Education and outreach 

Outreach in the village consisted of a town hall meeting in January 2008 (Fig. 22), 

and then 2 town hall meetings in April (on the first evening of the field trip) that lasted 

for 2 hours. Thirty-five village residents, representing more than 10% of the village 

population, including mayor Jimmy Nayukok, turned out for the meeting. At the April 

meeting, we discussed results from Walter’s January 2008 field work as well as the 

present trip’s research project objectives, and received important feedback including 

traditional knowledge and questions and interest from the residents. Between 1–5 local 

residents accompanied our team to the field for each trip. 
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Figure 22. January 2008 Atqasuk community meeting to discuss the methane seep project 
(left). April 2008 local residents and UAF student at the Lake Q seep during the gas flare. 

 

In April 2008, we visited the Meade River School of Atqasuk (Fig. 23). Our project 

team members divided into three groups in separate classrooms and gave demonstrations 

about our research project. They showed students the methane bubble traps that we use to 

capture gas, an example of lake sediment cores, aquatic insects and fish from the lakes, 

videos of the bubbling seeps, and thermal infrared photography for imaging the seeps. 

Roughly 30 students from junior high and high school grades visited our stations and 

engaged in the demonstrations. We stayed for lunch with the teachers and students, and 

continued to demonstrate science materials in the hallways with interested parents and 

teachers for 2 hours after lunch. It was an enjoyable experience for all. 

 

 

Figure 23. Melissa Smith (UAF undergraduate student) demonstrating a lake sediment 
grab sampler for collecting lake bottom organisms from methane seep sites (left); Katey 
Walter (UAF faculty) introducing a methane bubble trap for capturing and collecting gas 
in lakes (middle); Tom Johnson (UAF staff) showing digital images to kindergarteners at 
Meade River School.  
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CONCLUSIONS 

(1) Flow from the large Lake Q seep was ~5,000 ft3 day-1, measured in April 2008, 

exceeding the approximation from January 2008, when measurements were conducted in 

extreme cold temperatures (-46°C) and darkness. Seep rates from the Atqasuk seeps are 

huge in comparison with typical biogenic seeps from other artic thermokarst lakes. Seven 

seeps have been measured in the Atqasuk area with an estimated net emission of >6,200 

ft3 day-1. Gas is >98.5% methane. 

 
(2) At of the conclusion of this project, all seeps that have been visited by these 

investigators are SE of Atqasuk within 30 km of the community. Researchers were 

thrilled to find so many new methane seeps (up to 10) within the brief 1-hour period of 

aerial surveys and following a day of ground searching during the preceding year. Local 

knowledge, based on the experience of igniting methane seeps, suggests that more seeps 

have been identified NW of Atqasuk. This shows the abundance of methane in the region 

and suggests a high probability for this resource to occur beneath the town of Atqasuk as 

well. 

 
(3) The Atqasuk region is known for its coal strata. Coal particles were found near 

two of the seeps. Isotopic values suggest a mixed biogenic-thermogenic source of 

methane. It is likely that methane seeps have a coalbed origin.  

 
(5) Methane seeps near Atqasuk are a hotspot for biological activity. Stable isotope 

and radiocarbon ages of living chironomids (midges), lake sediment organic matter, and 

seep methane suggest that seep methane is an energy source for the modern organisms. 

Age determination of the thermokarst lake, Lake Q, where the large seep (B1-a) occurs, 

of 11,500 ± 180 cal yrs BP suggests that sediments in this lake may be studied for a long 

record of the consistency and availability of methane from the seep. 

 
(6) The large Lake Q (B1-a) seep could provide enough energy to fuel 5–6 homes or 

a large community building; however, it is not likely that this seep would provide 

significant energy for Atqasuk because it is too far away to justify the cost of the pipe. 

Although the economic value of seep is not likely to justify any infrastructure in town, it 
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could be used more locally near the seep site. The abundance of seeps near Atqasuk and 

their high methane content indicate likely drilling success in coal seams near town. 

Drilling below town might be the best way of supplying the community with natural gas 

energy. 

 

Impacts and Benefits 

The potential impact and benefits of developing methane from seeps near Atqasuk 

include reducing Atqasuk’s consumption of diesel for power generation and home 

heating (~500,000 gal/yr, current value of $1.5–$3 million/yr); and understanding gas 

resources better, in particular unconventional gas in the NPRA area, with potential larger 

markets. Also, in terms of climate change, quantifying natural seep contribution to 

atmospheric CH4 improves understanding of the global balance between human and 

natural sources. Use of CH4 as energy will mitigate climate change, because burning CH4 

converts it to CO2 and H2O, considerably weaker greenhouse gases (IPCC 2007), 

minimizing the destructive effect of CH4 in the atmosphere. 

 

Publication  

We are targeting publication of results of this study in the Journal of Geophysical 

Research (JGR), Biogeosiences, with a submission goal of March 2009. 
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LIST OF ACRONYMS AND ABBREVIATIONS 

AMS Accelerator mass spectrometry 

ANS Alaskan North Slope 

BTU British thermal unit 

C Carbon 

C1-C5 hydrocarbons Alkanes and alkenes consisting of 1-5 C atoms 
13C  Stable C isotope, also expressed as 13C/12C or δ 13C 
14C  Radioactive C isotope, also expressed as δ14C 

CH4  Methane 

CO2  Carbon dioxide 

D  Deuterium, stable isotope of Hydrogen, also expressed as D/H or 

δD 

GPS  Global positioning system 

H Hydrogen 

H2S Hydrogen sulfide 

INE  Institute of Northern Engineering 

N Nitrogen 

NPRA  National Petroleum Reserve- Alaska 

O Oxygen 

UAF University of Alaska, Fairbanks 

WERC  Water and Environmental Research Center (UAF) 
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APPENDIX A  

 
Appendix A      Calculation of economic value of methane for Atqasuk from Lake Q 
Calculation of economic value of methane for Atqasuk    
        
 3000 cubic feet per day methane (estimated)   

 992 
BTU per cubic foot for pure methane (estimated) (higher heating 
value 

        
 2976000 BTU per day      
 2.976 MMBtu per day     
 1086.24 MMBtu per year from methane source   

 239593 
Gallons diesel fuel used for power generation in Atqasuk (2006 PCE 
report) 

 136000 BTU per gallon, higher heating value   

 32584.648 
MMBtu diesel fuel used per 
year    

 3.33% Fraction of total diesel need in Atqasuk   
        
 $3.23  Cost of diesel fuel in Atqasuk (2006 PCE report)  
 $25,798.20  Total value of diesel fuel displaced by methane source  
        
        
Calculation of flow rates       
 3000 cubic feet / day (estimated)    
 20 gallon garbage bag     
 0.13367 cubic feet per gallon     
 2.6734 Cubic feet per bag     
 2.083333333 Calculated rate of flow in cubic feet per minute  
 1.283232 Minutes needed to fill garbage bag   
 76.99392 Seconds to fill garbage bag    
        
Total carbon flow       
 3000 cubic feet per day methane (estimated)   
 28.31 liters per cubic ft     
 22.4 liters per mole     
 3791.517857 moles per day     
 16 grams per mole     
 60.66428571 Kg methane per day     
 0.75 Carbon weight in Methane    
 45.49821429 Kg carbon per day     
 16606.84821 Kg carbon per year     
        
Water in gas calculations       
 3000 cubic feet per day methane (estimated)   
 3305 cubic feet per pound of water at 32 F   
 0.907715582 Pounds per day water vapor    

 200 
number of days below 
freezing    

 181.54 pounds of water that can freeze in lines   
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Energy use per household      
 3068257 Total kW-hrs sold in Atqasuk    
 0.8 Fraction to households    

 2454605.6 
Total kW-hrs sold to 
households    

 57 Households in Atqasuk    
 43063.25614 Annual household electrical consumption   
 3588.604678 Monthly household electrical consumption   
        
Converstion of velocity measured to flow rate     
 0.78 Square inches pipe diameter    
 2 meter / sec measured flow rate    
 39 Inches per meter      
 78 inches       
 60.84 Cubic inches per second    
 1728 Cubic inches per ft3      
 3650.4 Cubic inches per minute    
 2.1125 Cubic Feet per minute    
 1440 Minutes per day     
 3042 Cubic feet per day     

 
Diesel plant calculations    
     

$3.23 Cost of diesel fuel per gallon  
95 Number of Kw-hrs per household per day 
58 Number of households in the village 

$1,000  Cost of diesel plant, per installed kW 
6.00% Cost of capital in percent  

5 Years expected lifetime of diesel plant 
20.00% O&M cost, % of investement per year 

3 Peak factor, above average electrical usage 
14.17 kW-hrs per gallon   

     
2.00% Diesel price annual increase  
1.00% Load increase   

     
     
     
     
     
     
     

2011150 Total kW-hr generated per year  
229.5833333 Average load on generator  

688.75 Total generator size   
$688,750  Cost of diesel generator (installed) 

$163,506.77  Cost of diesel generator capital per year 
$32,701.35  Estimated O&M   
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141930 Total gallons of diesel fuel  
$458,434.33 Cost of diesel fuel per year  
$654,642.46 Total cost of diesel plant per year 

$0.33 Cost of electricity for existing diesel plant 
     
     
Diesel plus Lake Q gas     
      

$3.23 Cost of diesel fuel per gallon   
95 Number of Kw-hrs per household per day  
58 Number of households in the village  

$1,000  Cost of diesel plant, per installed kW  
6.00% Cost of capital in percent   

5 Years expected lifetime of diesel plant  
20.00% O&M cost, % of investement per year  

3 Peak factor, above average electrical usage  
14.60824742 kW-hrs per gallon (This is how you add renewables) 

      

$157,746 
Capital of 
renewable    

6.00% Cost of Capital, in percent   
20 Years expected lifetime   

$13,753.03  Annual capital cost    
8.00% O&M, % of capital cost   

$14,853.27  Total annual cost of renewable system  
      
      
      

2011150 Total kW-hr generated per year   
229.5833333 Average load on generator   

688.75 
Total generator 
size    

$688,750  Cost of diesel generator (installed)  
$163,506.77  Cost of diesel generator capital per year  

$32,701.35  Estimated O&M    
137672.2301 Total gallons of diesel fuel   
$444,681.30 Cost of diesel fuel per year   
$655,742.70 Total cost of diesel plant per year  

$0.33 Cost of electricity    
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Solvent-Based Enhanced Oil Recovery Processes to Develop 
West Sak Alaska North Slope Heavy Oil Resources 

 
 

Abstract 
 
A one-year research program is conducted to evaluate the feasibility of applying solvent-
based enhanced oil recovery processes to develop West Sak and Ugnu heavy oil 
resources found on the Alaska North Slope (ANS). The project objective is to conduct 
research to develop technology to produce and market the 300 -3000 cp oil in the West 
Sak and Ugnu sands. 
 
During the first phase of the research, background information was collected, and 
experimental and numerical studies of vapor extraction process (VAPEX) in West Sak 
and Ugnu are conducted. The experimental study is designed to foster understanding of 
the processes governing vapor chamber formation and growth, and to optimize oil 
recovery. A specially designed core-holder and a computed tomography (CT) scanner 
was used to measure the in-situ distribution of phases. 
 
Numerical simulation study of VAPEX was initiated during the first year. The numerical 
work completed during this period includes setting up a numerical model and using the 
analog data to simulate lab experiments of the VAPEX process. The goal was to 
understand the mechanisms governing the VAPEX process. Additional work is 
recommended to expand the VAPEX numerical study using actual field data obtained 
from Alaska North Slope. 
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Solvent-Based Enhanced Oil Recovery Processes to Develop West 
Sak Alaska North Slope Heavy Oil Resources 

 
Executive Summary 

 
Introduction and Project Objectives 
Alaska North Slope contains vast reserves of heavy oil, primarily in two remote arctic 
locations, the West Sak and Ugnu reservoirs. West Sak is estimated to contain 13-18 
billion barrels of oil, with 3 billion barrels in the West Sak core area. Ugnu contains 7-10 
billion barrels of oil in place. Production of these Alaskan North Slope (ANS) heavy oil 
resources will require application of enhanced oil recovery (EOR) technology.  

Previous studies have identified the following reservoir specific challenges facing ANS 
heavy oil production: (1) poor net-to-gross sands, (2) unconsolidated sands with potential 
for problems of sand control, solids handling and disposal in remote arctic environment, 
(3) proximity to the permafrost and problems of permafrost stability that pose technical 
challenges to applying thermal recovery methods, (4) high asphaltene content and (5) low 
in-situ permeability.  

A 27-month research program was proposed in Fiscal Year 2001 to study ways to address 
some of these challenges. The overall project objective was to conduct a program of 
enhanced oil recovery research to develop technology to produce and market the heavy 
oil resources found on the North Slope of Alaska. Specific project objectives included: 
(1) Carrying out fundamental and applied research to support pilot and field testing of 

miscible flooding and water-alternate gas (WAG) processes to improve the recovery 
of Alaska North Slope heavy oil reservoirs 

(2) Analyzing the feasibility of applying vapor extraction process (VAPEX) for 
production of heavy oil from Ugnu , and  

(3) Evaluating the state-of-the-art in cold production and to generate information on its 
application to extract highly viscous oils in Arctic conditions similar to those found in 
the Ugnu and West Sak. 

 
Work Completed and Project Accomplishments 
Funding for this project was terminated after one year, because our industry partner 
(Phillips Alaska, Inc.) pulled out of the project following a merger between Phillips and 
Conoco. As a result we did not have enough time to address all the project objectives.  

During the first year, we concentrated primarily on collecting background information 
and conducting experimental and numerical studies to evaluate the feasibility of applying 
VAPEX to ANS heavy oil production.  The work completed and project 
accomplishments include: 

• Collected background data for West Sak and Ugnu sands to be used in preparing 
summary report. The summary report would help us identify areas that needed 
additional research to support the pilot testing.  The data was also intended for 
evaluating the feasibility of applying VAPEX process to produce ANS heavy oil. 
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• Completed simulation runs of lab experiments of VAPEX process using analog 
data from Canada and CMG STARS, a simulator developed by the Computer 
Modeling Group (CMG). 

• Conducted experimental studies of vapor extraction process (VAPEX) in West 
Sak and Ugnu. This work was carried out by Stanford University, the project sub 
contractor. The work at Stanford University was designed to foster understanding 
of the processes governing vapor chamber formation and growth, and to optimize 
oil recovery using a specially designed coreholder and a computed tomography 
(CT) scanner to measure the in-situ distribution of phases. Solvents to be 
considered include carbon dioxide and natural gas mixtures. Work completed in 
this experimental phase of the project included: 
a) Construction and testing of a novel, CT-compatible experimental apparatus 

for probing vapor enhanced gravity drainage processes. The apparatus was 
pressure tested extensively to roughly 6895 kPa (1000 psi). The apparatus 
may also be used in a visual mode at low pressure by replacing an aluminum 
endplate with transparent Plexiglas. 

b) A series of preliminary experiments were conducted using representative 
porous media and fluids in visual mode. The injection gas was carbon dioxide. 
Constant pressure and constant rate injection conditions were used. 

 
Summary of Results and Observations 
Analysis of the experimental data obtained from VAPEX study indicated that all 
experiments resulted in significant recovery of oil. In a scaled sense, 15 to 20% of the 
original oil was recovered in a time equivalent to 15 years at field scale. Observations of 
the vapor chamber showed that the injected gas indeed segregated toward the top of the 
pack according to gravity; however, the saturation patterns observed were rather 
uncorrelated. A well-defined, V-shaped vapor chamber did not form. Rather, large 
regions of the pore space in the upper half of the chamber were filled with gas. In one 
experiment, premature gas breakthrough was obtained because the pressure drop between 
injector and producer was large (roughly 56.6 Kpa/m or 2.5 psi/ft). It was determined that 
from an experimental standpoint the mode of production that is easiest to control and 
yields the largest breakthrough time is constant rate injection with the producer 
maintained at constant pressure. 
 
Recommendations for Future Work 
As mentioned earlier, our original research proposal called for a 27-month study but we 
were funded for only 10 months. Therefore, several important tasks discussed in the 
original proposal were not addressed. We recommend the following studies for future 
research to improve the work described in this report. 
• Assemble additional geologic and production data for West Sak and Ugnu to use in 

simulation of miscible flooding and VAPEX of these shallow sands. This task will 
require acquiring data from the oil industry.  

• Carry out comprehensive analysis of studies and data collected by industry in the 
1980s and 1990s concerning feasibility of applying miscible flooding process and 
other EOR process to recover heavy oil from the West Sak and Ugnu. This analysis 
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will identify gaps in existing knowledge and isolate the areas of work required to 
develop technology for ANS heavy oil production. 

• Measure PVT properties of the experimental fluids used in the VAPEX work done by 
Stanford University.  

• Conduct a series of experiments using constant-mass-rate injection (and constant-
pressure injection) of carbon dioxide to parameterize oil recovery, vapor chamber 
formation, and gas breakthrough as a function of injection rate, and pressure. 

• Carry out further gravity drainage and VAPEX experiments with and without 
electrical heating of the injector and pressure support from gas injection 

• Measure the in-situ distribution of gas and oil for these experiments via X-ray CT and 
record initial gas saturation to explore whether initial gas enhances or hinders vapor 
chamber formation and production. 

• Design a study to evaluate state-of-the-art in cold production and analyze feasibility 
of applying cold production technology to recover ANS heavy oil. 
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Solvent-Based Enhanced Oil Recovery Processes to Develop 

West Sak Alaska North Slope Heavy Oil Resources 
 
 

I. Introduction 
 

The North Slope of Alaska is known to contain vast reserves of heavy oil, primarily in 
two remote arctic locations, the West Sak and Ugnu sands. The West Sak is estimated to 
contain 13-18 billion barrels of oil in place, with 3 billion barrels in the West Sak core 
area. Ugnu contains 7-10 billion barrels of oil in place. The heavy oil resources are found 
in low temperature (50-80ºF), shallow reservoirs (2500-4000 feet). Crude oils in the West 
Sak and Ugnu sands have high in-situ viscosity. Viscosity estimates range from 20 to 300 
centipoise (cp) in the core West Sak area, 300 to 3,000 cp in West Sak up-dip, and 2,000 
to 300,000 cp in the Ugnu.  Production of these Alaskan North Slope (ANS) heavy oil 
resources will require application of enhanced oil recovery (EOR) technology.  
 
Previous studies have identified several reservoir specific challenges facing application of 
EOR to produce ANS heavy. The challenges include: (1) poor net-to-gross sands, (2) 
unconsolidated sands with potential for problems of sand control, solids handling and 
disposal in remote arctic environment, (3) proximity to the permafrost and problems of 
permafrost stability that pose technical challenges to applying thermal recovery methods, 
(4) high asphaltene content and (5) low in-situ permeability.  
Overall project objective is to conduct a program of enhanced oil recovery research to 
develop technology to produce and market the heavy oil resources found on the North 
Slope of Alaska. The first phase of research will focus on the recovery of the 300 to 3000 
cp oil in the West Sak and Ugnu sands. 

 
Project Objectives  
To meet some of the challenges facing EOR application on the Alaska North Slope, we 
proposed the following specific research objectives: 
(4) To conduct fundamental and applied research to support pilot and field testing of 

miscible flooding and water-alternate gas (WAG) processes to improve the recovery 
of Alaska North Slope heavy oil reservoirs 

(5) To investigate the feasibility of applying vapor extraction process (VAPEX) for 
production of heavy oil from Ugnu , and  

(6) To evaluate the state-of-the-art in cold production and to generate information on its 
application to extract highly viscous oils in Arctic conditions similar to those found in 
the Ugnu and West Sak. 
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Proposed  Project Tasks 
We had proposed a 27-month program of research which included the following tasks: 
 
Task I. Miscible Enhanced oil Recovery Studies and Pilot Testing in West Sak 
(Team Lead: Phillips and UAF).  
This task involves the numerical modeling of miscible flooding to study continuous or 
cyclic solvent injection, water-alternate gas (WAG) process using horizontal and 
multilateral wells. Industry partners will provide data on well design, well locations and 
spacing, geologic models, rock and fluid properties of West Sak and Ugnu. We plan to 
focus our work on data collection and analysis, numerical simulation studies to support 
process design and pilot testing of miscible flooding in Drill Site 1C in the West Sak. 
Task II. VAPEX Enhanced oil Recovery Studies to target Ugnu sands (Team Lead: 
UAF and Stanford University.). Experimental and numerical studies of vapor extraction 
process (VAPEX) in Ugnu sands would be carried out to understand the processes of 
vapor chamber formation, growth, and optimize oil recovery using a specially designed 
coreholder and a computed tomography (CT) scanner to measure the in-situ distribution 
of phases. Solvents to be considered include carbon dioxide and natural gas mixtures.  
A suite of experiments are envisioned to probe gravity drainage processes in the presence 
of vapor and solvents. Aspects to be studied include: 

• solvent composition as it is varied from natural gas enriched with butane to a 
mixture of CO2 and natural gases 

• electrical heating around the injector to examine the combined effect of heat and 
gas injection on oil recovery 

• variable injector to producer spacing to gauge the effect of vertical separation on 
initial oil rate and long-term production 

• initial gas saturation to explore whether initial gas enhances or hinders production 
• composition of the produced fluids to measure whether any in-situ upgrading has 

occurred as a result of solvent injection 

The objective of this task is to assemble fundamental data needed to evaluate project 
feasibility and design solvent-based oil recovery field tests.  

Task III. Cold Production and Extraction of Heavy oil in Arctic Conditions (Team 
Lead: UAF and Phillips.).  
We plan to assemble database of information on cold production worldwide, especially 
the research work and experience gained from Venezuela and Canada reservoirs. The 
research goal is to identify specific challenges and find appropriate solutions to cold 
production of viscous oils in the Ugnu. 

Task IV. Pilot Testing in Ugnu (Team Lead: Phillips and UAF).  
A pilot test will be designed and carried out in the Drill Site1D-501 well of opportunity in 
the Ugnu. The goal is to apply the results obtained from Tasks II and III of the proposed 
research to heavy oil production on the North Slope of Alaska.   
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Scope of the Study and Project Report 
Project funding was received for only one year beginning in the fiscal year 2002. During 
this period (October 1, 2001 to September 30, 2002), we carried out research work in 
three areas, including: (a) Collection of background information on the West Sak and 
Ugnu sands, and review of previous work published on VAPEX; (b) Experimental 
investigation of solvent-based enhance oil recovery processes by Stanford University--the 
subcontractor, and (3) numerical modeling of the VAPEX process using analog data 
obtained from Canada.  The work completed and our findings are described in this report. 

The report consists of five sections. Introduction and project objectives are presented in 
section I. We summarize the background information collected in section II. This section 
describes the West Sak and Ugnu heavy oil sands. Also discussed in this section is 
background information on the vapor extraction process, VAPEX. In section III we 
present the experimental investigation of solvent-based enhanced oil recovery conducted 
by Stanford University. The numerical modeling of VAPEX using analog data from 
Canada is discussed in Section IV. The fifth section of this report contains the 
conclusions and recommendations derived from this work. 
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II. Background Information 
 
The background information collected during the one year study is presented in the 
following section. First, we discuss the West Sak and Ugnu sands and then we review 
some of the publications on the vapor extraction process (VAPEX). 
 
Introduction 
As conventional oil reserves continue to decline, the oil industry has shown renewed 
interest in developing heavy oil and bitumen resources. Viscous hydrocarbon resources in 
Alaska constitute a substantial portion of the estimated 100 billion barrels of heavy crude 
resource base of the United States. The State of Alaska which contains the second largest 
heavy oil deposits in the USA has over 25 billion barrels of heavy oil in-place and 
extensive deposits of tar sands. It is estimated that about half of the total heavy oil 
deposits in the US cannot be recovered using the available technology. Much of this 
unrecoverable heavy oil either is in fields which lie at depths greater than 900m (3000 ft) 
or is too viscous for simple thermal recovery (Sharma et al., 1991).  

The heavy oil deposits in Alaska are found in shallow sands of the super giant West Sak 
Field, and tar sands are located in the Ugnu Field. Both West Sak and Ugnu are Late 
Cretaceous to Early Tertiary sands deposited in a shallow marine and deltaic complex 
(Bird, 1987; Werner, 1987). The Ugnu sands overlie the West Sak and Kuparuk 
reservoirs on the Alaska North Slope. Figure 2.1 shows the major oil fields located on the 
Alaska North Slope (ANS). It is estimated that over 6 billion barrels of oil can be 
recovered from the West Sak Field alone by using known and advanced recovery 
technologies such as steam injection through horizontal wells, enriched gas miscible, 
steam additives, and in-situ combustion (Sharma et al, 1991). The recovery of 
hydrocarbons from Ugnu sands probably will require more advanced and specialized 
recovery techniques (Sharma et al, 1991; Bross, 2002). 

West Sak Geological and Reservoir Description 
The oil bearing sands of West Sak were discovered by ARCO in 1971 at West Sak River 
State No 1, which produced oil of 953 to 922 kg/m3 density (17 to 22 °API oil) from the 
interval 1140 – 1220 m (3745-4000 feet). The following geological description is taken 
from the works of Werner (1985, 1987), Panda et al (1989), Zhang (1990), Hallam et al. 
(1991), Sharma et al. (1991), and Sharma (1994). Refer to the above references for 
additional information. 

The West Sak sands consist of quartz, lithic rock fragments and feldspar with traces of 
mica and glauconite. Sand grains range from very fine to fine. The West Sak sands are 
semi-consolidated to unconsolidated, and are friable. Core studies have indicated that the 
porosity in West Sak sands could be as high as 35% to less than 20%, and the horizontal 
permeability is of the order of 140 md (1.38×10-13 m2) (Werner, 1985). 

West Sak sands average about 91m (300 ft) thick in the area of greatest productive 
potential (Kuparuk River and Milne Point Units). Figure 2.2 shows the well locations 
used by Sharma et al (1991) to depict the sand distribution in the West Sak interval. The 
NW-SE and SW-NE stratigraphic cross sections of the West Sak sands are given in 
Figures 2.3 and 2.4. These sands have been divided into two groups, an upper West Sak 
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Sand and lower West Sak Sand (Werner, 1985). Notice that the top of the upper West Sak 
Sand is shown in these figures. The Upper West Sak consists of two distinct and laterally 
extensive sand packages which are 7.6 to 12 m (25 to 40 ft) thick each. Each package 
consists of individual beds of 0.15m to 3.05 m (0.5 to 10 ft) thick. The lower member 
consists of thin-bedded sands characterized by ripple bedding and hummocky cross 
stratification with interbedded, bioturbated, siltstone and mudstone. Individual sand beds 
range from 0.06 to 1.52m (0.2 to 5 ft) in thickness. Sands in the lower member extend up 
to three to five miles (Werner, 1985). 

 

 
Figure 2.1: Location of major oil fields on Alaska North Slope 

(Source: Phillips Alaska, Inc., April 2002) 

 

West Sak sands have a gentle dip angle of 1-2 degree (39.6 m per 1.6 km or 130 ft per 
mile) from north to northeast (Molenar, 1983). The sands form a monocline with Strike to 
the northeast, and are intersected by North-South trending faults. The throw on these 
faults may range from 15 to 45m (50 to 150 feet), and the trapping system in West Sand 
Sands is due to combination of faults and stratigraphy. 

Due to the shallow depth and overlying permafrost layers, the temperature of the 
reservoir ranges from 7.2 to 37.8C (45 to 100 °F) depending upon the proximity of the 
permafrost. The presence of the permafrost layers poses significant challenges to the 
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application of thermal enhanced oil recovery methods to recover the viscous oil from the 
West Sak. 

The oil saturation varies from 60 to 70% and is mainly controlled by the lateral facies 
variation in north and by the presence of faults in the south and southwest. Several oil-
water-contacts have been identified. The reason for the multiple contacts have been 
explained by various authors on the basis of variation in the seal efficiency and spill point 
in the structural blocks within the reservoir (van Pollen, 1978; Werner, 1985; Molenar, 
1983). 

Table 3.1 (Section III of this report) lists some of the data related to the West Sak Sands. 
Additional data on the West Sak can be found in Zhang (1990), Sharma et al. (1991) and 
Sharma (1994). 

 
 

Figure 2.2 Contour Map Showing Well location and Depths to Top of West Sak Upper 
Sand 1. Note AA’: SW-NE Cross-Section of Fig 2.3 and BB’: NW-SE Cross-Section of 

Fig. 2.4 (After Sharma et al, 1991) 
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Figure 2.3: The SW-NE Stratigraphic Cross-Section AA’ of West Sak Sands. Well locations are shown in Figure 2.2 (After Sharma, et 

al, 1991) 
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Figure 2.4: The NW-SE Stratigraphic Cross-Section BB’ of West Sak Sands. Well locations are shown in Figure 2.2 (After Sharma, et 
al, 1991) 
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Ugnu Sands 
The oil and tar-bearing sands in the Ugnu Formation overlie the West Sak concordantly 
in Kuparuk River Unit. The Ugnu Formation was first encountered between 2716 feet 
and 3260 feet in the East Ugnu #1 Well drilled in 1970. Ugnu sands are fine-to-medium 
grained, highly heterogeneous with large variation in the porosity, permeability, water 
saturation and oil viscosity (Sharma, 1994). Werner (1985) subdivided the Ugnu sands 
into lower and upper members. Hallam et al. (1991) divided the unit into Zones A 
through C (Figure 2.5). Oil accumulations in the Ugnu sands occur in traps, which are a 
combination of both structural and stratigraphic features. Trapping in Lower Ugnu may 
be entirely a function of facies changes and stratigraphic features associated with deltaic 
depositional environment (Werner, 1985; Hallam et al., 1991). 

The database for the Ugnu is extremely limited and consists primarily of cores and logs 
taken mostly while drilling through the producing zones in both the Kuparuk River and 
Milne Point Units. A number of dedicated wells have been drilled to delineate the Unit. 
For example, the Ugnu Single Well Production Test (Ugnu SWPT 1) well was drilled in 
1983 and a second dedicated Ugnu well (DS2-OB1) was drilled and injection tested in 
1989. 

In 1984 Werner reported that the Ugnu contained between 11 and 19 billion barrels (1.7 
to 3 billion cubic meters) of oil with a gravity of 8-11 °API (1014 to 993 kg/m3) and 
viscosity of between 10,000 and 100,000 cp (10 to 100 Pa.s). Recent estimates of the 
Ugnu resource show approximately 6 billion barrels of oil-in-place with the 2 billion 
barrels of potentially exploitable oil-in-place in the core area (Hallam et al., 1991; Bross, 
2002). 

Ugnu Geological and Reservoir Description 
The Ugnu sands are fine-to-medium grained, but are slightly coarser-grained than West 
Sak sands. Clay concentrations are less than 5%, as compared to concentrations between 
5% and 30% within the West Sak sands. Two separate sand members have been 
identified in the Ugnu reservoir, Upper Ugnu sands and Lower Ugnu sands. The lower 
sand is correlated to the Prince Creek Formation, while the upper one is correlated with 
Sagwan member of the basal Sagavanirktok Formation (Werner, 1985). The lower sand is 
76.2m to 91.4m (250 to 300 feet) thick and is mainly medium to coarse grained. The 
upper sand is very extensive laterally and thickness averages 91.4 m (300 feet), and it can 
be further divided into five formation members of thickness 3 m to 9.1 m (10 to 30 feet) 
interbedded with siltstone. The lower sand is separated from the West Sak sands by a 
thick, widely extent mud stone sequence. 

Hallam et al (1991) reported that the thick net pay section extends east-west in the Ugnu 
and may be about 3.2 km (2 miles) wide and 14.5 km (9 miles) long. The net pay 
thickness diminishes rapidly both to the south and north.  The net-to-gross ratio varies 
from 0.74 to 0.92 but average values of about 0.8 can be found in the areas with a net pay 
of greater than 75 ft. Using log analyses supported by core data, Hallam et al (1991) 
indicated that the log derived average porosity shows a general decrease from 37% in the 

Solvent-Based Enhanced Oil Recovery Processes to Develop West Sak Alaska  
North Slope Heavy Oil Resources                            
David O. Ogbe, Tao Zhu and Anthony R. Kovscek 

  Page 9



west to 34% in the east corresponding with an increase in depth. The average oil 
saturation within the best portions of the reservoir varies from 66% to 72%.  

The reservoir rock and fluid properties of the Ugnu are summarized in Table 3.1 
presented in the Section III of this report. 

 
Overview of Vapor Extraction Process (VAPEX) 
Vapex (Vapor Extraction) is a non-thermal recovery method that uses horizontal well to 
inject (low molecular weights) vapors close to their dew point into a heavy oil reservoir. 
The vapor dissolves the heavy oil, and reduces its viscosity, allowing the diluted oil to 
drain by gravity to the production well (Butler and Mokrys, 1989; Das and Butler, 1995; 
Das, 1998).  

It is important to note that while the VAPEX process is emerging as an alternative to 
thermal processes for recovery of heavy oils, no actual field application of the process 
has been reported. The VAPEX process is still in its theoretical and experimental stage. 
The concept is an evolution from the Steam Assisted Gravity Drainage (SAGD) process.   
The SAGD process involves injecting steam into the reservoir using a horizontal well. 
The steam condenses at the oil interface, heats the oil, reducing its viscosity and allowing 
the hot, less viscous oil to drain by gravity to another horizontal well. SAGD process has 
been successfully applied in the Canadian fields to recover heavy oil and bitumen (Das, 
1998; Anderson et al., 1994). Figure 2.5 shows a schematic of a single-well solvent-
assisted gravity drainage process (ARC, 2000). 

 

 
So
No
Da
Figure 2.5: Schematic of Vapex Process: single well solvent-assisted gravity 
drainage process (Source: Alberta Research Council, http:www.arc.ab.ca ) 
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Concept of Vapex 
In Vapex process, the injected hydrocarbon solvent vapor dissolves in the high viscosity 
oil at the interface and diffuses through it; the viscous oil gets diluted and drains to the 
horizontal production well by gravity. Initially the injected solvent vapor rises 
countercurrently with the draining diluted oil and a rising vapor chamber is created. Once 
the chamber reaches the top of the reservoir, it spreads sideways until the pattern 
boundary is encountered. The process may still be continued with a falling interface 
period until the production rate become prohibitively low. Figure 2.6 illustrates the 
concept of the Vapex process (Das, 1998). Details on the Vapex process can be found in 
various publications. (For example, see Butler and Mokrys, 1991; 1993; Butler et al., 
1995; Das, 1998). 

Like the SAGD process, we use horizontal wells in the Vapex process to expose a larger 
area of the reservoir to the wellbore thereby increasing the productivity and to reduce the 
drawdown. The higher area of contact between solvent vapor and the crude yield higher 
rate of mass transfer of the solvent and higher recovery (Das and Butler, 1996). As 
mentioned earlier, the Vapex process involves the diffusion of solvent into the heavy oil. 
Production rates are directly related viscosity reduction, which in turn depends on the 
amount of solvent dissolved in the crude. Since the molecular diffusivity of solvent in 
heavy oils or bitumen is orders of magnitude lower than the the thermal diffusivity of the 
reservoir matrix, it is generally expected that the Vapex production rates will be much 
lower than those in a steam process.  

Das (1998) summarizes the advantages and disadvantages of the Vapex process in 
comparison with SAGD. Singhal et al. (1996) provides the screening criteria for 
determining the applicability of the Vapex process in a particular reservoir for recovery 
of heavy oil. 
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Figure 2.6: Explaining the Vapex Process. DAO = deasphalted Oil 
(Source: Das, SPE Journal, Sept. 1998, p.233) 
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Introduction 
Even though petroleum and natural gas resources are finite, they remain among the most 
important sources of energy in the world. With the decline of light-oil reserves, a major 
thrust is on the improved recovery of heavy-oil and bitumen resources. However the 
efficient and economic recovery of heavy oil and bitumen from reservoirs is a major 
technical challenge, because they contain much larger proportions of nondistillable 
residual (i.e., heavy fractions) material than do conventional oils. These crude oils 
contain larger proportions of asphaltenes, and this makes them particularly viscous. 
Heavy oil and bitumen viscosities may be larger than 1000cp and 10000cp respectively 
(Speight, 1991). It is the naturally high viscosity of the crude oil that makes the recovery 
of heavy oil so difficult.  

Solvent enhanced gravity drainage processes, such as the vapor extraction 
(VAPEX) (Butler and Mokrys, 1991) process, may be suitable for resources available in 
the form of viscous heavy oil that are not accessible via steam injection. Diluting 
hydrocarbons with solvent, instead of injecting steam, reduces viscosity and oil density. 
The vaporized solvent may be injected into the reservoir using a horizontal or vertical 
injection well. The solvent vapor dilutes the oil, reduces its viscosity and diluted oil 
drains by gravity to a horizontal production well, that is placed vertically below the 
injection well and close to the bottom of the reservoir.  

The object of this project is to collect relevant data needed to engineer and 
simulate in-situ recovery processes for the recovery of North Slope heavy oils, especially 
Ugnu. Our primary interests are solvent-based, gravity drainage processes employing 
dual horizontal wells, especially VAPEX. Solvents considered are gases and gas 
mixtures. Recovery enhancement is achieved through oil viscosity reduction and oil-
phase swelling due to injectants such as carbon dioxide, methane, propane, or butane 
dissolving into oil and also through viscosity reduction by increasing reservoir 
temperature with the aid of electrical heating.  
 The initial tasks are (1) to design, construct, and test a laboratory apparatus that 
may be scanned with an X-ray computed tomography (CT) to obtain the distribution of 
phases in situ and (2) to develop the scaling equations that allow the application of 
laboratory measurements to the field scale. Work is well underway on both of these tasks 
and is described next. 
 
Scaled Physical Model 
In order to obtain field relevant measurements from laboratory experiments, scaled 
physical models are used. In the course of this project, 3 scaling conditions are 
developed. Permeability and gas diffusivity in oil are used to obtain a relationship 
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between experimental time and equvialent reservoir time. We also approximately scale 
the black-oil properties of the system so that analog fluids can be used. Currently, no 
reservoir fluids are available. 

The first scaling condition is obtained by considering the oil drainage rate in the 
reservoir. 
 

Qo = Vφ∆So
t

= k
µ

⋅
dP
dz

⋅A          (1) 

 
where Q  is the volumetric flow rate of oil, V  is the bulk volume, o φ is the porosity, oS∆  

is the change in the oil saturation,  is the time,  is the absolute permeability, t k µ  is the 
dynamic viscosity, dP  is the hydrostatic pressure gradient and  is the flow face 
area. 

dz/ A

Dividing through by the area, replacing dP  bydz/ gρ , and using kinematic viscosity, ν, 
instead of ρµ /  
 

kgt = Hφ∆Soυ                                                                                          (2)                                      
 
where  is the acceleration due to gravity, g H is the reservoir (cell) height, and υ  is the 
kinematic viscosity. Equating the quantities in Eq. (2) among the model (M) and the field 
(F) scales drainage rate among laboratory and field. It results in 
 

kt
φ∆SoHυ

 

 
 

 

 
 
M

= kt
φ∆SoHυ

 

 
 

 

 
 
F

       (3) 

 
The other scaling condition is the similarity variable that equates diffusional 

transport among laboratory and field 
 

Dφt
H2

 
  

 
  

M
= Dφt

H2
 
  

 
  

F
         (4) 

 
where  is the diffusivity. D
By rearranging Eq. (3),  
 

kM = kF ⋅
tF
t M

⋅
HMφM(∆So )MυM

HFφF (∆So )FυF
       (5)     

 
By rearranging Eq. (4), MF tt is obtained, 
 

t F
t M

= DMφMHF
2

DFφFHM
2          (6) 

 
Combining Eqs. (6) and (7),  
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kM = kF ⋅
DM
DF

⋅
HFφM

2 (∆So )MυM
HMφF

2 (∆So )Fυ F
       (7) 

 
Thus, model permeability can be scaled to field conditions. As observed from Eq. (7), the 
relationship between the gas diffusivity of the field and the model is needed. Because of 
the difficulty of predicting diffusion coefficients from molecular considerations, 
empirical correlations, that are mostly based on simplified molecular models, are widely 
used. There are several useful empirical correlations. The Hayduk and Minhas correlation 
is used here (Reid et. al, 1987).  
 

DAB =13.3 × 10−8 T1.47µB
∈

VA
0.71           (8) 

 
where  is the mutual diffusion coefficient of solute A at very low concentrations in 
solvent B, 

ABD
T is the temperature,  is the viscosity of the solvent B, V  is the molar 

volume of solute A at its normal boiling temperature. The exponent,
Bµ A

∈, is also a function 
of molar volume 
 

∈= 10.2 VA( )− 0.791         (9) 
 
Although there are several different methods of estimating the molar volume (VA), the 
Tyn and Calus method is the most accurate (Reid et al., 1987). The average error of the 
method is only 2 percent when molar volumes at the normal boiling point are compared 
with experimental values for 32 different compounds (Reid et al., 1987). According to the 
Tyn and Calus Method 
 

VA =0.          (10) 285VC
1.048

 
where V  is the critical volume,  C

When considering CO2 injection in West Sak and Ugnu Fields, 
= (Reid et al., 1987) and we can obtain molar volume (V =33.28 cm)( 2COCV

9.97 ×

9.93

−6 cm

A
3/mol) 

easily. The viscosity exponent ∈ is equal to -0.48. From data in 3.1, a maximum and a 
minimum diffusivity value are estimated for both fields. For West Sak lies between wsD

10 2 s  and 9.39 × 10−7 cm2 s  whereas for Ugnu  is between uD
2.36 ×10−7 cm2 s  and 1.92 × 8 cm2 s10− . For the experimental setup, at T = 22°C, =µ  
0.2 Pa-s, the diffusivity is estimated as 3.2 ×10−6 cm2 s . Now, both model permeability 
and the corresponding time for the actual field may be predicted as shown in Table 3.2.  
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Table 3.1. Oil Properties of West Sak (Panda et al., 1989, Goundouin and Fox, 1991, 

Sharma et al., 1989, Foerster et al., 1997) and  Ugnu (Islam et al., 1991, Hallam et al., 

1991) fields; 

 West Sak Field Ugnu Field 

Oil Gravity 986 – 916 kg/m3  
(12 – 23 °API) 

1021 – 990 kg/m3  

 (7.1 – 11.5 °API) 
Temperature 7.22 – 37.78 °C 

(45 – 100 °F) 
7.22 – 18.33 °C  

(45 – 65 °F) 
Porosity 15 – 40 % 25 – 37 % 
Viscosity 0.03 – 3 Pa.s  

(30 – 3000 cp) 
60 – 10000 Pa.s 

(60000 – 10000000 cp) 
Permeability 1.48E-13 – 4.93E-13m2 

(150 – 500 md) 
9.87E-14 – 2.96E-12m2 

(100 – 3000 md) 
Oil Saturation 60 – 70 % 66 – 72 % 

Lithology Sandstone Sandstone 
Net Pay Thickness 24.43 m  (90 ft) 22.86 – 30.48 m  

(75 – 100 ft) 
Kinematic Viscos. 0.0000303 – 0.003261 

m2/sec 
0.058824 - 10.1 m2/sec 

 
 
 
 
The reservoir rock of both fields is composed of sand and the Carman-Kozeny equation is 
applicable. The relationship between permeability and the grain size (Lake, 1989) is 
obtained as, 

 ( )2

23

172
1

φ
φ

τ −
=

dk
        (11) 

   
where,  is the grain diameter and d τ is the tortuousity. 
 

 

Solvent-Based Enhanced Oil Recovery Processes to Develop West Sak Alaska  
North Slope Heavy Oil Resources                            
David O. Ogbe, Tao Zhu and Anthony R. Kovscek 

  Page 15



 

Table 3.2. Permeability and time values for West Sak and Ugnu fields relative to 

physical model parameters. 

 WEST SAK UGNU 

maxk /grain size 7566 darcy/3665 micron 437 darcy/881 micron 

mink /grain size 0.239 darcy/21 micron 0.002 darcy/1.9 micron 

( )max/ MF tt  7.22 field years/1 model hour  288 field years/1 model hour 

( )min/ MF tt  0.255 field years/1 model hour 8.09 field years/1 model hour 

 
 

Hence, from the permeability values in Table 3.2, we can calculate the grain size 
values to form the physical model by using Eq.(11), where tortuosity was taken as 2.  
The third and the last scaling condition is obtained by using the black-oil fluid model to 
scale solution gas-oil ratio. Initial experimental work will use model fluids and we wish 
to scale approximately the black-oil properties. 
According to mass balance (Dake, 1978) , 
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where B is the formation volume factor, is the solution gas oil ratio and is the flow 
velocity. The subscripts g and o refer to gas and oil, respectively. 

sR u

We nondimensionalize by multiplying the first term by the ratio of characteristic time t/t' 
and second term by the ratio of characteristic length L/Lc to obtain, 
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Introducing the total velocity, , initial solution gas-oil ratio, , initial oil formation 
volume factor, , and by rearranging Eq. (13), 
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Equation (14) can be written as 
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where RSD =
Rs
Rsi
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   are dimensionless black-oil 

properties. 
To obtain dimensional similarity, the group LR is equated to unity and hence,  si / t,uTBoi

t, =
RsiL

UTBoi
                    (16) 

 
Taking, the total velocity as 

o
T

gkU
µ
ρ∆

−=          (17) 

 
Eqs. (16) and (17) can be combined to yield a characteristic time 
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RsiL
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Equating characteristic times among the laboratory and the field teaches that 
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This equality can be used to scale oil PVT properties with regard to initial values. 
 
Apparatus and Procedure 
We study the physics of vapor chamber growth and oil recovery using a computed 
tomography (CT) scanner to measure the in-situ distribution of phases. To date, most 
gravity drainage experiments of viscous oil have been conducted in two-dimensional 
visual models. In-situ oil saturation has not been monitored by X-ray CT or any other 
means. For this work, we have constructed a sandpack that can be scanned with CT. It 
employs a novel geometry applicable to gravity drainage processes, Figure 3.1. In a 
conventional experiment, X-ray CT data is collected in slices normal to the central (i.e., 
long) axis of a small diameter and long cylindrical core or sandpack. Instead, we have 
increased the nominal diameter of the sandpack to twelve inches and reduced length to a 
maximum of two inches, as shown in Fig. 3.1. The result is a two-dimensional model that 
can be operated as a scaled physical model or packed with crushed reservoir media and 
crude oil. One of the large circular faces of the model wall is a piston with a small 
amount of travel, Fig. 3.1b. During packing of the model with sand, the piston is 
depressed to provide stress on the porous medium thereby preventing settling or 
movement of any sand grains. 

The entire cross section of the model is imaged with a single scan. The scan plane 
is also indicated on Fig. 3.1a. This geometry presents a circular cross section to the 
scanner, thereby minimizing imaging artifacts from scanning asymmetrical shapes. The 
distance between the injector and producer locations is adjustable in 2 cm increments.  
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Figure 3.2 presents photographs of the apparatus. The vessel is constructed from 
6061 T6 aluminum alloy. The end plate and piston are constructed from 1 inch thick 
aluminum plate, Fig. 3.2(a). The side view in Fig. 3.2(b) shows the screw-piston 
assembly for compressing the porous media. Inside diameter of the model is 11.5 inches 
with a 0.25 inch wall thickness. The maximum allowable operating pressure is 960 psi 
incorporating a safety factor of 3. The apparatus was pressure tested for leakage and 
bursting at this pressure. No failure or leakage was noted.  

The apparatus is quite flexible in terms of the sand or other unconsolidated media 
for packing. For initial testing to date, a 200 mesh silica sand has been the medium. 
Packing is accomplished by removing the front cover and pouring dry sand directly into 
the apparatus. The sand is screed level across the face of the apparatus. Then mechanical 
agitation is applied via pneumatic vibrators to settle and further level the grains. The 
piston is moved forward slowly to take up any dead volume and hold the grains in place. 

Following successful packing, the model is flushed with carbon dioxide (CO2) to 
displace air. Oil is then injected to displace CO2 and  saturate the pore space. The 
advantage of first injecting CO2 is that it is relatively soluble in oil. The residual gas 
saturation dissolves readily in the oil as the pressure is raised within the model or as oil 
continues to flush through the core. For the preliminary experiments, the oil used is 
Kaydol. It is a viscous (180-220 cp) white mineral oil. A variety of boundary conditions 
can be applied at the injector or producer. To date work has (1) employed constant 
pressure at both ports and (2) constant rate at the injector and constant pressure at the 
producer. The inlet pressure is set by a precision pressure regulator (Moore–Nullmatic, 
Philadelphia, PA) or mass flow controller (Aalborg, 0 to 50 SCCM). The pressure drop 
between ports is small: 1 to 2 psi under all conditions. Additionally, the absolute pressure 
at the outlet of the model has remained quite low, 15 psia, during testing. CO2 has been 
the only gas injected. 
Preliminary Results 
Five gravity drainage style experiments have been conducted in the testing phase. The 
main focus has been on establishing packing and operating procedures. Four experiments 
used constant pressure at both injector and producer. The fifth used constant rate at the 
injector. The in-situ phase saturations were not imaged with X-ray CT; however, the 
experiments were run in visual mode by replacing the fixed aluminum end plate with a 
2.5 inch thick piece of plexiglas. This provides a means to view the formation of the gas 
chamber directly. The primary data collected have been recovery versus time and digital 
still photographs of the gas chamber formed. When viewing results recall that 1 hour in 
the laboratory scales to the order of years in the field. 
 Figure 3.3 illustrates the recovery versus time (unscaled) plots for all experiments. 
Experiment 1 employed a pressure drop between the wells of roughly 2.5 psi, whereas, in 
experiment 2 the pressure drop was around 2 psi., Experiments 3 and 4 were run with a 1 
psi pressure drop. The fifth experiment employed a constant injection rate of 1.25 sccm. 
As expected, a smoothly increasing recovery function is obtained in all cases. The first 
experiment recovers oil at the fastest rate because the time-averaged pressure drop is the 
largest among the various experiments. 
 Figure 3.4 presents photographs of the cross section of the porous medium as a 
function of gas injection for experiment 1. Gas is injected at the upper port whereas oil is 
produced from the lower port. Figure 3.4(a) is just prior to injection. Dark shading around 
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the producer is from oil-phase dye adsorbing to the sand. The dye was used to stain the 
oil phase to improve visualization and it has no effect on oil properties. At 20 min, Fig. 
3.4(b), gas is clearly visible around the injector. Note, that gas has the lightest shading in 
these photographs. Gravity is acting to drive the gas upward while pressure forces drive 
the gas laterally. A true vapor chamber never forms in this experiment, Fig. 3.4(d); 
however, significant gas has risen to the top of the chamber. At 80 min, gas is present 
across the cross section of the model and gas has broken through to the producer.  Figure 
3.3 illustrates that recovery is approaching 20% of the oil in place by this time. 
 The model was repacked and resaturated with oil. During repacking much effort 
was expended to ensure that packing was uniform and that the grains were under 
confining stress. The same pack was used for experiments 3 to 5. Gas was injected at a 
low pressure so that the pressure drop between wells remained low, about 1 psi for the 
third and fourth experiments. Hence, recovery is slower compared to the first experiment, 
Figure 3.3.  Figures 3.5 and 3.6 summarize the progress of the formation of the vapor 
chamber for experiments 3 and 4, respectively. Again blue dye was added to the oil and 
the dye has stained the sand grains around the producer. Gas has the lightest shading in 
these gray-scale images. Note that as in Figure 3.4, the expected V-shaped vapor chamber 
does not form, see Figs 3.5(c) to 3.5(f) and 3.6(c) to (f). Gas clearly saturates the upper 
half of the chamber, see for instance Fig. 3.5(e). Gas saturation is less uniform than 
expected. The sand is fine-grained and relatively uniform in size and visual observations 
indicate that the grains within the pack are distributed fairly homogeneously. Thus, any 
heterogeneities are relatively small. Nevertheless the gas finds preferential paths and 
saturates some portions of the porous medium more significantly. 
 The fifth, and last experiment conducted so far, used constant rate injection (1.5 
SCCM) and a fixed pressure at the producer. Figure 3.3 illustrates that production 
increased smoothly and continuously for this experiment. The maximum pressure drop 
between injector and producer was 5 psi and at late times was steady at about 1 psi. 
Hence, recovery at later times is roughly similar to the experiments using a constant 
pressure drop of 1 psi. The evolution of gas saturation is roughly similar to the constant 
pressure drop experiments as shown in Fig. 3.7. Qualitatively, it did appear that theupper 
half of the  porous medium was slightly more uniformly occupied by gas. This qualitative 
observation is confirmed by a gas breakthrough time exceeding 300 min. 
 The future use of CT scanning will allow us to measure quantitatively the 
evolution of gas saturation and to probe whether the gas-saturation patterns observed 
visually are present within the pack. 
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Figure 3.1. Schematic diagram of experimental setup: (a) front view and (b) side view. 
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Figure 3.2. Photographs of CT compatible VAPEX cell: (a) front view and (b) side view. 
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Figure 3.3. Recovery versus time for the injection of CO2 into the VAPEX cell saturated 

with the white mineral oil kaydol. 
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Figure 3.4. Experiment 1,constant pressure drop of 2.5 psi: (a) 0 min., (b) 20 min, (c) 40 

min., and (d) 80 min. Gas occupied portions of the pack are the most lightly shaded. 
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Figure 3.5. Experiment 3, constant pressure drop of 1 psi: (a) 0 min., (b) 30 min, (c) 60 
min., (d) 90 min., (e) 180 min, and (f) 210 min. Gas occupied portions of the pack are the 

most lightly shaded. 
. 
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Figure 3.6. Experiment 4, constant pressure drop of 1 psi: (a) 0 min., (b) 30 min, (c) 60 
min., (d) 120 min., (e) 180 min, and (f) 400 min. Gas occupied portions of the pack are 

the most lightly shaded. 
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Figure 3.7. Experiment 5, constant mass injection rate of 1.5 SCCM: (a) 0 min., (b) 30 

min, (c) 60 min., (d) 120 min., (e) 180 min, and (f) 300 min. Gas occupied portions of the 
pack are the most lightly shaded. 
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Recommndations for Future Work 
 Preliminary tests have been completed. Contingent upon future funding, a series 
of CT-monitored experiments at pressure are planned. These experiments will use analog 
fluids with well-defined properties. The porous medium and the fluids will be scaled as 
nearly as possible to be relevant to the field situation. Future work  includes: 
• measurement of the PVT properties of the experimental fluids 

• a series of experiments using constant-mass-rate injection of carbon dioxide to 

parameterize oil recovery, vapor chamber formation, and gas breakthrough as a 

function of  injection rate 

• a series of experiments using constant-pressure injection of carbon dioxide to 

parameterize oil recovery, vapor chamber formation, and gas breakthrough as a 

function of  injection pressure 

• further gravity drainage experiments with and without electrical heating of the 

injector and pressure support from gas injection 

• measurement of the in-situ distribution of gas and oil for these experiments via X-ray 

CT 

• initial gas saturation to explore whether initial gas enhances or hinders vapor chamber 

formation and production 
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IV.  Numerical Simulation of VAPEX 
To initiate numerical modeling of the VAPEX process, a sample dataset is simulated using the  
STARS, a compositional simulator developed Computer Modeling Group (CMG). The model is a 
VAPEX lab experiment based on analog data from Lloydminister, Canada. In the following 
sections, the model initialization and simulation results are presented. 

Model Design and Initialization 
The reservoir size is 66.3x3.45x18.6 cm3, and the dimension of the model is 13x1x6 grid blocks.  
In the model, the average porosity is 39.1%, and the average permeability is 1135md in all 
directions. The rock is water-wet, and Stone’s second model is used to calculate the three-phase 
relative permeability data. The initial water saturation is 0.05. The total pore volume is 1663.5 
cm3. In the experiment, propane was used as injection solvent to displace the Lloydminster crude 
and Asphaltene from the rock. Surface condition is reference condition.  

There are two vertical well located in (1,1, 5) for producer and (13,1,1) for the injector as shown 
in the following plot, Figure 4.1. For the producer, the minimum bottom hole pressure is 100 kPa, 
and maximum gas production rate is set to 5 cm3/min, and maximum liquid rate is 10.6 cm3/min. 
For the injection, the maximum bottom hole pressure is set to 848 kPa. 

 

 

 

 

 

 

 

 

1. Eeriment Numerical Simulation Performance 

 
Figure 4.1: Schematic of model used in VAPEX numerical modeling 

Results 
Figure 4.2 shows the oil and gas production rates as a function of time. The simulation results 
indicate that the water production rate is very low and therefore can be ignored. The produced oil 
is composed of Lloydminster crude and asphaltene, and their component production rates are 
shown in Figure 4.3. The produced gas component is composed mainly of the injection solvent. 
From the simulation, about 20% oil production rate is asphaltene production. Figure 4.2 shows 
that after 15 minutes of production, the gas breaks through, which causes the oil production rate 
to decline rapidly following the onset of gas breakthrough. It can be seen that the oil rate shows a 
gradual decline thereafter. 
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Figure 4.2: Oil and Gas Production Performance 
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Figure 4.3: Component Production Rates  
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Figure 4.4: Total Oil and its Component Production Rates 

 

Figure 4.4 is the total oil and its component production vs. injection solvent mole per pore 
volume (liter). From the plots, it is seen that the vapor extraction efficiency declines rapidly after 
the injection solvent breaks through. By the end of the simulation, we observe that on the average 
1 mole/PV of  injection solvent could extract about 200 cm3 of oil.  

Figure 4.5 shows that cumulative gas production and injection vs. time. It shows that most of 
injection solvent is produced during the oil production. Thus, in real practice, the injection 
solvent can be recycled to extract and produce the crude oil. The green line in the figure shows 
the injection solvent in mole/PV of the reservoir. It shows that in the experiment to recover oil 
using the Vapex mechanism needs lots of solvent to be injected into the reservoir. To upscale the 
model results to the full field case, we must consider some factors such as availability and cost of 
injection solvent.  
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Figure 4.5: Total Gas Injection and Production Performance 
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V. Conclusions and Summary 

 
Vapex Experiments 
1. A novel, CT-compatible experimental apparatus for probing vapor enhanced 

gravity drainage processes has been built and tested. The apparatus was pressure 
tested extensively to roughly 1000 psi. The apparatus may also be used in a visual 
mode at low pressure by replacing an aluminum endplate with transparent 
plexiglas.   

2. A series of preliminary experiments were conducted using representative porous 
media and fluids in visual mode. The injection gas was carbon dioxide. Constant 
pressure and constant rate injection conditions were used. All experiments 
resulted in significant recovery of oil. In a scaled sense, 15 to 20% of the original 
oil was recovered in a time equivalent to 15 years at field scale. Observations of 
the vapor chamber showed that the injected gas indeed segregated toward the top 
of the pack according to gravity; however, the saturation patterns observed were 
rather uncorrelated. A well-defined, V-shaped vapor chamber did not form. 
Rather, large regions of the pore space in the upper half of the chamber filled with 
gas. In one experiment, premature gas breakthrough was obtained because the 
pressure drop between injector and producer  was large (roughly 2.5 psi/ft). It was 
determined that from an experimental standpoint the mode of production that is 
easiest to control and yields the largest breakthrough time is constant rate 
injection with the producer maintained at constant pressure. 

 
Numerical Modeling of VAPEX using Lloydminster Crude Sample 

3. Vapex process is currently used to recover heavy oil in the lab. No commercial project 
has been reported. 

4. In the process of oil production by Vapex, about 20% asphaltene is produced along with 
Lloydminister crude sample, and the produced oil is degraded. 

5. Simulation runs show that after gas breaks through, the oil production rate decreases 
gradually, and the gas-oil ratio (GOR) increases with time. 

6. Most of the solvent injected will be recovered and can be recycled to extract more oil. In 
practice, the Vapex process will need large volumes of the injection solvent, and this will 
affect the economic feasibility of the project. 

7. The results of numerical modeling show that the water production is very small and can 
be ignored. 
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Nomenclature 

 
A = flow face area, m2  
Bg = the gas formation volume factor, bbl gas/ scf gas 
Bo = the oil formation volume factor, bbl (oil + dissolved gas)/ stb oil 
D = diffusivity, cm2/s 
DAB = mutual diffusion coefficient of solute A at very low concentrations in solvent B,            
          cm 2/s 
g = acceleration due to gravity, md  2−

H = reservoir (cell) height, m 
k = absolute permeability, darcy 
P = pressure, kg m d  1− 2−

Rs = solution gas oil ratio, scf gas/ stb oil 
Sg = Gas Saturation, fraction 
So = Oil Saturation, fraction 
SCCM = standard cubic centimeters per minute 
∆ So = change in oil saturation, fraction 
T = temperature, K 
t = time, d 
uo = flow velocity of oil, m/sec 
uw = flow velocity of water, m/sec 
uT = total flow velocity, m/sec 
V = bulk volume, m3  
VA = molar volume of solute A at its normal boiling temperature, cm3/mol 
VC = critical volume, cm3/mol 
Qo = volumetric flow rate of oil, m3/d 
µ  = dynamic viscosity, kg m d −  1− 1

ρ  = density, kg/m3 

υ  = kinematic viscosity, m2 d  1−

φ = fractional porosity 
=dσ design stress, psi 

subscripts 
g = gas 
o = oil 
w = water 
T = total 
M = model 
F = field 
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ABSTRACT 

Numerous early reports on experimental works relating to the role of wettability in various 

aspects of oil recovery have been published. Early examples of laboratory waterfloods show oil 

recovery increasing with increasing water-wetness. This result is consistent with the intuitive 

notion that strong wetting preference of the rock for water and associated strong capillary-

imbibition forces gives the most efficient oil displacement. This report examines the effect of 

wettability on waterflooding and gasflooding processes respectively. Waterflood oil recoveries 

were examined for the dual cases of uniform and non-uniform wetting conditions.  

 

Based on the results of the literature review on effect of wettability and oil recovery, 

coreflooding experiments were designed to examine the effect of changing water chemistry 

(salinity) on residual oil saturation. Numerous corefloods were conducted on reservoir rock 

material from representative formations on the Alaska North Slope (ANS). The corefloods 

consisted of injecting water (reservoir water and ultra low-salinity ANS lake water) of different 

salinities in secondary as well as tertiary mode. Additionally, complete reservoir condition 

corefloods were also conducted using live oil. In all the tests, wettability indices, residual oil 

saturation, and oil recovery were measured. All results consistently lead to one conclusion; that 

is, a decrease in injection water salinity causes a reduction in residual oil saturation and a slight 

increase in water-wetness, both of which are comparable with literature observations. These 

observations have an intuitive appeal in that water easily imbibes into the core and displaces oil. 

Therefore, low-salinity waterfloods have the potential for improved oil recovery in the secondary 

recovery process, and ultra low-salinity ANS lake water is an attractive source of injection water 

or a source for diluting the high-salinity reservoir water.  

 

As part of the within-scope expansion of this project, cyclic water injection tests using high as 

well as low salinity were also conducted on several representative ANS core samples. These 

results indicate that less pore volume of water is required to recover the same amount of oil as 

compared with continuous water injection. Additionally, in cyclic water injection, oil is produced 

even during the idle time of water injection. It is understood that the injected brine front 

spreads/smears through the pores and displaces oil out uniformly rather than viscous fingering. 
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The overall benefits of this project include increased oil production from existing Alaskan 

reservoirs. This conclusion is based on the performed experiments and results obtained on low-

salinity water injection (including ANS lake water), vis-à-vis slightly altering the wetting 

conditions. Similarly, encouraging cyclic water-injection test results indicate that this method 

can help achieve residual oil saturation earlier than continuous water injection. If proved in field, 

this would be of great use, as more oil can be recovered through cyclic water injection for the 

same amount of water injected.  
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CHAPTER 1: Introduction 

The monotonic and geometric increase in world demand for energy in the face of rapid 

industrialization requires the production of increasing quantities of crude oil, even with declining 

production of individual fields, while maintaining acceptable cost levels. Many abandoned 

and/or matured fields have become the subject of novel enhanced oil recovery (EOR) field trials 

in order to meet energy demand. Resources have gone into research and development in a bid to 

better understand ways to manipulate factors at pore scale levels and higher to improve oil 

recovery.  

 

Oil recovery efficiency is a function of many interacting variables/factors at pore levels as well 

as macroscopic scales. Some of these interacting factors include the reservoir rock-wetting state, 

pore geometry, size and distribution, salinity of the connate water and the displacing fluid, 

recovery/displacement mechanisms, rock mineralogy, and other reservoir rock and fluid 

properties. Efficient and cost-effective oil recovery requires an in-depth understanding of the 

nature and, where possible, the optimal manipulation of these interacting variables. The study of 

these variables has been a subject of interest and research in the oil industry for several decades.  

 

Among the many identified factors that affect the pore-scale displacement mechanism, the 

reservoir-wetting state has been shown to be one of the most important. Information about 

wettability is fundamental to understanding multiphase flow problems, ranging from oil 

migration from source rocks through primary production mechanisms to EOR processes. 

Wettability also determines the nature of fluid distribution observed in the reservoir. Based on 

research findings over the last six decades on the nature of wettability, the importance of 

wettability in the oil recovery process has been agreed on by many researchers1,2,3,4,5. 
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1.1 Fundamental Concepts of Wettability 

Wettability is the tendency of the reservoir rock surface to preferentially contact a particular fluid 

in a multiphase or two-phase fluid system. Consequently, a water-wet reservoir rock will 

preferentially contact water; an oil-wet reservoir will preferentially contact oil; and a gas-wet 

reservoir will preferentially contact gas. However, the concept and the possibility of a truly gas-

wet reservoir has been the subject of intense debate among researchers. Experimental reports on 

wettability effects on recovery in gas condensate reservoirs6 suggest that wettability in gas-

liquid-rock systems can be altered from strong preferential liquid-wetness to preferential neutral 

gas-wetness by chemical treatment. However, there is currently no acceptable, unified definition 

of gas wettability and the conditions under which it is achieved. Whether a reservoir rock is 

strongly water-wet or oil-wet depends on the chemical composition of the fluids, resulting in 

molecular attraction between the water molecules and the rock and/or the oil molecules and the 

rock. The degree to which a rock is either water-wet or oil-wet is strongly affected by the 

following:  

(1) Adsorption or desorption of constituents in the oil phase: Usually the presence of large, 

polar compounds such as asphaltenes in the oil phase enables adsorption onto the solid 

surface, leaving an oil film which may alter the reservoir rock surface wettability. Where a 

reservoir neither imbibes the oleic phase nor the water phase, a neutral-wet condition exists.  

(2) Reservoir rock mineralogy: In the presence of “pure” paraffinic hydrocarbons, water 

preferentially wets calcite and silica surfaces. However, variation in the constituents of the 

crude oil component may result in the observation of other wetting states even for these 

surfaces.   

(3) Film deposition and spreading capability of the oleic phase. 

 

1.2 Measurements of Wettability 

Currently, there is no universally accepted method of wettability determination in the petroleum 

industry. A number of wettability determination methods are available and are divided broadly 

into two categories: quantitative and qualitative methods. Quantitative methods include 

(1) contact angles, (2) Amott/Modified Amott (Amott-Harvey), and (3) USBM. Qualitative 

methods include (1) imbibition rates7,8, (2) permeability/saturation relationship, (3) nuclear 
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magnetic resonance, NMR9, (4) dye absorption, (5) relative permeability curves10,11, and 

(6) capillary pressure curves. Of the two methods—qualitative and quantitative—the latter is 

generally used. 

 

1.2.1 Contact Angle Measurement 

The conventional means of measuring the reservoir rock-wetting state is by contact angle (Θ) 

measurement. The measurement is usually carried out on flat, polished mineral crystals. For a 

single-phase fluid in contact with a solid surface, the contact angle is defined by the angle 

between the fluid-solid interface. When two immiscible fluids, such as oil and water, are together 

in contact with a rock face, the contact angle is defined by the angle measured through the water 

(Figure 1.1). If the reservoir-wetting condition is defined in terms of the contact angle, then 

when Θ < 90, the reservoir rock is water-wet; when Θ > 90, it is oil-wet; and when Θ ≅ 90, a 

neutral-wet system exists. This is a loose definition of the reservoir-wetting state, as it may 

further be divided into strongly water-wet, weakly water-wet, strongly oil-wet, and weakly oil-

wet.  

 

 

Figure 1.1: Wettability of Oil/Water/Rock System. 

 

Available methods for contact angle measurements include the tilting plate method, capillary rise 

method, cylinder method, vertical rod method, sessile drops or bubbles, and tensiometric 

method. Application of these methods to the petroleum industry is limited by the requirement 

that the fluid used should be pure. The methods generally used in the petroleum industry are the 

sessile drop method and its modified form12.  

(i) Water-wet Surface (ii) Oil-wet Surface 
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An important phenomenon worthy of note in contact angle measurement is the observed 

hysteresis of the contact angle. It has been found experimentally that a liquid drop can have 

many different stable contact angles12. Because of reproducibility problems, the contact angles 

reported in literature are based either on the water-advancing contact angle or the water-receding 

contact angle. However, in an experiment carried out by Treiber et al.13, only the water-

advancing contact angle was reported to correlate with other wettability indicators. 

One of the more obvious limitations of wettability characterization using contact angle 

measurement is the absence of a standard reference. Consequently, except at the end-value 

wetting states (i.e., strongly water-wet or strongly oil-wet states), the classification of wetting 

state from contact angle measurement is arbitrary and subjective. Another important limitation of 

the contact angle method is that the required length of equilibration time cannot be reproduced in 

the lab. This may lead to problems such as erroneous classification of wetting state and 

sometimes lack of reproducibility. A third and equally important limitation is that contact angle 

measurement does not take into account the rock surface heterogeneity. Contact angle 

measurements are carried out on a “pure” single mineral crystal, which excludes the many other 

different mineral constituents present in the reservoir rock. A fourth limitation is that information 

about the presence or absence of strongly adsorbed organic materials cannot be obtained. This 

information is particularly important in determining the efficiency of the core-cleaning process 

when working with restored state cores. 

 

1.2.2 Amott-Harvey Wettability Test 

The Amott14 wettability test is one of the traditional means of characterizing reservoir wettability 

from displacement studies. It involves a series of forced and spontaneous displacements of oil by 

water and vice versa. The principle behind this method is that the core sample will spontaneously 

imbibe a higher volume of the wetting phase than the non-wetting phase. Consequently, the 

Amott wettability index reflects the ease with which the wetting fluid will displace the non-

wetting fluid (spontaneous imbibition), as shown in Figure 1.2. 
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Determination of the wetting condition using the Amott test consists of the determination of two 

different ratios (1) the displacement-by-water ratio, Iw, which is the ratio of oil volume 

spontaneously displaced by water (Vosp) (Figure 1.2a) to the total volume of oil displaced by 

water, spontaneously and by forced displacement (Vofd), 

=
+
osp

w
osp ofd

V
I

V V
 1.1 

and (2) the displacement-by-oil ratio, Io, which is the ratio of water volume spontaneously 

displaced by oil (Vwsp) (Figure 1.2b) to the total volume of water displaced by oil, spontaneously 

and by forced displacement (Vwfd), 

=
+
wsp

o
wsp wfd

V
I

V V
 1.2 

 

 

Figure 1.2: Apparatus for Spontaneous Displacement of (a) Brine and (b) Oil15 
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For an extremely water-wet system, Iw will be positive (≅ 1) while Io will be zero, which 

indicates that oil is not imbibed spontaneously. Similarly, Iw will be zero for an extremely oil-

wet system, while Io will be positive (≅ 1). For a neutral-wet system, both Io and Iw will be zero. 

A modified Amott test, popularly known as the Amott-Harvey Relative Displacement Index16, 

has gained increasing popularity and is now used instead of the original Amott test. The 

experimental process for both tests is the same except that the modified Amott test has an 

additional step in core preparation prior to running the test. The additional step involves the 

saturation of the core sample with water/brine and flooding with (or centrifuging under) oil to 

reduce the water/brine to some initial water saturation. A further modification of the modified 

Amott test, called the Amott/IFP method, replaces all the centrifuging steps by injection at a 

constant rate17. The expression for the Amott-Harvey Relative Displacement Index is given by  

= − = −
+ +
osp wsp

AMOTT W O
osp ofd wsp wfd

V V
WI I I

V V V V
 1.3 

Since the maximum and minimum values of Io and Iw are 1 and 0, respectively, it follows that the 

Amott-Harvey Relative Displacement Index will take values between +1 and -1. These extremes, 

respectively, represent the strongly/completely water-wet and oil-wet conditions. Cuiec18 

classified the index between +0.3 and 1 (inclusive) as water-wet, -1 and -0.3 (inclusive) as oil-

wet and -0.3 and +0.3 (non-inclusive) as intermediate-wet. This classification of the relative 

displacement index for different wetting states by Cuiec is arbitrary. Robin17 reported the values 

of the Amott-Harvey Relative Displacement Index for two mixed-wet sandstone and carbonate 

samples as equal to -0.57 and -0.81, respectively. 

One of the limitations of the Amott method and its modified form is the insensitivity of the 

calculated index at near-neutral wetting conditions. The key principle to the Amott test is that the 

wetting phase will spontaneously imbibe and displace the non-wetting phase from the core. 

However, it has been discovered19,20,21 that neither phase will spontaneously imbibe nor displace 

the other at contact angles roughly between 60° to 120°12. Another limitation is the dependence 

of the value of the limiting contact angle above which spontaneous imbibition will occur on the 

initial saturation of the core. A third limitation is imposed to a lesser extent by the pore 
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geometry. In vugular limestone with large, irregular vugs, the wetting index has been observed to 

vary markedly for core plugs cut from the same core14. 

 

1.2.3 United State Bureau of Mines (USBM) Wettability Test 

The USBM22 wettability test is derived directly from capillary pressure phenomena. The basis of 

the USBM method is that the hysteresis of the capillary pressure curve depends on the wetting 

state of the core/rock sample. The hysteresis of the capillary pressure curve also indicates the 

amount of work done in displacing a particular fluid phase by another fluid phase. Thus, the 

USBM test compares the work requirement for the displacement of one fluid by another.  

It has been reported23,24 that the area under the capillary pressure curve is proportional to 

required work. The work requirement of the wetting fluid phase in displacing the non-wetting 

fluid is lower than that required by the non-wetting fluid phase in displacing the wetting fluid 

phase. Consequently, for both water-wet and oil-wet systems, the area under the imbibition curve 

is smaller than the area under the drainage curve (Figure 1.3). Where a neutral wetting condition 

subsists, the area under the drainage and the imbibition curves are approximately the same 

(Figure 1.3). This sensitivity of the USBM test near the neutral wetting condition is one of the 

advantages of this wettability measure over the Amott method. For the purpose of this work, 

imbibition is defined as an increase in wetting-phase saturation (i.e., brine displacing oil in a 

water-wet system), while drainage refers to a decrease in wetting-phase saturation, (i.e., oil 

displacing brine in a water-wet system or brine displacing oil in an oil-wet system). 

The USBM wettability index is determined from the areas under the capillary pressure curves for 

the drainage and imbibition processes and is calculated according to Eq. 1.4.  

W
USBM

O

A
WI Log

A
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 1.4 

From Eq. 1.4, Aw is the area under the capillary pressure curve when water/brine is displaced by 

oil, and Ao is the area under the capillary pressure curve when oil is displaced by water/brine. For 

an extremely water-wet system, WIUSBM is very large and positive; for a neutral-wet condition, 
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WIUSBM lies around zero; and for an extremely oil-wet condition, WIUSBM is very large and 

negative. One limitation of the USBM index is that cores can only be classed as either water-wet 

(wettability index is greater than 0), oil-wet (wettability index is less than 0) or neutral-wet 

(wettability index is equal to 0). Another limitation is that the determination of wettability using 

this approach can only on carried out on core plugs because of the need to load the sample in a 

centrifuge. 

 

 

 

Figure 1.3: USBM Wettability Measurement: (A) Untreated Core; (B) Core Treated with 
10% Dri-Film 99; (C) Core Pretreated with Oil for 324 Hours at 140°F; Brine Contains 
1,000 PPM Sodium Tripolyphosphate22 
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On a general note, contact angle measurement, Amott/Amott-Harvey indices and the USBM 

Index are best suited for characterizing wettability where a uniform wetting condition exists. 

However, the use of the Amott wettability test to distinguish the occurrence of speckled 

wettability (a form of non-uniform wetting) from uniform wettability and to characterize mixed-

wet systems has been reported17,25. In both cases, the fact that the displacement-by-water and the 

displacement-by-oil ratios were both positive was taken to indicate that the system is non-

uniformly wetted.  

Table 1.112 shows the relationship amongst the various quantitative measures of wettability that 
have been examined. 
 

Table 1.1: Approximate Relationship between Wettability, Contact Angle, USBM, and 
Amott Wettability Indices12 

 Water-Wet Neutral-Wet Oil-Wet 

Contact angle    

Minimum 0o 60 to 75o 105 to 120o 

Maximum 60 to 75o 105 to 120o 180o 

USBM Wettability Index Index near 1 Index near 0 Index near -1 

Amott Wettability Index    

Displacement-by-Water Ratio Positive Zero Zero 

Displacement-by-Oil Ratio Zero Zero Positive 

Amott-Harvey Wettability Index 0.3≤ IAH ≤1.0 -0.3< IAH <0.3 -1.0≤ IAH ≤-0.3 

 

1.2.4 Combined USBM/Amott Method 

The combined USBM/Amott Method wettability measurement was developed by Sharma and 

Wunderlich26 and entails the calculation of both the USBM and Amott indices. The advantages 

of this approach are (1) the resolution of the USBM method is improved by accounting for the 
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saturation changes that occur at zero capillary pressure, and the Amott index is also calculated; 

and (2) it incorporates the advantage of the Amott method in sometimes determining non-

uniformly wetted systems. 

 

1.3 Recent Advances in Methods of Wettability Index Determination 

Because of the inherent limitations in the currently accepted industry standard for wettability 

characterization, new methods of wettability determination have been developed. Some of the 

recently developed methods include (1) Spontaneous Imbibition Measurement27, (2) Atomic 

Force Microscopy28, (3) Chromatographic Method29, (4) Nuclear Magnetic Resonance (NMR)30, 

and (5) Three Phase Wettability Index31,32. 

Spontaneous Imbibition Measurement: This method proposed by Ma et al.27 addresses specific 

limitations of the Amott/Harvey and the USBM methods with respect to certain observed 

capillary pressure effects, namely (1) the inability of the Amott/Harvey index to discriminate 

between systems that attain residual non-wetting phase saturation without change in sign of the 

imbibition capillary pressure (usually for strongly wetted system; and (2) the inability of the 

USBM method to recognize variation in wetting behavior for contact angles ranging from 0° to 

55°. Within this range, the area under the forced imbibition curve is zero. 

Atomic Force Microscopy28: This method is proposed for the characterization of mixed-wet 

states by direct measurement of the capillary pressure required to rupture brine films on mineral 

surfaces. This is achieved by measuring the force versus distance curve between crude oil and a 

mineral surface in brine using an atomic force microscope.  

Chromatographic Method29: This method is based on the chromatographic separation between 

the tracer thiocyanate (SCN-) and the potential determining sulfate ion, −2
4SO , at the water-wet 

sites on the rock surface. The area between the effluent curves of the tracer and sulfate is directly 

proportional to the water-wet surface area inside the core. Heptane is used as the reference oil to 

symbolize a completely water-wet system. This method is reported to be sensitive to small 

wettability changes, even at close to neutral conditions where the Amott test method is not very 

sensitive. 
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Nuclear Magnetic Resonance (NMR)30: This method is used to determine in situ wettability of 

rocks from NMR logs. It is based on the fact that fluids experience additional relaxation when in 

direct contact with the rock surface. The reduction of oil relaxation time away from its bulk 

value is generally known as a qualitative measure of wettability. Based on this concept, a 

quantitative wettability index, Iw, is developed based on detailed modeling of NMR response and 

is defined by 

SurfaceTotal
oilbywettedSurfacewaterbywettedSurfaceI w

−
=  1.5 

It is reported that this new wettability method has been verified extensively on core data against 

standard wettability tests. 

Three Phase Wettability Index31,32: This index is based on the evaluation of the relative 

permeability and capillary pressure at specific wetting-phase saturation using the developed 

analytical expression given in Eq 1.6. The authors proposed that the index is suitable for 

wettability evaluation for both a gas-liquid-rock system and a liquid-liquid-rock system. The 

equation is expressed as follows: 
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where Wiw is the wettability index at a specific wetting-phase saturation; λ is the pore size 

distribution index; k and φ are the absolute permeability and the porosity of the rock; F is the 

lithology factor; σ is the interfacial tension between the fluids; Pc and *
wS are the capillary 

pressure and the normalized saturation of the wetting phase; krw is the relative permeability of the 

wetting phase. The value of Wiw ranges from -1 to +1. 

 

1.4 Wettability in Reservoirs 

Most early analyses on the effect of wettability on oil recovery were based on two simplistic 

assumptions, which state that (1) most of the reservoirs were strongly water-wet and the 
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reservoir rock surface was completely “coated” with water22,33 and that (2) the wetting state was 

such that a uniform/homogeneous wetting condition existed throughout the reservoir.  

The assumption of a strongly water-wet reservoir was informed by the saturation history of the 

reservoir, wherein the reservoir was completely saturated by water prior to the displacement of 

the initial volume of water occupying the pore volume (PV) due to migration and trapping of oil. 

It was believed that there was no alteration of the wetting condition in the reservoir after the 

migration of oil. This opinion held sway for a long time and guided many research experiments.  

While the fact that the pore volume was initially occupied by water is generally not in doubt, it 

has been shown13,21,34 that the actual wetting state of the reservoir may depart from the strongly 

water-wet state to other wetting states. This final wetting state of the reservoir is dependent on a 

number of factors, including the following:  

(1) the presence or absence in the crude oil of (a) polar compounds, (b) film forming 

components, and (c) high molecular-weight hydrocarbon compounds such as paraffins, 

porphyrins; 

(2) the type and distribution of minerals present;  

(3) the reservoir rock type; and  

(4) the height of the oil-water contact. 

After it became clear that the initial wetting state of the reservoir may possibly depart from the 

strongly water-wet condition, the assumption of uniform wetting condition was unchallenged. 

Consequently, initial studies into the relationship between wettability and oil recovery were 

conducted on samples that were uniformly wetted, that is, strongly water-wet, strongly oil-wet, 

intermediate/neutral wettability, etc. However, problems connected with observed reservoir 

production data sparked research interest into a possible departure of the reservoir-wetting state 

from uniform wettability. Consequently, beginning from the early 1950s, the assumption of 

uniform wettability for most reservoirs was challenged by many early authors who posited35,36 

that the wetting of the reservoir rock surface is indeed heterogeneous. Further research insights, 

into the wetting state of reservoir rocks, did suggest9,37 that heterogeneous wettability may be the 
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normal condition in reservoirs. The discovery of possible non-uniform wetting conditions in the 

reservoir opened up new vistas of understanding and research in reservoir rock wettability and 

led to the definition of other wetting states, besides the gamut covering strongly water-wet to 

strongly oil-wet conditions. These conditions include  

(1) the mixed wetting condition38 (see Figure 1.4), where the reservoir has distinct and 

separate water-wet and oil-wet surfaces that coexist in a porous medium. Typically, the 

oil occupies and forms continuous paths through the larger pores, while the water 

occupies the smaller pores;  

(2) the “dalmatian” wetting condition (see Figure 1.4), where the reservoir has distinct but 

discontinuous water-wet and oil-wet surfaces; and  

(3) the speckled25 or spotted wetting condition, where the reservoir has a continuous water-

wet surface enclosing regions of discontinuous oil-wet surfaces or vice versa.  

 

(i). Mixed Wettability38 

 

(ii). Dalmatian Wetting 

Figure 1.4: Effect of Mineralogy on Wetting Condition 

 

From the foregoing, an underlying feature of heterogeneous wettability is the presence of 

distinguishable zones that respectively exhibit preferentially oil-wet and water-wet 

characteristics. It is worthy of note that in some literature, the term heterogeneous wettability is 

divided broadly into fractional wettability and mixed wettability, while in some others, the term 
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fractional wettability is defined as synonymous to heterogeneous wettability. For this work, the 

former definition is adopted. 

The extent, type, and distribution of wetting heterogeneity are greatly influenced by the chemical 

variation/distribution of the minerals present in the pores of the reservoir rock. Carbonates are 

believed to be more oil-wet than clastics. Clean sandstone or quartz has been known to exhibit 

extremely water-wet conditions, although departure from this general trend has been reported 

due to the presence of certain minerals. A case in point is the quartz reservoir rock of North 

Burbank that was observed to exhibit a strongly oil-wet character because of the coating of 

chamosite [(Fe5
2+ Al)(Si3Al)O10(OH)8] clay, which is reported to cover about 70% of the 

reservoir rock surface39. It is noteworthy that the existence of an extremely water-wet or 

extremely oil-wet reservoir is rare; only for the gas-liquid system is it generally safe to assume 

that gas is always in the non-wetting phase.  

 

1.5 Mechanism of Wettability Variation in Reservoirs  

It is generally accepted that the initial/“first” wetting state of the reservoirs, particularly for 

sandstone reservoirs, is a strongly water-wet state, since all reservoirs are initially occupied by 

water. With the migration of oil into the reservoir, the water is displaced first from the very large 

pores and then from progressively smaller pores until such a point where the capillary forces 

holding the water in the very small pores cannot be overcome by the displacing force of the oil. 

This condition is typically observed at grain contacts and small capillaries. Over a long geologic 

period and equilibration/stabilization time, certain components from the oil, which include 

surface active materials, polar compounds, porphyrins, or high molecular paraffinic hydrocarbon, 

may deposit on or be adsorbed into the rock matrix, altering the wettability of the reservoir. 

Where film deposition accounts for wettability variation, it has been suggested40 that the 

deposited film is identical to the “prune skin” film observed at the oil-brine interface. From the 

foregoing, it is evident that the crude oil composition is important in wettability variation in the 

reservoir, a fact that has been demonstrated by several researchers41,42. In addition to the 

composition of the crude oil, the “ability of the oil to contact the reservoir rock surface” is 

equally as important in the wettability variation process. 
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Hirasaki43 observed that variations in wettability are often related to the presence or absence of 

stable water films between the oil and the reservoir rock surface. He argued that wetting in crude 

oil/brine/rock (COBR) systems would be determined by thickness of the water film. If stable 

thick water films separate the oil from the rock, the system will be water-wet. Conversely, 

unstable films will rupture possibly leaving one to a few molecular layers of water, and the oil 

comes in close contact with the rock surface. Polar oil components can then adsorb or deposit on 

the rock surface. Asphaltenes have specifically been considered responsible for wettability 

alterations because of their polar groups that may interact and bind to the mineral surface. 

This concept of water-film stability may be extended to account for the variation of wettability 

with height above the oil-water contact. The stability of water film depends on the capillary 

pressure and the value of the critical disjoining pressure. The disjoining pressure is the change in 

energy per unit area with change in distance that is observed when two interfaces are brought 

together from a large separation distance to finite thickness43. A positive disjoining pressure 

tends to disjoin or separate two interfaces while a negative disjoining pressure tends to attract 

two interfaces. The relationship between the disjoining pressure and capillary pressure is 

expressed by the augmented Young-Laplace equation thusly:  

2α γ αγ αγσ− = Π + +p p H  1.3 

where 
α γ−p p  = Laplace pressure or capillary pressure, Pc 

Π  = disjoining pressure 
αγH  = mean curvature 
αγσ  = interfacial tension (IFT) 

Where the capillary pressure is above the critical disjoining pressure, thin films of water that wet 

the reservoir rock are ruptured such that the crude oil contacts the reservoir rock and eventually 

wets it. Consequently, it is expected that the reservoir will get progressively more oil-wet as the 

capillary pressure increases and the water saturation decreases. This accounts for the variation in 

wetting condition with increasing height above the oil-water contact. 
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Kaminsky and Radke44 have reported, however, that it is possible for the wettability of the 

reservoir to be altered without rupturing the stable film of water. In their work, it was shown that 

components having only minute solubility in water are capable of diffusing through the water 

films at fast enough rates (laboratory scale) and then adsorbing onto the mineral surface. The fact 

that not all asphaltic oil reservoirs are oil-wet seems to contradict this explanation. In explaining 

this apparent contradiction, they suggested that in such cases, asphaltene adsorption in the 

presence of a finite water film is not necessarily strong enough to alter the wetting state. 

 

1.6 Reservoir Wettability and Oil Recovery Efficiency 

The fact that wettability affects oil recovery efficiency is widely acknowledged. One of the 

seminal works on the importance of wettability on waterflooding performance was by Buckley 

and Leverett1 in 1941. However, the wetting phase that will result in optimal recovery of oil 

appears to be the subject of intense research debate. Reported observed cases of optimal oil 

recovery for water-wet, intermediate-wet/neutral-wet and oil-wet conditions have been 

published2,11,14,22. The reason for this divergence in reports is attributable to a number of 

modifying factors, which include, among other reasons, the following:  

(1) constraint of difficulty in wetting state reproducibility;  

(2) lack of a unified standard procedure for coring, core handing, and core storage;  

(3) different methods adopted for wetting-state characterization and their inherent 

limitations; and 

(4) the fact that a host of other reservoir rock and fluid properties, in addition to the reservoir 

wetting condition, also act to influence oil recovery efficiency. 

 

1.7 Wettability Alteration in Cores 

Departure from strongly water-wet conditions has been reported to result in either a decrease or 

an increase in oil recovery efficiency, reflecting the range of possible wettability changes. The 

difficulty in measuring the in situ reservoir-wetting state necessitates the “surface” determination 

of reservoir wettability through the use of core plugs or whole length cores. However, the 

wetting state of the core samples may be altered from their in situ values during cutting, 
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surfacing, and handling of the core samples. Variation of core wettability from in situ reservoir 

wettability is due to a number of reasons including the following: 

1. Temperature and pressure drop as the core sample is brought to the surface which results 

in the flashing of the connate water present 

2. Drying of the core 

3.  Invasion of drilling mud during coring 

4. Compositional changes resulting in asphaltene deposition or wax precipitation from the 

crude oil because of reduction in temperature and pressure 

5. Oxidation, contamination, and desiccation during handling/storage. The oxidation 

process may sometimes enhance deposition. 

Care must be taken in the handling of the core samples to ensure that the actual wettability is not 

altered. Usually the wetting state of the core plug may be altered in one of the stages beginning 

with coring, core handling, core preservation, and wettability measurement in the laboratory. 

Where the core wetting state has been altered, care should be taken to duplicate/reproduce the 

reservoir wetting conditions as closely as possible. The subject of preservation of core wettability 

and the accurate reproduction of altered core wettability is another area of research debate. 

However, some published reports7,5,42,45,46,47,48 in this regard have suggested ways of preserving 

and restoring in situ core wetting state so as to ensure that reservoir rock wettability is accurately 

measured. In addition, these methods help to ensure that core samples used in the laboratory for 

determination of oil recovery efficiency and related studies are representative. 

 

1.8 Objectives 

The primary aim of this research study is to experimentally ascertain the influence of wettability 

on oil recovery efficiency in representative Alaskan cores. Analysis of the resulting data from the 

experimental work will be used to demonstrate how influencing the wettability through injection 

of fluids with different salinities can be used to improve recovery efficiency in typical EOR 

processes of interest to ANS exploration.  
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Several EOR methods have been evaluated for use in Alaska for improved oil recovery (IOR) 

and these include (1) thermal methods; (2) gasflooding (including water-alternating gas [WAG]); 

(3) chemical methods for medium to light oils; and (4) microbial methods. Currently only the 

second option is applied widely at the ANS field for EOR applications, while active research is 

still ongoing in the applicability of some of the other EOR methods to ANS. Apart from these 

EOR methods, secondary oil recovery methods such as waterflooding (using formation and/or 

treated seawater) and gas injection (for pressure maintenance) are also employed in a bid to 

increase the total volume of oil recovered from ANS. Despite the application of all these EOR 

and secondary oil recovery methods in Alaska, significant oil volumes remain in place in a 

typical reservoir after these methods are applied. Industry production data do suggest, however, 

the possibility of significantly improving EOR operations in ANS fields by developing (1) a 

better understanding of wettability in general and mixed wettability in particular; and 

(2) methods to alter wetting states in Alaskan reservoirs. Consequently, characterizing the 

wetting state of ANS reservoirs, understanding how the injected and resident fluid composition 

influences wettability and oil recovery, and developing methods that fundamentally improve 

wettability to achieve higher recovery efficiencies, are crucial to the EOR mission of the Arctic 

Energy Technology Development Laboratory (AETDL).  

 

In order to realize the EOR mission of AEDTL and improve oil production characteristics in 

ANS fields, the need exists to (1) experimentally ascertain the influence of wettability on 

recovery efficiency in representative Alaskan cores; and (2) demonstrate how influencing the 

reservoir wettability through injection of fluids with different salinities and composition can be 

used to improve recovery efficiency. The effects of salinity on wettability, oil recovery 

efficiencies, and residual oil saturation during waterflooding are of particular interest in Alaska, 

where a unique opportunity exists to develop low-salinity reservoirs (e.g. the Prince Creek 

formation) to provide injection water for new waterfloods in Western Prudhoe Bay, and new 

heavy oilfloods at Milne Point and Kuparuk.  

 

Based on the foregoing, the overall aim of this research study entails the determination of the 

effect of wettability and its variation (because of changes in brine salinity) on oil recovery on 

representative cores from ANS. Based on this development, the experimental studies were 



30 

 

  

conducted on core samples: Berea sandstone samples, Kuparuk River unit cores (KR-L01), cores 

from the archives of the Alaska Department of Natural Resources (DNR), and representative 

core samples from an ANS operator. Consequently, the specific objectives of this research study 

are as follows: 

1. Observe the effect of variation in the salinity of the injected brine on oil recovery and 

residual oil saturation. 

2. Determine the effect of increasing the temperature of the injected brine on oil recovery 

efficiency 

3. Characterize the wettability changes/alteration, if any, induced by (1) and (2) using the 

Amott-Harvey wettability index 

4. Employ cyclic water injection for EOR (within scope expansion of the project) 
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EXECUTIVE SUMMARY 

Multiphase fluid flow distribution and behavior in petroleum reservoirs is influenced by a 
myriad of interacting variables like pore geometry, wettability, rock mineralogy, brine salinity, 
oil composition, brine injection rate, and chemical properties of the brine. Reservoir wettability 
is known to have very significant influence on pore scale displacement and is a strong 
determinant of the final residual oil saturation and hence the oil recovery. Studies have indicated 
the improved oil recovery potential of low-salinity brine injection.  

The experimental work and the results covered in this report can aptly be divided into three 
phases. The first and second phases investigate low-salinity brine injection effect on wettability 
of the rock and final residual saturation. The third phase evaluates the added benefits of cyclic 
water injection to the earlier work.  

As part of the first phase, extensive literature study was performed on wettability 
characterization of reservoir rocks and low-salinity brine injection as a means for improved oil 
recovery. Coreflood studies were carried out on DNR and Berea cores to determine the recovery 
benefits of low-salinity waterflood over high-salinity waterflood and the role of wettability in 
any observed recovery benefit. Two sets of coreflood experiments were conducted; the first set 
examined the EOR potential of low-salinity floods in tertiary oil recovery processes while the 
second set examined the secondary oil recovery potential of low-salinity floods. Changes in 
residual oil saturation with variation in wettability and brine salinity were monitored. All the 
coreflood tests consistently showed an increase in produced oil and water-wetness with decrease 
in brine salinity and increase in brine temperature. 

In the second phase, three sets of coreflood experiments were conducted on representative 
Alaska North Slope (ANS) core samples. All the sets of experiments examined the effect of brine 
salinity variation on wettability and residual oil saturation of representative core samples. The 
core samples used in the first and third set were new (clean) while in the second set core samples 
were oil aged. For first and second sets laboratory reconstituted 22,000 TDS, 11,000 TDS and 
5,500 TDS (total dissolved solids) brines were used while for the third set ANS lake water was 
used. Oil aging of core decreased the water-wetting state of cores slightly. This observation 
could be attributed to adsorption of polar compounds of crude oil. The general trend observed in 
all the coreflood experiment was reduction in Sor (up to 20%) and slight increase in the Amott-
Harvey wettability index with decrease in salinity of the injected brine at reservoir temperature. 
Additional coreflooding tests included water injection (high as well as low salinity in tertiary 
mode) under complete reservoir conditions using live oil. These tests, which were carried out on 
two core samples, also indicated a reduction in residual oil saturation with decrease in water 
salinity. 

Cyclic flooding is performed by injecting the brine at a lesser flow rate with cyclic pulses of 
flow period and idle period. This allows the brine to spread well into the pore capillaries and 
displace the oil effectively. Low-salinity cyclic water injection is an interesting combination that 
offers the effects of both, with notably high oil recovery and less usage of water. In this third 
phase of the project work, water-oil flood experiments were conducted on dry sandstone cores 
from BPXA (some of them used in the second phase) in a core holder apparatus at atmospheric 
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temperature and overburden pressure conditions. After establishing irreducible water saturation, 
cyclic waterfloods were conducted to calculate oil recovery from the volume of produced fluids. 
Pulsed cyclic floods were programmed in the injection pump. Two sets of experiments were 
repeated with cores of different permeability and lab-reconstituted brines of 21,000, 11,000, and 
5,500 TDS salinity and ANS lake water. Results were compared with available data from 
continuous injection performed on the same cores. In the third set, cyclic floods were tested for 
two symmetric on-off time intervals. It is observed that residual oil saturation is achieved as 
early as 3–4 PVs of injected water in cyclic injection as compared to 6–7 PVs in continuous 
injection. Additional oil recovery is observed in cyclic injection’s idle time, when the already 
flooded water spreads smoothly within the pores to displace oil out of the core. Consistent 
increase in oil recovery and reduction in residual oil saturation (up to 40%) was observed as 
brine salinity was lowered. Within cyclic injection, lesser pulse intervals yielded better results. 

In terms of “academic products” or “academic accomplishments,” the project has produced 
two Master of Science theses, with another in progress; a journal publication in Transport in 
Porous Media; and three conference publications. The work presented by one of the graduate 
students that worked on the project won a second place award at the 2006 Society of Petroleum 
Engineers (SPE) Western Regional Meeting student paper contest, competing against some of 
the top petroleum engineering schools in the nation. In terms of benefits to the industry, the 
results from this work are of practical significance to ANS producers and offer significant 
evidence for executing low-salinity water injection projects on the ANS. 
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CHAPTER 2: Literature Review – Wettability and Oil Recovery 

Waterflooding is a secondary oil recovery process in which water is injected into a reservoir to 

recover additional quantities of oil that have been left behind after primary recovery. 

Waterflooding is by far the most widely applied method for improved oil recovery and accounts 

for more than one-half of U.S. domestic oil production. Similar proportions hold worldwide.  

When waterflooding is carried out in a strongly water-wet system, water is imbibed into smaller 

pores because of favorable capillary forces and oil displaced into the larger pores. The 

displacement process is such that the water phase maintains a fairly uniform front, and only the 

oleic phase moves ahead of the front. Because of the preferential wetting of the rock surface by 

water, the oil is displaced in front of the water, which advances along the walls of the pores. At 

some point, the neck connecting the oil in the pore with the remaining oil will become unstable 

and snap off, leaving spherical oil globule trapped in the center of the pore49 (Figure 2.1). After 

water passes and traps the oil, almost all the remaining oil is immobile. The disconnected 

residual oil exists as (1) small, spherical globules in the center of the larger pores; and (2) larger 

patches of oil extending over many pores that are surrounded by water. 

In strongly oil-wet systems, the location of the two fluids is reversed from the water-wet case. 

Waterflooding in strongly oil-wet system is generally less efficient than in a strongly water-wet 

case. After the start of waterflooding, the water will form continuous channels or fingers through 

the centers of the larger pores, pushing oil in front of it (Figure 2.2). Oil is then left in the 

smaller pores and crevices. Typically, in strongly oil-wet reservoirs, the oil remaining is found 

(1) as continuous film over pore surfaces, (2) in pore throats, and (3) big pockets of oil trapped 

and surrounded by water (due to formation of continuous fingers and channels of the displacing 

water in the center of the pore. These fingers may eventually merge trapping the oil in between 

them). 

 



34 

 

  

 

Figure 2.1: Waterflood Oil Displacement in a Strongly Water-Wet Rock. 49 

 

 

Figure 2.2: Waterflood Oil Displacement in a Strongly Oil-Wet Rock. 49 
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2.1 Wettability and Relative Permeability 

It has long been known that wettability is a primary determinant of waterflood recovery 

efficiency1,2,11,14,22. Additionally, waterflood recovery is controlled by the oil-water relative 

permeability, which is an implicit function of wettability. In practice, the most generally 

accepted method of taking wettability effects into account in waterflooding is through making 

relative permeability measurements on reservoir core samples using reservoir fluids at reservoir 

temperature and pressure50  

 

2.1.1 Wettability and Relative Permeability in Uniformly Wetted Media 

The uniformly wetted medium represents a system where the wettability of the entire surface is 

uniform; that is, it is either oil-wet, water-wet, or intermediate-wet. Depending on the way the 

relative permeability curve is normalized, the shape of the relative permeability curve may differ 

for similar fluid combinations under the same condition as wettability changes. Normalization of 

the relative permeability curve is achieved either by using the absolute permeability of the rock 

to brine/air or the effective permeability of the rock to oil at interstitial water saturation (IWS). In 

this work, the terms interstitial water saturation, connate water saturation and irreducible water 

saturation are assumed to mean the same thing and are thus used interchangeably. It has been 

reported that the effective permeability to oil at IWS decreases as the core becomes more oil 

wet11. It has also been shown that as the core becomes more oil-wet, relative permeability curves 

normalized with the absolute permeability result in the decline in relative (effective) oil 

permeability at initial water saturation51. Where the relative permeability curve is normalized 

with the effective oil permeability, the wettability effect observed in the former case (absolute 

permeability normalization) is factored out such that the curves start at the same point 

irrespective of wettability changes52.  

Figure 2.3A and Figure 2.3B illustrate the dependence of the oil-water relative permeability on 

wettability. They show the imbibition relative permeability (on a semilog scale) for oil and water 

in a fired Torpedo sandstone core11.  
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Figure 2.3A11: Relative Permeabilities for Two Wetting Conditions. 

 

In the experiment, uniform rock surface was created through firing the core. Oil wettability was 

induced by the use of an oil-soluble surfactant in the oil. Contact angle measurement was used to 

characterize the wetting state of the core. Base permeabilities for both figures were determined 

as the effective permeabilities of the rock to the oil at connate water saturation. From Figure 

2.3A, the relative permeability to oil is higher in the slightly water-wet case ( o47Θ = ) than in 

the strongly oil-wet case ( o180Θ = ). This observed hysteresis of the relative permeability curves 

agrees with the understanding of saturation distribution obtainable for the different wetting 

states. Because of the fact that oil is strongly held in the pore throats (for Θ = 180o) by strong 

capillary forces, it is easier to displace water than the oleic phase in this case. The converse 

situation is also observed for a strongly water-wet system.  

The trend in relative permeability relationship to wettability observed in Figure 2.3A is also 

illustrated in Figure 2.3B. It is observed that for all values of water saturation above the connate 
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water saturation, the relative permeability to water decreases with increasing water-wetness. 

When the water saturation is 60%, the relative permeability of the rock to water is 4% while that 

to oil is 11% for the strongly water-wet case (contact angle equal to 0o). For the strongly oil-wet 

case, with contact angle equal to 180o, the relative permeability to water at the same saturation 

increases a factor of 10 to a value of 40% while that to oil decreases to a value almost equal to 

zero. The implication is that at higher values of contact angle (where the reservoir rock becomes 

progressively more oil-wet), the transmissibility of the reservoir rock to water is higher than to 

oil and as such the recovery of oil should be less efficient in a strongly oil-wet case than in a 

water-wet case. 

 

 

Figure 2.3B11: Relative Permeabilities for a Range of Wetting Conditions. 

 

Morrow et al.4 studied the effect of wettability variation on steady-state relative permeability 

with water and mineral oil. Their studies were conducted under water-wet, neutral-wet, and oil-

wet conditions. Wettability changes were achieved by the use of varying concentrations of 
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octanoic acid in the oil. They observed that the water relative permeability increased as the 

system became more oil-wet, while the oil relative permeability decreased. They also observed 

that the crossover point occurred at lower water saturations as oil-wetness of the system 

increased. 

Mungan53 measured the unsteady state relative permeability in Teflon cores and reported that the 

relative permeability ratio (displacing to the displaced phase) is nearly vertical and extends over 

a short saturation interval when the wetting fluid displaces the non-wetting fluid. He further 

observed that the converse situation is obtained when the non-wetting fluid displaces the wetting 

phase. In this case, the relative permeability ratio is comparatively higher at a given ratio and 

extends over a greater saturation range.  

The reported dependence of the relative permeability curve on wettability changes/variation has 

been validated by many researchers53,54,55. However, McCaffery et al.55 reported that relative 

permeability is not affected by wettability changes at strongly wetted conditions and that large 

changes occurred only when the system’s wettability is near neutral. Similar observations were 

reported by Morrow et al.56,57 on changes in capillary pressure curves with variation in 

wettability. However, the reported observation by Owen and Archer11 disagreed with this finding 

as they only observed changes in relative permeability curves for the wettability range between 

the contact angles of 0° and 47°. 

Trend observations of the relative permeability behavior (Figure 2.3) suggest the possibility of 

developing some generic correlation relating relative permeability to wettability for uniform 

wetness and for homogeneous wettability. Development of this correlation will aid in inferring 

wettability from relative permeability curves. However, no functional correlation has been 

developed even though guidelines for evaluating wetting conditions have been proposed. 

Before concluding this section, it is pertinent to present Craig’s Rule of Thumb48 for determining 

wettability from relative permeability curves for strongly wetted systems. The rule of thumb is 

presented in Table 2.1. Note, however, that other factors such as pore geometry, initial water 

saturation, pore size distribution, and pore connectivity also influence the shape of the relative 

permeability curve. Morgan and Gordon58 demonstrated this fact when they measured relative 

permeabilities in cleaned water-wet cores and reported pronounced differences between the cores 
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that have large, well-connected pores and ones that have smaller, less-well-interconnected pores. 

Caudle et al.59 reported that relative permeability curves measured on water-wet sandstone were 

dependent on initial water saturation. Changes in the initial water saturation will result in a 

change in shape and location of the curves. Consequently interpretation of rock wettability using 

Craig’s Rule of Thumb 48 should be supplemented where possible with other measures of 

wettability less susceptible to “noise” (i.e., other factors which also influence the shape of the 

relative permeability curve as already described above). 

 

Table 2.1: Craig’s Rules of Thumb for Determining Wettability from Relative Permeability 
Curves48 

 Water-Wet Oil-Wet 

Interstitial water saturation Usually greater than 20% 

to 25% PV. 

Generally less than 15% 

PV. Frequently less than 

10% 

Saturation at which water and oil 

relative permeabilities are equal 

Greater than 50% water 

saturation 

Less than 50% water 

saturation 

Relative permeability to water at 

the maximum water saturation 

(i.e., floodout); Based on the 

effective oil permeability at 

interstitial water saturation 

Generally less than 30% Greater than 50% and 

approaching 100% 

 

2.1.2 Wettability and Relative Permeability in a Non-uniformly Wetted Media. 

For a mixed-wet case, water and oil may be spontaneously imbibed respectively at high oil and 

water saturations. The peculiar characteristic of a mixed-wet reservoir is that parts of the rock 

surfaces (usually the large pore spaces) are preferentially oil-wet with the oil film being 

continuous, while the remaining parts (fine pores and grain contacts, pore throats) are 

preferentially water-wet. For mixed-wet systems, the relative permeability to oil is reasonably 
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high even at low oil saturations. Figure 2.460 shows the relative permeability data for Berea core 

material before and after treatment with Dri-film. 

 

 

Figure 2.4: Relative Permeability Curves for Berea Sandstone before and after Dri-Film 
Treatment. 60 

 

Dri-Film is a silicon polymer used to decrease water wettability of the rocks as well as attain the 

desired mixed-wet behavior. It is suspected that the use of silicon polymers to alter wettability 

will result in non-uniform wetting because of preferentially biased adsorption/deposition of the 

chemical on the mineral rock.  

Both sets of curves in Figure 2.4 were obtained with the unsteady-state method for relative 

permeability determination. From the figure, it is seen that at fixed-water saturation, oil 

permeability increased more than water relative permeability as water wetness decreased 

(because of treatment with Dri-Film, which made the core water-wet). This is contrary to what is 

obtained in systems of uniform wetness, where the relative permeability to oil decreases when 

there is an increase in oil wetness. 
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Wang et al.61 examined the effect of wettability alteration on water-oil relative permeability 

using two Berea and Loudon cores. The Loudon cores were initially mixed-wet and were made 

water-wet by Dean Stark’s extraction, while the mixed wetting state was achieved in the water-

wet Berea core by aging in Loudon crude. Measurement of the steady-state relative permeability 

was done using the principle described by Braun and Blackwell62. They compared the imbibition 

relative permeabilities of the Berea before and after aging, and discovered significant differences 

at high-water saturations >50%. They reported that the aged Berea had a residual oil saturation of 

17% while the natural Berea showed a value as high as 47%. The endpoint water relative 

permeability was 35% in the aged Berea and 3.4% in the natural Berea. For water saturation 

lower than 50%, the relative permeability characteristics were similar. Similar observations were 

made with the Loudon cores where the endpoint water relative permeability reduced from 20% 

for the mixed-wet state to 7.8% for the water-wet case. Similar reduction in endpoint oil relative 

permeability from 82% to 63% was observed.  

Richardson et al.63 studied the behavior of the relative permeability ratio on native-state and 

cleaned East Texas Woodbine cores by measuring the unsteady-state oil-water relative 

permeabilities on the cores. They observed that as the core was rendered more water-wet through 

cleaning, the behavior differed from that observed in uniformly and fractionally wetted systems. 

For uniformly and fractionally wetted systems, the relative permeability ratio (wetting phase 

displacing non-wetting phase) at a given water saturation was lowest for a strongly water-wet 

system, and the more oil-wet curves were located to the left of the strongly water-wet curve. That 

is, there was a higher relative permeability ratio at similar water saturation. However, they 

observed that the water-wet curve was positioned to the left of the native-state curve. Flooding of 

the native-state core resulted in very low ROS, ranging from 2% PV to 12% PV, while that of the 

extracted (water-wet) core resulted in average residual oil saturation (ROS) of 30% PV. This 

observation was attributed to the mixed-wet condition of the native-state cores. 

Other researchers64,65 have measured the relative permeability ratio (kw/ko) in fractionally wetted 

systems, using either treated/untreated sandpacks or glass/Teflon beads to simulate fractional 

wetting condition. The general observation is that the changes in the relative permeability ratio 

as the oil-wet fraction is increased from 0 to 1 (or decreased from 1 to 0) is similar to the 
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trend/changes observed when the wettability of a uniformly wetted core is changed from water-

wet to oil-wet (or from oil-wet to water-wet).  

 

2.2 Wettability and Fractional Flow of Water during Waterflooding 

As has already been noted, oil typically occupies the larger pore spaces in water-wet reservoirs, 

while the water is held/trapped in the much smaller pores and/or pore throats. The pressure 

gradient required to displace water from the reservoir is thus higher than that of the oleic phase 

because of high capillary forces. Consequently, increase in water-wetness is reflected in an 

increase in oil effective permeability and a decrease in water effective permeability. From the 

foregoing, if other rock and fluid parameters/properties are kept constant, oil recovered at any 

given time interval will be higher in a water-wet reservoir than an oil-wet reservoir.  

A pragmatic approach to the assessment of waterflood displacement efficiency is through the 

analysis of the fractional flow curve. While the highly idealized nature of the fractional flow 

equation is recognized, it does provide, within the limits of its inherent assumptions, an insight 

into saturation distributions in waterflood displacement studies as well as the observed effects of 

the wetting state on the shape and position of the curve. The expression for fractional flow curve, 

fw, is given by Eq. 2.1. 
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where 

fw = fractional flow of water, 

kro, krw = oil and water relative permeability respectively (or effective permeability, in md),  

μo, μw = oil and water viscosities, respectively, cp 

Sw = water saturation of interest. 

In its most simplistic form, the fractional flow equation is an indication of the amount of water 

that is produced along with the oil at any point in time. Eq. 2.1 shows that this depends on 
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viscosity and relative permeability relationship. Since relative permeability is an implicit 

function of wettability and an explicit function of saturation, it follows that the breakthrough 

water-saturation value depends also on the wetting state of the reservoir. Consequently, at 

constant values of the oil-water viscosity ratio, the fractional flow value depends implicitly on 

the observed wetting state in the reservoir. Figure 2.560 shows this relationship between the 

fractional flow curve and wettability. The wetting state was determined using the contact angle 

measurement, and the oil-water viscosity ratio was kept constant at a value of 25. 

The fractional flow curve for the oil-wet case is much steeper and has a longer tail compared to 

the water-wet case. Consequently, the flood front/breakthrough saturation and the average 

saturation behind the front at breakthrough is much higher for the slightly water-wet system 

( o47Θ = ) than the strongly oil-wet system ( o180Θ = ). The implication is that more oil will be 

produced at breakthrough in a slightly water-wet system compared to a strongly oil-wet system. 

Another important deduction that may be made from Figure 2.560 is that, though the ultimate 

recovery of both wetting systems will ultimately be the same, recovery for the strongly oil-

wetted case after breakthrough will be at the expense of large volumes of produced water 

because of the long tail. Ultimately, the unfavorable economics will prevent the attainment of the 

ultimate recovery. 
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Figure 2.5: Fractional Flow Curves for Waterfloods of Water- and Oil-Wet Rocks at an 
Oil/Water Viscosity Ratio of 25.60 

 

If we define the average water saturation behind the breakthrough front as wBTS and the connate 

water saturation as Siw, then the displaced hydrocarbon saturation at breakthrough is defined 

by wiwBT SS − . Consequently, the cumulative oil displaced (or produced due to linear 

displacement by water) is 

( )wiwBTpp SSVN −=  2.2 

where Vp defines the reservoir pore volume. It is noteworthy that in deriving Eq. 2.2, a 

fundamental assumption is that at the start of waterflooding program, water is at the 

connate/immobile saturation. From Figure 2.5, wBTS  is ≅ 0.55 for the slightly water-wet and 
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wBTS  is ≅ 0.39 for the strongly oil-wet case. The connate water saturation is assumed constant at 

0.2. Thus the cumulative oil Np displaced at water breakthrough for both cases is respectively 

given by: 

PVN o
p 35.0)47( ==Θ [i.e., 35% of the reservoir pore volume] 

PVN o
p 19.0)180( ==Θ [i.e., 19% of the reservoir pore volume] 

Thus for the system represented by Figure 2.5, at breakthrough of the water, the slightly water-

wet case will produce/displace about twice the volume of oil that would otherwise be produced if 

the system is strongly oil-wet. Figure 2.660 further illustrates this observation. In Figure 2.6 a 

comparison is made, for the same system, of oil produced (y-axis) as a function of waterflood 

pore volumes injected (x-axis).  

 

 

Figure 2.6: Effect of Wettability on Oil Displacement by Water Injection.60 

 

Figure 2.6 shows a consistently observed trend in waterflood displacement and perhaps reflects 

what may be defined as a waterflood oil-recovery norm. The following important points are 
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worthy of note: (1) there is no further (significant) oil recovery after breakthrough, for the 

slightly water-wet (to strongly water-wet) system; (2) water breakthrough occurred at less than 1 

PV of injected water. Typical field observations range from 1 to 1.5 PVs; and (3) for volumes 

above 1 PV of injected water, the strongly oil-wet system is a weak function of injected PVs.  

 

2.3 Wettability Effects on Oil Recovery Efficiency 

2.3.1 Uniformly Wetted Media 

A number of laboratory studies and research have been performed in a bid to understand the 

effect of uniform wettability on oil recovery and recovery efficiencies. One of the early works on 

the effect of oil-wet and water-wet systems on oil recovery in waterflood displacement studies 

was by Donaldson and Thomas51. They utilized micromodels (double-layered sand between two 

flat microscopic specimen slides) to observe the effect of uniform wettability on oil recovery. 

Results from the micromodel studies were validated by sandstone coreflood studies. Wetting 

state for the micromodels were determined from visual observation while that of the sandstone 

cores were characterized using the USBM index. Wettability alteration of the core samples was 

achieved by treating with GE Dri-Film No. 144. Brine used was reconstituted brine (0.10 NaCl). 

The coreflood test was conducted at constant differential pressure of 50 psi. From their 

experiment, they reported that more oil is recovered from a water-wet system than from either 

the intermediate-wet or the oil-wet system. Low oil recoveries in oil-wet systems were attributed 

to the very fast formation of brine fingers resulting in simultaneous brine breakthrough with the 

first oil produced. However, production of oil still continued for a long time even after this 

breakthrough. After production of oil ceased, large oil pockets (extending from 20 to 30 grain 

diameters of space) were still trapped in the system and extended from the inlet to the outlet. For 

the water-wet case, similar trapped oil pockets were observed. However, the oil pockets extended 

for only short distances (usually 3 to 4 grain diameters of space), and further migration of these 

trapped oil pockets was reported possible at very high injection rates.  

Contrary to the Donaldson and Thomas report51 on the relatively poor displacement efficiency 

and oil recovery under intermediate wetting conditions compared to strongly water-wet case, 

other researchers66,67,68,69 had indicated that recovery from the strongly water-wet or oil-wet 

cores is actually lower than recovery from cores that are at some intermediate wettability. Some 
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plausible explanations for this apparent discrepancy in observed experimental outcome may lie 

in (1) the varying definition of intermediate wettability as well as the method of wettability 

characterization; (2) The influence of waterflood injection rate on recovery (some research 

studies neglect this effect). The lack of standardized definition for this wetting state is such that 

different authors have different, subjective, definitions. Some of the observed wetting states that 

have been classified under intermediate wettability by different authors include (1) neutral 

wetting state; (2) weakly water-wet to weakly oil-wet state; and (3) mixed wetting state (a 

combination of strong water-wet and strong oil-wet regions). The wetting characteristics of each 

of these wetting states have been shown to have varying effects on oil recovery and displacement 

efficiencies. 

Jadhunandan and Morrow69 investigated the relationship between wettability and oil recovery by 

waterflooding and the dominant variables that control wettability in COBR systems using Berea 

sandstone. Wettability alteration of the core from water-wet to oil-wet was achieved by aging for 

10 days at temperatures between 26°C and 80°C inclusive. Blends of Soltrol 130 and paraffin oil 

were prepared to give refined oils with the desired viscosities and were subsequently referred to 

as Moutray and ST-86 crude oil. Water injection was carried out at room temperature, and rates 

ranged from 2 to 100 ft/day (to determine the effect of flood rate on oil recovery) with most 

between 3.5 to 7 ft/day (to characterize wettability effects on oil recovery). The wetting index 

was determined using the modified Amott method. A spontaneous imbibition time of 3 weeks 

was adopted after observing the trend of imbibition-versus-time curves. A pressure drop of ≤ 35 

psi was used in the study because of core damage at pressure gradients above 50 psi. Results of 

their work reported that aging temperature, initial water saturation, brine composition, and crude 

oil were all factors in determining the wettability of COBR systems. The authors further reported 

that in determining the effect of wettability on oil recovery, data that showed obvious end effects 

and viscous fingering were discarded.  

Figure 2.769 and Figure 2.869 show the observed effect of wettability on oil recovery at 

breakthrough, 1 PV, 3 PVs, 5 PVs, and 20 PVs of injected brine. From Figure 2.769, the 

maximum recovery of oil is attained at wettability close to the water-wet side of neutral (Iw-o ≈ 

0.2). A similar trend is observed in Figure 2.869, which shows the corresponding result for 
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residual oil saturation. In both cases the maximum oil recovery and minimum oil saturation 

values were reported to become “better defined” with continued flooding. The curves show that 

(1) a strongly water-wet system (Iw-o ≈ 1.0) is independent of the number of PVs of water 

injected;  

(2) oil-wet systems (Iw-o ≈ -0.5) are weakly dependent on injected PVs with the weak 

dependence getting stronger as the wetting states tend toward some intermediate state; and  

(3) if we define the value of the modified Amott-Harvey index as being equal to zero (Iw-o ≈ 

0) at neutral wetting state then the optimum oil recovery/waterflood residual oil saturation is 

obtained at this wetting state. 

 

 

Figure 2.7: Oil Recovery vs. Amott-Harvey Index at Different Injected PVs.69 
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Figure 2.8: Residual Oil Saturation vs. Amott-Harvey Index at Different PVs.69 

 

However, care must be taken in interpreting the observed optimal recovery at the neutral-wet 

condition given by the Amott-Harvey index since it has been shown19,20,21 that this index is 

relatively insensitive to neutral wettability at contact angles between 60o and 120o. 

Tweheyo et al.70 examined production characteristics in water-wet, neutral-wet, and mixed-wet 

cores using two different North Sea sandstones and three different fluid systems composed of 

NaCl-brine and pure n-decane, or n-decane with additives. Wettability modification was 

achieved by addition of small amounts of organic acid or organic base to the oil. They reported 

that the water-wet cores had the highest recoveries at water breakthrough and the non-water-wet 

systems had tail production of oil. The highest ultimate oil recoveries were obtained for the 

neutral-wet systems and the lowest recoveries were given by the oil-wet systems. The core-

wetting states were characterized using the combined Amott/USBM method.  

Many other authors71,72,73,74,75 have also compared waterflood oil recoveries in water-wet and oil-

wet cores and reported greater recoveries in water-wet cores for uniformly wetted media.  
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Contrary to the wetting condition observed in sandstone reservoirs, 90% of carbonate reservoirs 

are characterized as neutral to preferentially oil-wet. For carbonate oil reservoirs, the water-

wetting nature increases with temperature. It is believed that the acid number, AN, may be a 

crucial factor in dictating the reservoir wetting state since it has been observed that water 

wetness decreases as AN increases. The AN is defined as the milligrams of KOH required in 

tests to neutralize all the acidic constituents present in a 1 gram sample of petroleum product. 

Acid number is an indirect function of reservoir temperature, since decarboxylation occurs as 

temperature increases. Consequently, the AN in the crude oil decreases as temperature increases. 

Zhang and Austad76 experimentally decoupled the effects of temperature and AN as wetting 

parameters of chalk formations and determined that the wettability of a carbonate reservoir is 

mainly dictated by the AN of the crude oil and not the reservoir temperature.  

Tang and Firoozabadi77 studied the effect of wettability and initial water saturation on water 

injection performance on a Kansas chalk outcrop sample. Since Kansas chalk is strongly water-

wet, wettability alteration from this condition was achieved by use of stearic acid. The Amott 

index to water (Iw) and rate of spontaneous imbibition were used to characterize wettability. 

Water injection was carried out at different rates and pressure gradients. They reported that 

initial water saturation has a very pronounced effect on waterflood oil recoveries in intermediate-

wet chalk and much less pronounced effect in strongly water-wet chalk; for a strongly water-wet 

condition, oil recovery decreased mildly with increase in initial water saturation, while for 

weakly water-wet and intermediate-wet conditions, oil recovery increased significantly with an 

increase in initial saturation. They further reported that oil recovery efficiency is susceptible to 

viscous forces when the chalk is intermediate and/or weakly water-wet. There was no effect on 

endpoint recovery when the chalk was strongly water-wet. When the viscous force was high (Δp 

= 13.5 psi/cm), the intermediate-wet state (Iw = 0.09) gave the best waterflood performance and 

the strongly water-wet state the worst performance. However, at low viscous force, (Δp = 0.96 

psi/cm) the strongly water-wet gave the best performance.  

Høgnesen et al.78 examined the improvement of oil recovery efficiency in oil-wet carbonates by 

spontaneous water imbibition through wettability modification to water-wetting condition. 

Spontaneous imbibition tests were performed on chalk outcrops and reservoir limestone samples 

at different temperature ranges (70°C–130°C) using modified seawater with various 
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concentrations of sulfate. They reported favorable results at elevated temperatures, more so with 

increase in the sulfate concentration in the seawater. At lower temperatures, increased 

spontaneous imbibition was achieved by the addition of cationic surfactant to the imbibing fluid. 

Limitations to the use of sulfate as a potential determining ion include (1) the problem of souring 

and scale formation and (2) initial brine salinity and temperature.  

The work by Zhang and Austad79 further validated the reported observations by Høgnesen et al78. 

They correlated the waterflood oil recovery in chalk formation in terms of a “new” wettability 

index (based on the chromatographic method defined by Strand29) and the brine composition 

(similar to the work done by Høgnesen et al.). They noted that spontaneous imbibition will only 

occur in chalk formation if the water-wet fraction of the chalk surface is > 0.6.  

Al-Hadhrami and Blunt80 examined the effect of hot-water injection on oil recovery from 

naturally fractured oil-wet carbonate reservoirs. They reported that conventional recovery from 

an Omani field having extensive fractures was only 2% after 20 years. Water injection in such 

fields will be inefficient because of significant bypass issues. However, use of hot water/steam 

resulted in a thermally induced wettability reversal/shift to a water-wet state, which allows 

imbibition of the hot water into the rock matrix leading to improved oil recovery.  

Graue and Bognø81 examined the oil recovery mechanism in fractured chalks at different 

wettability conditions by iterative comparison between experimental work (coreflood studies) 

and numerical simulation. For all the chalk blocks used, the authors reported two vertical and 

three horizontal fractures. The first and second vertical fractures were at 4 cm and 13 cm, 

respectively, from the inlet end, and the horizontal fractures were at the center line of the block 

and at the inlet and outlet ends to provide hydraulic contact from inlet to outlet. Wettability was 

characterized using the Amott-Harvey Index, and wettability measurements were reported to 

have been verified for stability and reproducibility. They observed that, though water movement 

was significantly affected by the presence of fractures for strongly water-wet conditions and less 

so for less water-wet conditions in “closed” fractures, fracturing of the chalk did not significantly 

improve oil recovery for both strongly water-wet chalk and moderately water-wet chalk. It is 

pertinent to note that the chalk permeability increased by a factor of 50 after fracturing.  
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2.3.2 Non-Uniformly-Wetted Systems 

The understanding that heterogeneous wettability may be the normal wetting state of a reservoir 

is supported by the observation that many reservoirs have heterogeneous wettability. Whether it 

is possible to have reservoirs that can be characterized strictly as uniformly wetted is in question, 

as some form of variation in wetting state over the entire area of the reservoir is expected. In this 

work, a uniformly wetted surface refers to that surface which is preferentially wetted by either 

water or oil over the entire area. Using this baseline definition, we define the non-uniformly-

wetted system as one that has distinct and identifiable wetted areas, within the same system, that 

clearly can be characterized as either oil-wet or water-wet regions.  

Two types of non-uniformly-wetted systems are of interest in the petroleum industry: (1) the 

mixed-wet system and (2) the fractionally-wet system. The mixed-wet system is one that has 

continuous oil-wet paths in the larger pores and water-wet paths in the smaller pores/pore 

throats. It is important to state at this point that this definition has been extended to include the 

observed presence of intermediate-wet sites within the rock also. In fractionally wet systems, the 

individual water-wet and oil-wet surfaces have sizes on the order of a single pore, and specific 

locations of the oil-wet or water-wet surfaces are not necessarily defined. Figures 2.9 and 2.10 

are schematic models of mixed-wet and fractionally-wet systems as proposed by Dixit et al.82. 

 

 

Figure 2.9: Schematic Representation of a Mixed-Wet System.82 
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Figure 2.10: Schematic Representation of a Fractionally-Wet System.82 

 

2.3.2.1 Mixed-Wet Systems 

It has been shown that waterflood residual oil saturation in mixed wettability reservoirs is often a 

strong function of pore volumes injected38, 83. The effect of the number of pore volumes injected 

has been shown for different oil fields with mixed-wet reservoirs, for example, the East Texas 

Woodbine reservoir38 and the Endicott Field Alaska83. Further decrease in the waterflood 

residual oil saturation is possible in a mixed-wet reservoir where there is surface film drainage. 

Surface film drainage does not act in all mixed-wet reservoirs, but has been shown to be 

particularly active in mixed-wet reservoirs having high vertical permeability. Lower residual oil 

saturation has been reported38 for mixed-wet reservoirs undergoing surface film drainage 

compared to reservoirs without this drainage mechanism.  

The Endicott Field in Alaska is an example of a mixed-wet reservoir with surface drainage 

effects83. In a preserved reservoir-condition coreflood experiment, it was observed that the 

waterflood residual oil saturation, Sorw, was 40% after 1 PV injection, 22% after 500 PVs, and 

12% at infinite PVs. Centrifuge flooding was used to observe the effect of surface film drainage 

on residual oil saturation and thus isolate oil recovery efficiency due to the waterflood. Higher 

oil recoveries for the mixed-wet condition over the water-wet condition were reported. Oil 
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recovery from the mixed-wet core was a strong function of the number of pore volumes, while 

for the water-wet core, oil saturation declined until water breakthrough (≈ 1 PV injection) after 

which no significant increase in oil recovery was observed.  

Similar studies38 on Boise East Texas reservoir core samples revealed that oil saturation 

continued to decline as long as water was injected in the mixed-wet cores, while oil saturation 

quickly reached a constant value (after breakthrough) in the water-wet core irrespective of PVs 

injected (Figure 2.11). Oil viscosity also influenced the endpoint waterflood oil saturation with 

the low viscosity oils giving much lower Sorw. It was also shown that the mineral content of the 

reservoir rock has limited effect on Sorw for the same wetting condition (Figure 2.12). 

Figure 2.1138: Comparison of Waterflood Behavior for Mixed-wet and Water-wet Cores 
from East Texas Field.  
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Figure 2.1238: Comparison of Waterfloods under Different Wetting Conditions in Several 
Porous Rocks. 

Morrow et al.25 altered the wettability of a strongly water-wet core to some heterogeneous -wet 

state through aging in brine and Moutray crude oil and observing oil recoveries for both wetting 

states. Analogous displacements were also run in glass micromodels to make direct observations 

of the effect of wetting state and wetting alteration on displacement efficiency and the recovery 

mechanism. They observed that even though breakthrough characteristics were the same for all 

cases (as oil recovery was complete within 1.5 PVs of injected water), a much lower Sorw was 

observed in the aged cores compared to the strongly water-wet core. They further reported that 

even though variation in oil viscosity affected the Sorw for the strongly water-wet condition 

(lower oil viscosity resulted in lower Sorw), the microscopic displacement efficiency was 

relatively constant, because it was observed that reducing the oil viscosity resulted in a 

corresponding reduction in the initial oil saturation. The microscopic displacement efficiency is 

defined as the ratio of the change in oil saturation ΔSo to the value of the initial oil saturation Soi, 

that is, ( )[ ]oiorwoi SSS − . It is worthy of mention that the authors’ opinion of the actual nature of 



56 

 

  

the altered wetting state was largely speculative, so for the purpose of their work, they defined it 

as speckled-wetting. 

Wang 61 studied the effect of changes in wettability from water-wet to mixed-wet states (and vice 

versa) on flowable versus bypassed crude oil saturations using Berea and Loudon cores. He 

observed that strongly water-wet core ceased to produce oil at first breakthrough, while a mixed 

wettability core continuously produced oil for many pore volumes resulting in very low residual-

oil saturation (this observation is consistent with the characteristic behavior of mixed-wettability 

reservoirs as reported by Salathiel38 and Wood et. al.83). He further reported higher flowable oil 

saturation in two-phase flow for the mixed-wet cores compared to the water-wet cores. This 

observed phenomenon is explained by the fact that in a mixed-wet core, the oil-wet surface 

forms a continuous film throughout the pores, while the smaller pores are occupied by water. 

Thus, the fraction of oil isolated by water films during the two-phase flow was smaller in a 

mixed-wet core than in a water-wet core. They also observed that the flowable water saturation is 

not a function of the core wettability. The bypassed water saturations were small in all cases 

irrespective of the wettability change from water-wet to mixed-wet and vice versa.  

Huang et al. 84 also compared the waterflood oil recoveries between the mixed-wet and the 

water-wet systems with similar conclusions as described above38,61,83. Their research focused on 

sedimentary clastic rock reservoirs at the laminaset scale. They described the observed mixed-

wetting characteristic of the reservoir as Het-Wet State, an acronym for a heterogeneous-wet 

system.  

 

2.3.2.2 Fractionally-Wetted Systems 

Behavior of systems that are fractionally-wetted is similar to that described for uniformly-wetted 

systems. Increase in residual oil saturation was observed as the fraction of oil-wetted surface 

increased37,64,65,85. Reported waterflood performance lies between the performance curves for 

100% water-wet and 100% oil-wet sand packs5.  
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2.4 Effect of Brine Salinity and Valency on Wettability and Oil Recovery 

It has been shown that brine mediates adsorption from crude oil onto a mineral surface86. Further 

research87,88 also revealed that brine properties such as pH, ionic species and salinity affect crude 

oil/brine/rock interaction and hence wettability. Consequently, the properties of the connate brine 

and injection water brine should affect the rock- characteristics as well as oil recovery efficiency.  

Tang and Morrow89 investigated the effect of brine composition on microscopic displacement 

efficiency of oil by waterflooding and spontaneous imbibition. Their investigation, conducted at 

reservoir temperature, utilized synthetic reservoir brine as the connate water. Berea sandstone 

plugs were used, and the brines used were prepared from chloride salts of different cation 

valency, that is, NaCl, CaCl2, and AlCl3. They reported that waterflood recovery increased and 

imbibition rate decreased with increase in cation valency for 1% solutions of NaCl, CaCl2, and 

AlCl3. They further reported that, with the exception of AlCl3, oil recovery generally increased 

(8% to 13% of the OOIP) with decrease in salinity. This anomalous observation with the 

trivalent salt was ascribed to the effect of pH. Furthermore, decrease in salinity of the injected 

brine resulted in wettability transition toward water-wetness. They also observed incremental oil 

recovered when the injection brine was switched at high water cut from high-salinity brine to 

dilute brine. However, injection of dilute brine at the outset results in both increased 

breakthrough and final oil recovered.  

Tang and Morrow90 investigated the effect of temperature on oil recovery and wettability. They 

also evaluated the effect of changing the salinity of the invading and connate brine on oil 

recovery and compared the recovery with that obtained when the reservoir brine was used as the 

invading brine. Their study was based on displacement tests in Berea sandstones with three crude 

oils and three reservoir brines. They reported that oil recovery increased over that for the 

reservoir brine with dilution of both initial (connate) and invading brine or dilution of either. The 

mechanism of the recovery was not explained. For the three crude oils used, oil recovery and 

water wetness increased with increase in displacement temperatures.  

Sharma91 and Filoco and Sharma92 examined the waterflood recovery for Berea sandstones from 

imbibition of brines of different salinities. They observed that decrease in imbibition brine 

salinity resulted in increased oil recovery only if the invading brine and the connate brine have 
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similar salinity. They reported that no increased oil recovery was observed with decrease in 

salinity when the connate brine salinity was kept constant. However, decrease in connate brine 

salinity results in increased recovery irrespective of the invading brine salinity. These 

observations are contrary to those reported by Tang and Morrow90. The reasons for this 

discrepancy are unclear yet. Sharma speculated that the increased oil recovery observed at low 

connate water salinity may be due to wettability change to a mixed-wet state.  

Based on the observed impact of the benefits of low salinity in EOR, several field trials have 

been carried out93,94. Four sets of single well chemical tracer tests (SWCTT) performed in Alaska 

showed similar outcome as laboratory experiments93. The SWCTT results showed substantial 

reduction in waterflood residual oil saturation by low-salinity water injection. The reported low 

salinity EOR benefits ranged from 6% to 12% OOIP resulting in an increase in waterflood 

recovery of 8% to 19%. Similar conclusions were also reached in the Middle East94 where a Log-

inject-Log test was conducted to evaluate the low-salinity benefits. The result showed a 

reduction in waterflood residual oil saturation of 25% to 50%. The authors reported that these 

successful field trials have led to serious evaluation of full-scale implementation of low-salinity 

waterfloods.  

In a related study, Webb et al. 95 carried out coreflood studies to evaluate the secondary and 

tertiary oil recovery potential of low-salinity brine injection under reservoir conditions. All the 

core samples used for the test were restored-state cores. The core samples were first cleaned and 

aged in live crude oil to restore wettability, prior to performing waterfloods. The initial water 

saturations of the cores were acquired in such a way that they matched the height above the oil-

water contact of the samples in the reservoirs. The corefloods were performed both in secondary 

mode (low-salinity brine injected from initial water saturation) and tertiary mode (low-salinity 

brine injected after high-salinity waterflood). The tertiary mode was designed to simulate typical 

(field) application to a mature waterflood. They evaluated the waterflood recovery benefits by 

(1) observing the produced oil volume as a function of produced water and (2) micro-

visualization of the residual oil saturation at the end of the corefloods. They reported that for all 

the corefloods, they consistently observed improved production of oil with reduction in brine 

salinity. However, they reported no recovery benefit in injecting seawater even where the salinity 

of the seawater is less than the formation brine salinity. The reason for this observation was not 
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explained. Figure 2.1395 shows the observed recovery profile when the low- and high-salinity 

brine corefloods were both started at the same initial condition (core at initial water saturation). 

From the plot, it is seen that no water was produced with the oil until the breakthrough of water 

occurred. Water breakthrough is seen to occur at less than 1 PV of injected brine. After the 

breakthrough of water, little or no production of oil is observed. Figure 2.1495 is a pictographic 

representation of the reported micro-visualizations of residual oil saturation (ROS) after high-

salinity and low-salinity waterfloods of identical pieces of a North Sea Reservoir rock, which 

had the same initial water saturation and the same throughput of water flooded through them. 

The figure shows that the low-salinity waterflood results in a much lower ROS compared to the 

much higher salinity waterflood (50,000 ppm against 1,000 ppm). In the figure, the blue color 

represents oil, while the orange color represents water. 
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Figure 2.1395: Comparison of Reservoir Condition Secondary Waterflood Characteristics 
(Low-Salinity vs. High-Salinity Brine Floods). 
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Figure 2.1495: Micro-Visualization of ROS Post High- and Low-Salinity Waterflood. 
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CHAPTER 3: Experimental Setup 

As was stated earlier, the primary objective of this work is to evaluate, on the core scale the 

effect on oil recovery of changes in brine salinity, temperature and core wettability. Lab scale 

evaluation of these variables and their effect on oil recovery is possible only by conducting 

coreflood experiments. Consequently, a reservoir-condition coreflood rig was fabricated 

indigenously. Discussion of the main design philosophies involved in the choice of tubing sizes, 

lengths of flowlines, pressure ratings of the equipment, etc., is presented in this chapter. Also 

presented in this chapter are (1) some of the individual operating constraints in using some of the 

equipment that made up the coreflood rig; (2) some of the observed equipment parameter 

conflicts which arose because of interfacing various equipment from different manufacturers and 

how these conflicts were resolved; and (3) the principle of operation of all the equipment used in 

fabricating the coreflood rig. The design of the (reservoir condition) coreflood rig is such that it 

is easily adapted for fast-track coreflooding using dead oil at ambient pressure and ambient 

temperature or above.  

 

3.1 Overview of Equipment Setup 

Figure 3.1 is a schematic of the coreflood rig set up for the fast track and live corefloods, which 

also shows the principal equipment of the set-up. Fluid displacement within the system is 

achieved by operating the ISCO pump at constant rate and constant-pressure conditions. 

Separation between the pump fluid (de-ionized water) and the coreflood fluids (brine and oil) is 

achieved by using floating piston accumulators. Inlet and outlet valves (2-way ball valves) 

leading respectively into and away from the accumulators help isolate the brine and oil 

accumulators during the operation of the coreflood rig. When injecting the brine, the oil 

accumulator valves are closed and when injecting oil, the brine accumulator valves are closed. A 

3-way check valve after the accumulator valves provides means for fluid bypass when required. 

This bypass is planned for periodic recalibration of the PFS and bleedoff of line pressure where 

needed.  
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Figure 3.1: Schematic Representation of the Coreflooding Setup. 

 

Fluid leaving the accumulators flows to the injection face of the core plugs in the core holder. 

The core holder has inlet and outlet isolation valves for pressure isolation within the lines when it 

is necessary to change the core plugs. Radial pressure in the core holder is maintained through 

the use of a hand pump rated at a maximum working pressure (MAWP) of 10,000 psi. The radial 

pressure simulates the reservoir overburden pressure. A differential pressure transducer is 

connected to the inlet and outlet ends of the core holder to measure the pressure drop across the 

core during waterflooding or during fluids injection.  

Produced fluid leaving the core holder flows into the Produced Fluid Separator (PFS) where the 

produced oil is separated from the brine and the volume of recovered oil is measured and 

recorded. For reservoir condition corefloods, backpressure equal to the reservoir pressure is 
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maintained within the system through a backpressure regulator connected to the outlet line of the 

PFS. Backpressure is maintained by compressed nitrogen. Use of the backpressure regulator also 

ensures that the solution gas remains in solution. Reservoir temperature is achieved by the use of 

thermal blankets capable of supplying heat within an inclusive temperature range of 75°F and 

425°F. 

 

3.2 Fluid Circulation and Pressure Maintenance Pump 

The Teledyne ISCO D-Series pump (model 100DM) was utilized for the circulation of fluid 

through the experimental system and for constant pressure maintenance through the entire 

system. The 100DM model is a positive displacement pump that is capable of pressures up to a 

maximum of 10,000 psi and flow rates range from 0.01μl/min up to 20ml/min. The pump is 

capable of displacing fluid volumes up to 500 ml. De-ionized (DI) water is used as the displacing 

fluid within the pump, thus preventing buildup of scale on the cylinder walls as well as the 

development of rust. 

The pump has four basic modes of operation: constant pressure, constant flow, refill, and 

programmed gradient modes. These modes may be classified broadly into two groups: (1) three 

delivery modes and (2) one refill mode. The constant-pressure mode maintains fluid delivery at a 

constant pressure by varying the flow rate. Consequently, the desired pressure is achieved by 

either positive or negative displacement of the piston. For the constant flow mode, the converse 

to the constant-pressure mode holds. In this case, the pump delivers the displacing fluid at a 

constant flow rate during the pumping operation while the delivery pressure is varied, thus 

ensuring that a constant delivery rate is maintained. The refill mode allows for the (automatic) 

refilling of the pump cylinder with the displacing fluid. This is achieved in either of two ways: 

(1) manually setting the refill rate at any point desired during the pumping operation or (2) 

setting the pump to refill automatically when a certain volume has been reached. For this work, it 

was expedient to use option (1) because of the nature of the experiment. In the programmed 

gradient mode, the pump is capable of providing three types of gradients: (1) two-pump 

concentration gradients, (2) single-pump linear pressure gradients, and (3) single-pump flow 

programs. Only the three delivery modes were used in carrying out the experiment.  



64 

 

  

ISCO pump 100DM also has the added functionality of remote manipulation of the pump 

through the RS232 interface. A single RS232 interface can control up to four pumps. Apart from 

remote control of the pump from a computer interface, the pump can also be queried for data 

through the RS232 interface. This functionality can only be used either by writing specialized 

programs using the Labview Programming Language Toolkit or the already packaged Teledyne 

DASNET Application. This establishes a two-way information exchange, between the computer 

and the pump, for data collection. 
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Figure 3.2: Photographic Representation of the Teledyne ISCO D-Series Pump (Model 
100DM). 

 

3.3 Floating Piston Fluid Accumulator 

An accumulator is a transfer vessel used for displacing fluids through corefloods and similar 

displacement tests. Accumulators serve a number of purposes, which include: (1) Isolating 

corrosive fluids from pumping systems; (2) Dampening pulsations from pumps (3) Recombining 
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fluids and gases; and (4) Displacement of fluids or gases. Depending on the specific 

function/application desired, the design and type of accumulator utilized will differ.  

For this work, two (Model CFR-100-50) floating piston accumulators, manufactured by 

TEMCO, were utilized. The restrictions imposed by using the model CFR-100-50 accumulators 

are (1) they are rated at an operating pressure of 10,000 psi each; (2) each of the accumulators 

have a capacity of 500ml each; and (3) they can only be subjected to temperatures up to 350oF 

(176.67oC). 

The model CFR-100-50 accumulators have the following features:  

(1) end caps: These are made of bronze, which helps prevent galling while screwing on the 

end caps to the accumulators, by acting as lubricants. One limitation of the bronze end 

caps is that they do not provide a metal-to-metal seal and are thus not capable of 

preventing fluid loss under high pressure. This limitation is compensated for by the 

presence of viton seals on the end plugs. 

(2) stainless steel cylindrical cell: This is essentially a hollow cylindrical piece of metal 

with external threads at both ends onto which the end caps are screwed. When the piston 

is installed, the cylindrical cell serves as a liquid/fluid container. Both ends of the 

cylinder have internal shoulders which serve as “seats” for the end plugs when the end 

caps are fully screwed in.  

(3) end plugs: There are two end plugs that fit though the holes in the end caps and are held 

in place by the snap rings. One end of the plug extends beyond the surface of the end cap 

and is threaded internally with 1/8 in. snap-tite thread taps. The other end fits into the 

cylindrical cell and “bottoms-out” on the internal shoulder of the cell. The end that fits 

into the cell is grooved to allow the installation of one viton seal in each of the plugs. 

These seals ensure that the fluid in the vessel does not bleed out through the thread 

connection between the end caps and the cylindrical cell when the system is subjected to 

high pressures;  
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(4) snap rings: There are two snap rings installed in the grooves located at the top of each of 

the end plugs. These have two basic functions: to hold the end plug in place in the end 

cap, and to aid in the removal of the end plugs; 

(5) Teflon piston: The piston separates the displacing fluid from the displacement fluid. The 

piston is also grooved which allows the installation of viton seals which aid in pressure 

isolation. The viton seals maintain the separation integrity even under high pressure up to 

10,000psi for the CFR-100-50 model. The piston also displaces the cell fluid from the 

cell to the coreflood rig. The piston is made of Teflon material allowing easier movement 

of the piston inside the cylinder.  

 

Figure 3.396: Cross-Sectional View of the Fluid Accumulator. 
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Figure 3.4: Photographic Representation of the Temco Model CFR-100-50 Fluid 
Accumulators. 

 

3.4 Core Holder 

The core holder houses the core plug and is used for a number of coreflood studies depending on 

the design and type. It consists essentially of a hollow cylindrical cell with inlet and outlet ports 

(for the overburden pressure fluids) drilled in the housing. Both ports are located respectively at 

opposite ends of the cylindrical housing and are vertically opposite. While injecting the fluid for 

maintaining the overburden pressure, the cylindrical cell is positioned such that the (fluid-entry) 

inlet port is positioned vertically downwards, while the outlet port is positioned vertically 

upwards and is left open to vent air. The outlet port is plugged after filling, and the pressure of 

the hand pump is increased until the desired value of the overburden pressure is reached. The 

outlet port may be opened slightly after the target overburden pressure is reached to release any 

trapped air bubbles, after which it is closed and the pump pressure increased again to the target 

overburden pressure. Typically, hydraulic oil is the preferred fluid for maintaining the 
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overburden pressure because of its anti-corrosive properties. The cylindrical cell houses a rubber 

sleeve which serves the triple purpose of (1) holding the core plug in place, (2) transmitting the 

overburden pressure to the core plug, and (3) separating the annulus fluid from the displacement 

fluid (oil and/or brine). Each end of the cylindrical cell housing is threaded internally, and the 

ferrule assembly is made up to the internal threads. The ferrule assembly comprises the end cap 

and a ferrule. The ferrule, held onto the end cap by a set of (three) Allen screws, has a seal and 

seal spacer which keep the overburden fluid isolated during the experiment when the overburden 

pressure is applied. The final piece of the core holder is the distribution plug/retainer pair, which 

ensures that the injected fluid from the lines is distributed uniformly on the injection and exit 

faces of the core plug. Uniform distribution of the fluid on the face of the core plug is achieved 

by means of the engraved network of circular and radial grooves on the face of the distribution 

plug. The distribution plugs are held in place by the retainer, which also ensures that the faces of 

the distribution plugs rest firmly on the ends of the core plug thus minimizing the occurrence of 

the capillary end effects.  

The core holder used for this experiment is the TEMCO RCHR-series Hassler-type core holder 

(Figure 3.5). Hassler core holders allow the application of overburden pressure only in the radial 

direction. The core sample is held within the sleeve, and the radial confining pressure simulates 

the overburden pressure. Two sizes of core plugs may be used with the TEMCO RCHR-series 

core holder: 1 in. diameter and 1½ in. diameter cores. The maximum useable core length is 6 in. 

The equipment is rated at a maximum working pressure of 7,500 psi and temperature of 350°F. 

Changing of the core plug is done by releasing the confining pressure, unscrewing the retainer, 

removing the distribution plug, and taking out the core plug.  
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Figure 3.5: Photographic Representation of the Temco RCHR-Series Core Holder. 

 

 

Figure 3.6: Schematic Representation of the RCHR-Series Hassler-Type Core Holder. 
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3.5 Overburden Pressure Pump 

The radial load necessary for simulating the reservoir overburden pressure was applied using the 

PH-Series (Model PH1) hand pump. The pump is rated to a maximum working pressure of 

10,000 psi and has a capacity of 70 in.3 (1147 cm3) The hand pump is operated by filling the 

fluid reservoir/chamber with required overburden fluid (typically hydraulic oil) and engaging the 

non-return valve (NRV), by clockwise rotation of the valve screw, to ensure unidirectional flow 

of fluid from the pump to core holder annulus. This allows the buildup of the required 

overburden pressure within the core holder as desired. Actual fluid delivery into the annulus of 

the core holder is achieved through the up-and-down stroking movement of the 18 in. lever arm. 

The lever arm, which is attached to a ½ in. diameter piston, creates suction with its upward 

stroke sucking the fluid into a containment chamber behind the NRV. The downward stroke of 

the piston forcefully opens the NRV, and fluid is delivered to the system. Each stroke of the 

piston delivers a fluid volume equal to 0.29 in3 (4.75 cm3). The overburden fluid is delivered to 

the core holder through the pump 3/8 in. diameter outlet port. A 3/8 in. x 1/8 in. reducing union 

was utilized to allow connection between the outlet port of the hand pump to the 1/8 in. diameter 

overburden fluid inlet port of the core holder.  

The pump outlet is connected to the core holder inlet port. The outlet port of the core holder is 

placed vertically upwards allowing the escape of air during the filling process. When the annulus 

of the core holder is completely filled, the outlet port is sealed, allowing a buildup of pressure 

within the system to the predetermined value. Pressure bleedoff/reduction from the core holder 

annulus is achieved by releasing the manually operated pressure release valve. This action 

disengages the NRV and allows fluid flow back into the pump fluid reservoir. 
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Figure 3.7: Photographic Representation of the PH-Series (Model PH1) Hand Pump. 

 

3.6 Differential Pressure Transducer 

Pressure drop across the core plugs was measured using the Model DP-360 differential pressure 

transducer manufactured by Validyne Engineering. The DP-360 model is designed to measure 

small differential pressures at extremely high static line pressures or extremely high gage or 

differential pressure. Because of the anticipated high pressure drop in the lines when the 

experiment is carried out under live condition, care was taken to select a transducer that can 

measure differential pressures up to 1250 psid. The downside to selecting a transducer that is 

sensitive to high differential pressure is that sensitivity is compromised when the pressure drop is 

low. However, this disadvantage is mitigated by the available option of changing the diaphragm 

inside the transducer to one that is more sensitive at lower pressures. The observed pressure drop 

for this work was lower than anticipated. Consequently, another pressure transducer, the DP-15 

pressure transducer, was used in addition to the DP-360 transducer. The diaphragm used with the 
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DP-15 transducer had a maximum pressure differential rating of 125 psi, and this ensured higher 

sensitivity at very low pressure drops.  

The differential pressure transducer consists essentially of the transducer body, the (pressure) 

diaphragm, “electrical” connection at the top, a set of bleed screws, and the positive and negative 

ports (Figure 3.8). The body of the transducer, made from stainless steel material, consists of 

two halves held together by a set of four Allen screws. The diaphragm is held firmly between 

both halves of the transducer body. The desired transducer sensitivity for the measured 

differential pressure is achieved by exchanging the diaphragm for another with the correct 

“dash” number depending on the expected maximum differential pressure. In changing the 

diaphragm, care must be taken to ensure that the right torque is applied to all four Allen screws, 

or measurement using the transducer will be inaccurate. There is a direct proportional 

relationship between the thickness of the diaphragm and the expected maximum differential 

pressure. Depending on the application, the diaphragm may be stainless steel, nickel-plated, or 

gold-plated. The diaphragms are designed with a safety factor of 1.25 above the maximum 

expected differential pressure load. This ensures that the diaphragm does not deform 

permanently, should a differential pressure slightly above the stated maximum be applied 

erroneously. However, care should be taken not to exceed the maximum allowable working 

pressure differential value to avoid permanent deformation of the transducer. 

Each half of the transducer body is internally threaded for 1/8 in. NPT fittings, which allows 

connection with the coreflood rig flowlines through a 1.8 in. tubing x 1/8 in. NPT fitting. One 

fitting is made up to the positive port on the first half and the other fitting to the negative port on 

the second half. The upstream pressure line is connected to the positive port while the 

downstream pressure line is connected to the negative port of the transducer. Connecting the 

ports to the right pressure lines is essential to the transducer performing as expected. Fluids 

entering these ports are channeled to the corresponding inlet/outlet “face” of the diaphragm. Both 

faces of the diaphragm are grooved to accommodate two o-rings. Again, depending on the nature 

of application and choice of the user, the o-rings may be made of any of the following: (1) 

BUNA-N, (2) Ethylene Propylene, (3) Viton A, (4) Silicone, or (5) Teflon. The o-rings serve two 

primary functions; (1) isolate and confine fluids (upstream and downstream) to their respective 

sides of the diaphragm and (2) prevent fluid leakage from the diaphragm.  
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Figure 3.8: Photographic Representation of the Model DP-360 Differential Pressure 
Transducer.  

 

The diaphragm undergoes some form of “elastic deformation” proportional to the value of the 

net pressure (upstream pressure less downstream pressure) acting on the diaphragm. This 

proportional deformation of the diaphragm triggers a corresponding voltage change, which is 

transmitted through the electrical connection at the top. The electrical connection consists of six 

pins labeled A–F, out of which pins A, B and D are the active/“live” pins. The output voltage can 

be preset to a maximum/minimum voltage corresponding to any of ±2 vdc, ±5 vdc, or ±10 vdc. 

The output voltage is transmitted through an electrical connection (WK-5-32S) to either a digital 

indicator or a demodulator. For this experimental setup, the output voltage was sent to a sine-

wave carrier demodulator (Figure 3.9).  

The sine wave demodulator has a zero and span dial, a power on/off switch and two voltage 

outlets. The zero dial is used to calibrate the zero pressure/voltage setting and the span dial sets 

the desired maximum output voltage/pressure. Both dials have major divisions that number from 
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1 to 10 and minor divisions that number from 1 to 99. Simultaneous adjustments of both dials 

during calibration ensure that the correct output voltage/pressure are achieved.  

 

Figure 3.9: Photographic Representation of the Model CD-15 Carrier Demodulator.  

 

The sine-wave carrier demodulator is interfaced to a computer via a terminal block and cable 

(Figure 3.9) to enable continuous data collection. To complete the interface, the MFC214 card 

which is installed in the computer is used as the voltage input A/D card. The MFC214 card 

accepts DC voltage inputs from any source, not just the Validyne transducer. Data on the output 

pressure differential can be collected in its “raw” voltage form or scaled to record actual pressure 

data via the SC5 strip chart (Figure 3.10). Before this can be done, the InstaCal software must be 

calibrated such that communication between the computer and the MFC214 A/D card is 

established. 
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Figure 3.10: Photographic Representation of the SC5 Strip Chart with History.  

 

The Y Maximum and Y Minimum options set the maximum and minimum scale for the y-axis. 

The Major and Minor Tics option determines the major and minor intervals on the y-axis. The 

“Do Not Record” drop down box has options for logging data to the SCData text file. Data 

logging is activated when both the “Do Not Record” and “Chart Off” options are simultaneously 

changed to “Record” and “Chart On” options. The “Scale Factor” option changes the recorded 

output value from output voltage to output pressure by appropriate scaling. The A/D Range is 

maximum voltage output from the pressure transducer. The SC5 strip chart logs data at a 

frequency of 10 Hertz. However, it was observed while logging data during the experiment that 

the CPU could not log data at this frequency. The lag was removed by normalizing the logged 

data with the actual logging time obtained by using a stopwatch. For example if the total data 

logging time determined by using the stop watch is 90 minutes and the actual time logged by the 

computer is 60 minutes, then there is a lag by a factor of 0.666667. The timing of all logged data 

is then multiplied by this lag factor. 
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3.7 Produced Fluid Separator 

The produced fluid separator (PFS) was not used in this experiment because of some technical 

difficulties encountered during the calibration of the equipment that resulted in its being sent 

back to the manufacturer for further diagnostic work. The separator, manufactured by Coretest 

Systems Inc., is normally used to measure the accumulation of produced oil in a brine-

displacing-oil test (waterflood). The PFS is basically a hollow cylindrical piece of steel that 

houses a PVC glass tube holder. Two glass tubes are installed in the glass tube holder: one 

primary separation tube and a measurement tube. The measurement glass tube is differentiated 

from the separation tube by the stainless steel coiled spring wrapped around the measurement 

tube. The spring is gold plated at the top. Gold is used because of its higher electrical 

conductivity compared to steel. The separator has one oil/gas inlet/outlet tubing at the top and 

two ports (one an outlet port and the other an inlet) at the bottom for the conductive fluid. The 

fluid inlet steel tubing is connected to the port leading to the measurement glass tube (and should 

extend inside the tube at least ¾ of an inch) while the fluid outlet tubing is connected to the port 

leading to the separation glass tube. To allow the fluid interface level to be equal in both of the 

tubes, both separation tubes are in contact at the top and bottom of the vessel in some form of u-

tube formation (Figure 3.11).  

The PFS works on the principle of capacitance change based on the change in the level of the oil-

brine interface or the gas-brine interface. Data are collected from the PFS through a special 

interface board that monitors the change in capacitance. The interface board is connected to the 

computer, and data are logged using the supplied software. To ensure accuracy in measurement, 

the TDS in the conductive fluid (brine) should be ≥ 1,000 PPM. The change in capacitance 

changes primarily with the volume of the conductive fluid in the tube in a linear manner. The 

PFS is capable of measuring the capacitance change up to 500 pico-farads.  

Calibration of the separator involves plugging the bottom ports and applying vacuum to the 

separator through the top port. While under vacuum, both glass tubes and their annuli are 

allowed to self-fill from the top of the separator with the appropriate oleic phase (in our case 

crude oil or decane). Alternatively, oil can be pumped from the bottom of the separator and air 

displaced from the top. The glass tubes have a total volume of 200 cc, but are also available in 
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other volume sizes. After filling under vacuum, the separator is pressured to the desired pressure, 

the slope is set to 1.0 in the configuration window (Figure 3.12), and the pump volume is set to 

zero. Note that at this point, the separator software will display the signal value, in counts, and 

not the actual volume. If the experiment is at ambient condition, the separator need not be 

pressured. Brine injection into the separator is started at a rate no faster than 5 cc/min. The 

volume and graphic displays are then monitored for any sudden changes in the volume reading. 

Typically, it may take from 5 to 30 cc of brine injected before the separator electronics first 

detect a volume change. 
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Figure 3.11: Schematic Representation of the Produced Fluid Separator. 

 

When the change is detected, the brine injection rate is reduced to a rate ≤ 1 cc/min and data 

logging is then initiated. The injection rate should not be changed while data logging is on. After 

enough volume of brine has been injected, a plot of the logged data (Vrel in counts) and the 
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injected brine volume (in cm3) is made in Microsoft Excel and the slope noted. The slope option 

in the configuration window (Figure 3.12) is then changed from 1.0 to the calculated slope. The 

accuracy of the calibration is validated by injecting more brine, followed by displacing some of 

the brine by oil such that the movement of the oil-brine interface in both the upwards and 

downwards direction is monitored and the volume of the injected and displaced brine logged. 

Ideally, the injected and displaced brine volume should correspond to the logged Vrel value. It is 

reported by the manufacturers that the accuracy of the calibration coefficient of counts to volume 

has a correlation factor of better than 99.9%. However, the accuracy of this correlation factor 

was discovered to be << 99.9%, and a reasonable match between the injected brine volume and 

the value of the logged volume based on the change in capacitance was not achieved.  

During the troubleshooting process, it was suspected that the chemical composition of the 

refinery blend crude oil used in the calibration process might be interfering with the calibration 

process. Use of kerosene was suggested in lieu of the crude oil. However, other reported similar 

complaints by other PFS users resulted in the redesign of the separator interface box by the 

manufacturer, Coretest Systems Inc. Another problem encountered in using the separator is the 

breaking of the glass tubes while installing them in their housing. Subsequent diagnosis showed 

that some of the glass tubes were actually longer than the tube housing, resulting in glass 

breakage when the glass tube bottom plate is torqued in place. Currently, the PFS and its 

accessories have been sent back to CoreTest for complete diagnosis of the problems. 

 

 

Figure 3.12: Photographic Representation of the PFS Configuration Window. 
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3.8 Backpressure Regulator 

A backpressure regulator is used to maintain a certain desired level of constant pressure in the 

system. The regulator is manufactured by Temco Inc., and there are many different models 

available depending on the proposed application with respect to the experimental condition. The 

regulator is made of two composite parts held together by a set of high-strength cap screws. 

Between the two parts sits a diaphragm that is made from either Teflon elastomer or Buta-N 

rubber depending on the type of application. For this work, the BP-series backpressure regulator 

was utilized and has a maximum working pressure of 10,000 psi and temperature of 350°F. The 

diaphragm type within the transducer is Teflon elastomer.  

The transducer works on the principle of balanced pressure. Gas is charged into the dome side of 

the transducer and pressure allowed to build up to a maximum of 500 psi after which flow is 

established downstream of the transducer to build up the downstream pressure to approximately 

500 psi. The gas pressure is then increased by the same maximum pressure, and this pressure is 

equalized by establishing flow downstream of the separator. The stage-wise pressurization is 

very important to prevent damage to the diaphragm. The design of the diaphragm is such that the 

area exposed to the flowing pressure is smaller than the area exposed to the dome-side gas. 

Consequently, the flowing pressure will always be higher than the dome side pressure. It is 

pertinent to emphasize that only gas may be used to maintain the dome side pressure; use of 

liquids is not advisable. For this work, nitrogen gas was used to maintain the backpressure. For 

this experiment, the backpressure regulator is located downstream to the coreholder. This ensures 

that the design pressure is maintained within the system. The application of the pressure 

regulator for this experiment is to maintain/simulate the actual reservoir pressure with a view to 

keeping the gas in solution when live crude oil is used. In addition, it is used to keep the 

superheated steam in its liquid state during hot waterflooding, by maintaining a backpressure that 

is greater than the saturated liquid pressure of the superheated steam.  
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Figure 3.13: Photographic Representation of the Backpressure Regulator. 

 

3.9 Digital Scale 

The Sartorius digital scale was used in this work for gravimetric analyses. The scale is interfaced 

with the computer via the RS-232 port. Data logging is made possible by the use of the 

proprietary software SartoConnect. The use of the SartoConnect has one major drawback: The 

software takes complete control of the computer when it is running, such that multitasking on the 

computer is impossible; that is, while mass data are being logged, one cannot observe the data 

logging of other equipment that is interfaced with the computer. Consequently, the SartoConnect 

software was not used and the “AND” WinCT was utilized to log data from the Sartorius scale. 

Another observed constraint is the 0.1 g sensitivity of the scale. Where very sensitive 

measurements are required, such as when the DNR cores (1 in. dia. x 1.5 in. long) were used in 

the experiment, accuracy may be compromised by use of the scale. To overcome this constraint, 

the “AND” scale (model GF-4000) which is accurate up to 0.01 g was utilized. 

 

Diaphragm 

Fluid Inlet Line

Dome Gas Inlet Line

Fluid Outlet Line 
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3.10 Laminated Silicone Rubber Heater Blankets 

Heating of the fluids, crude oil, and brine is achieved by the use of rectangular/square heater 

blankets. The heater blankets consist essentially of heating coils sandwiched between two outer 

rubber layers. There are several available options, such as adhesive vs. no-adhesive and fixed 

temperature vs. adjustable thermostat. For this work, the “no-adhesive” and adjustable thermostat 

options were chosen. The adjustable thermostat has a dial setting with numbers ranging from 1 to 

10. The dial setting of “1” corresponds to the minimum temperature of 75°F and the dial setting 

of 10 corresponds to the maximum temperature of 425°F. Table 3.1 shows the available dial 

settings and the corresponding temperature value. Though it is reported that the blankets have a 

thermostat tolerance of ± 5°F much larger fluctuations up to ± 10°F have been observed while 

running the experiment. To prevent heat loss to the atmosphere from the heater blankets, the 

blankets are covered with materials having low heat conductivity. The experimental design 

allows for the use of four heater blankets for the following equipment: (1) oil accumulator, 

(2) brine accumulator, (3) core holder, and (4) PFS. The heater blankets are held in place on the 

equipment by adjustable ring clamps. Figure 3.14 is a photographic representation of one of the 

heater blankets wrapped around the brine accumulator for heating the brine. 
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Table 3.1: Heater Blanket Dial Settings and the Corresponding Temperature. 

Temperature 
Dial Setting 

°F °C 

1.00 75.00 21.11 

1.50 89.74 32.07 

2.00 109.44 43.02 

2.50 129.17 53.98 

3.00 148.89 64.94 

3.50 168.61 75.90 

4.00 188.33 86.85 

4.50 208.06 97.81 

5.00 227.78 108.77 

5.50 247.50 119.72 

6.00 267.22 130.68 

6.50 286.94 141.64 

7.00 306.67 152.59 

7.50 326.39 163.55 

8.00 346.11 174.51 

8.50 365.83 185.46 

9.00 385.56 196.42 

9.50 405.28 207.38 

10.00 425.00 218.33 
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Figure 3.14: Photographic Representation of the Laminated Silicon Rubber Heater Blanket 
(Wrapped Around One of the Pieces of Equipment). 
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Clamp
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3.11 Gas Supply and Regulator 

The gas supply to the backpressure regulator and for the calibration of the pressure transducer is 

by means of pressurized nitrogen cylinders (2,263 psi). Nitrogen is the preferred option because 

of its relatively inert nature. Before these pressurized gas cylinders are put to use, a pressure 

regulator is installed to ensure controlled pressure supply and buildup. The two types of available 

regulators are the single- and the double-stage pressure regulators. The single-stage pressure 

regulator reduces the cylinder gas pressure to the required delivery pressure in one step, while 

the double-stage pressure regulator does the same in two steps. The single-stage regulator is a 

preferred option if slight variations in delivery pressure are not detrimental to the application.  

 

3.12 Fluid Lines and Fittings 

The design of the experiment is such that all fluid lines are 1/8 in. tubing supplied by Swagelok 

Company. The design choice of 1/8 in. tubing is based on the need to minimize dead volume 

within the tubing during the coreflooding process. Using a larger tubing size will result in a 

higher value of dead volume within the tubing. All the tubing fittings (union connector, elbow 

connector, tee connector, etc.) were supplied by Swagelok. Both the tubing and the fittings are 

rated at a maximum working pressure of 10,000 psi. The only constraint to using the 1/8 in. 

tubing is that it crimps easily compared with tubing of larger diameters. Because of the expected 

high-pressure requirement when “live oil” is used, the “HiP” valves were utilized. These valves 

are two-way on/off valves capable of withstanding pressures up to 10,000 psi. 
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CHAPTER 4: Experimental Description and Procedure 

4.1 Experimental Description – DNR and Berea Cores 

The experiments, carried out as part of this research work, were designed to examine the effect 

of salinity change and hot water injection on improved oil recovery and to determine if 

wettability alteration is a possible mechanism for this recovery. Two sets of experiments were 

carried out. The first set of experiments explored (1) the EOR potential of decrease in brine 

salinity and (2) the effect of temperature on waterflood residual oil saturation. The second set of 

experiments, in addition to determining the effects of the second option above, evaluated the 

potential of low-salinity brine for secondary oil recovery and the associated wettability change, if 

any. Reduction in salinity was achieved by reduction in the quantity of total dissolved solids 

(TDS) in the brine. Berea sandstone core plugs were used in the first set of experiments. The 

core plugs for the second set of experiments were loaned from the archives of the Alaska 

Department of Natural Resources (DNR). 

Flood rates for the first set of experiments were between 20–50 cc/hr inclusive, while the rate for 

the second set of experiments was constant at 20 cc/hr. Generated pore pressures were directly 

proportional to flow rates used. A 1,500 psi overburden was used for the first set of experiments. 

The overburden pressures used for the second set of experiments were between 1,000 psi and 

1,800 psi. This pressure range was necessitated by high pressure drop (1,700 psi) across some of 

the core samples at the prevailing flow rate and the constraint imposed by the core holder 

operating condition (the applied radial pressure should be several hundred psi above the flowline 

pressure in order to avoid fluid leakage to the core holder annulus). It was observed that for some 

of the DNR core plugs, a flow rate of 20 cc/hr resulted in pressure drops as high as 1,700 psi.  

Wettability variation was not examined in the first set of experiments. However, wettability 

characterization for the second set of experiments was done using the Amott-Harvey wettability 

index. The choice of the Amott-Harvey wettability determination method was based on its 

relative ease of application as compared with the other conventional wettability determination 

methods—the USBM and contact angle methods.  
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The first step in the experiment was the preparation of the samples. The brine was reconstituted 

and the core plugs prepared for use by preflushing (with toluene, followed by acetone and then 

water) and/or heating. The Berea sandstone cores were only heated, while the DNR cores were 

pre-flushed and heated. Preflushing of the DNR cores was necessary since the states of the cores 

were unknown. The preflushing and heating treatment was followed by the determination of the 

rock and fluid properties. The determined fluid properties were the viscosity and density of the 

brine and the oils, while the rock properties determined were the porosities and absolute 

permeabilities of the core plugs.  

The core was then flooded to interstitial/initial water saturation and, for only the DNR cores, the 

initial wettability of the all the cores was determined using the Amott-Harvey test. The core 

sample was then waterflooded with brines of different salinity (at ambient and elevated 

temperatures) and the waterflood oil recovery noted. The wettability change, if any, was 

monitored at every stage of the experiment for the DNR cores when the brine salinity and/or 

brine temperature were changed. 

 

4.1.1 Core Samples 

Berea sandstones were used for the first set of experiments, while cores from DNR archives were 

used for the second set of experiments. Though the design of the experiment was for preserved 

samples from the ANS fields, absence of these samples necessitated the use of these alternative 

samples.  

The DNR core plugs were from Milne Point, Kuparuk River Unit L-01. The cores, which were 

all ≈ 1 in. in diameter and 1.5 in. in length, were cut from core taken from depths between 7,170 

ft and 9,016 ft. Petrophysical details and storage state of the DNR cores could not be obtained 

from DNR. However, the drilling schedule was obtained from the AOGCC website. The 

Kuparuk River L-01 well was drilled to a total depth of 9,500 ft, completed in April 1984, and 

plugged and abandoned in May 2003. Consequently, it is conceivable that the cores from 

Kuparuk River L-01 have been on the DNR shelf between 15 to 20 years. Porosity values 

determined in the lab for these cores ranged from 16% to 26%, while the permeability values 

were between 0.93 and 194 md. Porosity was determined using the saturation method as 
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described in Section 4.2.3 of this work. Core permeability was calculated from Darcy’s law, 

based on the observed pressure drop across the brine-saturated core after steady state was 

achieved when injecting brine (4% salinity) through the core sample. It is suspected that the 

observed wide variation in permeability value and porosity values was due to (1) the visual 

observation of shale stringers in the core plugs (particularly with increasing depths) and (2) 

greater compaction of the sand grains with increasing depth. 

All the Berea sandstone core plugs had 1.5 in. diameters and lengths of ≈ 3.5 in. The measured 

values of the absolute permeability were between 100 and 300 md, while the porosities were 

between 18% and 20%. Table 4.1 and Table 4.2 give the calculated dimensions and some 

petrophysical properties of the core plugs used in the experiment, while Figure 4.1 and Figure 

4.2 are plots of the same data 

 

Table 4.1: Berea Sandstone Core Properties 

Core # Porosity 

(fraction) 

Absolute Permeability 

(md) 

1 0.1857 289.84 

2 0.1992 212.55 

3 0.1905 119.33 

4 0.1906 92.43 

5 0.1851 110.88 

6 0.2017 114.30 

 

Table 4.2: Core Properties from Milne Point Kuparuk River Unit L-01 

Core # Porosity 

(fraction) 

Absolute 

Permeability (md) 

Cored Depth 

(ft) 

1 0.1581 0.93 9200 

2 0.2045 5.00 8600 

3 0.2579 193.62 7100 

4 0.2460 53.74 7101 

5 0.2181 14.74 7104 
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Figure 4.1: Absolute Permeability and Porosity Values of the Berea Core Plugs. 

 

 

Figure 4.2: Absolute Permeability and Porosity Values of the DNR Cores. 
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4.1.2 Brine 

Synthetic brine was used in the experiments. It was prepared by dissolving NaCl in distilled 

water (for the Berea cores) and DI water (for the DNR cores). Salinity of brine was varied by 

changing the concentration of the base brine (4% salinity) by factors of 0.5 and 0.25 to give 

brines having salinities of 2% and 1%, respectively. To prepare the base brine to a salinity of 4% 

the mixing ratio of brine and distilled water was determined gravimetrically. The adopted 

approach is given as follows: 

1. Tare the balance scale with the empty measuring beaker on it 

2. Fill the beaker with distilled/DI water and take the mass of distilled/DI water, Mwater. 

3. Based on the determined mass, calculate the mass of salt which when mixed with the 

distilled water gives 4% salinity brine using the expressions given by Eq. 4.1 to Eq. 4.3 

 

04.0
02

=
+ HNaCl

NaCl

MM
M

 4.1 

 

( )02
04.0 HNaClNaCl MMM +=  4.2 

 

02
041667.0 HNaCl MM =  4.3 

 

4. Weigh the calculated mass of salt, MNaCl, and mix with the distilled/DI water. Continue 

stirring until all the salt dissolves in the water. 

Densities of the brines were determined using the Anton-Paar Density Meter; measured brine 

density was 1.0249 g/cc at room temperature (23°C). Variations in the density of the brine with 

salinity were minor. The viscosity of the brine was also determined using the Canon-Fenske 

viscometer. It was difficult to determine the brine viscosity using the Brookfield viscometer as 

the brine appeared to react with the cone plate. The measured brine viscosity using the Canon-

Fenske Viscometer was 1.12 cp at room temperature (23°C). 
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4.1.3 Crude Oils 

Two kinds of oils were used in this experiment: (1) a pipeline blend of various crude oils from 

the ANS, that is, a flashed oil sample from TAPS collected at North Pole, designated in this work 

as TAPS blend, and (2) refined oil (decane) spiked with crude oil designated as spiked decane. 

The decane was spiked to differentiate visually the brine from the oil during the displacement 

studies. Densities of both oils were determined by using the Anton-Paar density meter. The 

measured density of TAPS blend was 0.8533 g/cc, while that of decane was 0.7260 g/cc. Both 

densities were determined at room temperature of 23oC. Viscosities were determined using the 

Brookfield viscometer, and the viscosities of TAPS blend and spiked decane are respectively 

8.24 cp and ≈ 0.9 cp.  

 

4.2 Experimental Description – ANS Representative Cores 

The present research study was carried out on representative core samples from the Alaska North 

Slope. Three sets of experiments were carried out in this research study: One set was the 

observation of the effect of variation in the brine salinity on residual oil saturation and 

wettability of new (clean) cores. The second set was the study of the effect of oil aging on the 

core samples and consequent observation of the effect of variation in the brine salinity on 

residual oil saturation and wettability of these oil aged cores. Reduction in salinity is achieved by 

reduction in the quantity of TDS in the brine. Furthermore, instead of reducing quantity of TDS 

in the brine, the option of using the representative low salinity ANS lake water was also 

investigated. ANS lake water served the purpose of reduced salinity brine in the coreflood 

studies. Hence, representative ANS lake water was also used in the experiments. Thus, the third 

set of coreflood experiments were conducted using ANS lake water to evaluate its potential for 

secondary oil recovery and the associated wettability change, if any. 

Flood rate for all the sets of experiments was kept at 30 cc/hr. A reservoir temperature of 220°F 

was maintained, and 500 psi overburden was used in the experiments. Wettability 

characterization for all sets of experiments was done using the Amott-Harvey wettability index.   



93 

 

  

For the first two sets of experiments, the brine was reconstituted in the lab, while ANS lake 

water was used for the third set of experiments. The first step in all the experiments is the 

preparation of the core samples. The core plugs were prepared for use by preflushing (with 

toluene, followed by acetone and then water) and/or heating. Subsequently porosities and 

absolute permeabilities of all the core samples were determined.  

In all three sets of experiments, the core is then flooded to interstitial/initial water saturation and 

the initial wettability of the cores was determined using the Amott-Harvey test. The core sample 

is then waterflooded with brines of different salinity (at reservoir temperatures and ambient 

outlet pressure) and the waterflood oil recovery was noted. The wettability change, if any, is 

monitored at every stage of the experiment, (i.e., when the brine salinity is changed). 

 

Core Samples 

Ten representative ANS core samples were used for the present experimental research study. The 

cores were approximately 0.8 in. in length and 1.5 in. in diameter. Porosity and absolute 

permeability values were determined in the lab for all the core samples. Porosity values ranged 

from 19% to 32% while the permeability values were between 38 mD and 97 mD. Porosity was 

determined using the saturation method. Core permeability was calculated from Darcy’s law 

based on the observed pressure drop across the brine-saturated core after a steady state was 

achieved when injecting brine (22,000 TDS salinity) through the core sample. 

Porosity and permeability values of all the ten core samples are shown in the following Figure 

4.3. 
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Figure 4.3 Porosity and Permeability Measurement of Tested Core Samples. 

 

Brine Sample 

In order to simulate the representative ANS formation water composition of the reservoir, brine 

was reconstituted in the lab by dissolving different salts that included Sodium Bicarbonate 

(NaHCO3), Sodium Sulfate (Na2SO4), Sodium Chloride (NaCl), Potassium Chloride (KCl), 

Calcium Chloride (CaCl2), Strontium Chloride (SrCl2), Magnesium Chloride (MgCl2) in de-

ionized water in proper proportion. Total dissolved solids (TDS) of the representative ANS 

formation water was based on the data reported by McGuire et al.93. Based on the composition 

(see Table 4.3), three different salinity brines viz. 22,000 TDS, 11,000 TDS and 5,500 TDS were 

prepared. For the first two sets of the coreflood experiments, lab-reconstituted brine was used, 

For the third set of experiments, actual ANS lake water and 22,000 TDS brines were used for 

coreflooding comparisons. The following procedure was followed to reconstitute the brine in lab:  

1. Tare the balance scale with the empty measuring beaker on it. 

2. Fill the beaker with distilled/DI water and write down liters of distilled/DI water (L). 

3. Based on the determined mass, calculate the mass (grams) of salt which when mixed with 

the distilled water gives 22,000 TDS salinity brine using the expressions given by 

Eq. 4.4. 

4. Required mass of each salt (W) = (M * Mol. Wt * L* ρ)/ 106      (4.4) 

where   M= Moles of salt 



95 

 

  

  Mol. Wt= Molecular weight of salt 

  L= Liters of solution (brine) to be prepared 

  ρ = Density of solution (brine) to be prepared.  

The density of formation water at standard conditions can be estimated from the 

following correlation (McCain, 1991):  

Density = 62.368 + 0.438603S + 0.00160074S2       (4.5) 

where S is the weight percent of total dissolved solids. 

5. Weigh the calculated mass of salt; W, and mix with the distilled/DI water. Continue 

stirring until all the salt dissolves in the water. 

The densities of different brines at ambient (77°F) and reservoir temperature (220°F) are 

tabulated in Table 4.4. Viscosity of the brine was measured using Brookfield Viscometer. At 

reservoir temperature, viscosity observed was 1.10 cP.  

 

Table 4.3: Composition of ANS Reservoir Water from McGuire et al.93 

 

Species (ppm) Prudhoe Bay (PB) Aquifer 

Barium 5 

Bicarbonate 2060 

Calcium 159 

Chloride 11300 

Iron 3 

Magnesium 25 

Potassium 78 

Sodium 7860 

Strontium 10 

Sulfate 62 

Total Dissolved Solids= 21,562 
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Table 4.4: Densities of Different Brines Used in the Experiment 

 

Brine Salinity 22,000 TDS 11,000 TDS 5,500 TDS ANS Lake Water

ρ at 77°F (g/cc) 1.0139 1.0065 1.0028 1.0002 

ρ at 220°F (g/cc) 0.9590 0.9506 0.9471 0.9342 

 

Crude Oil 

Representative ANS crude oil (dead oil) was used for the present coreflood experiments. The 

density of the crude oil sample was measured using Anton-Paar Density Meter. The density was 

observed to be 0.8839 g/cc at the reservoir temperature (approximately 220°F). 

 

4.3 Experimental Procedure – DNR and Berea Cores 

4.3.1 Core Sample Preparation 

All the DNR cores for the experiment were cleaned before use because the storage state and 

conditions since they were cored are not known. The cleaning process involved flushing the 

cores with toluene followed by acetone; the toluene was used to clean out/dissolve any 

hydrocarbon-based substance that might still have been in the core, while the acetone dissolved 

the toluene and/or water present in the core. The Berea sandstones were not cleaned but were 

dried along with the DNR cores. 

The core plugs were dried in an air oven at 150oC for at least 2 days. Prior to drying, the mass of 

all the core plugs were determined. After the first day of drying, the cores were weighed and 

drying continued until constant weight was achieved for all the cores, which indicated that all the 

pore fluids have been removed. 

 

4.3.2 Core Saturation 

The dried core samples were weighed on a balance. The samples were then placed under vacuum 

for an hour, after which they were saturated with brine of 4% salinity. The saturating brine was 

deaerated, and the cores were left in the brine under vacuum for at least 5 days to allow 
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equilibration time during which it was expected that the brine would achieve ionic equilibrium 

with the rock (core sample).  

 

4.3.3 Pore Volume and Porosity Determination 

The porosity of the core plugs was calculated by the saturation method. The saturation method of 

determining porosity consists of saturating a clean dry sample with fluid of known density and 

determining the pore volume from the gain in weight of the sample. The pore volume, PV, is 

calculated from the expression 

brine

drywet MM
PV

ρ
−

=  4.6 

where Mdry is the weight of dry core, Mwet is the weight of core after saturating with brine of 

known density, ρb. 

Porosity is then calculated as a percentage of the following expression: 

100×=
BV
PVφ  4.7 

where BV is the bulk volume calculated as follows: 

4

2 LDBV π
=  4.8 

The dimensions of the core (length, L and diameter, D) are the average of 4 measurements using 

a vernier caliper. 

In order to check the “accuracy” of the calculated porosity from the saturation method (for the 

DNR cores), the masses of the core plugs were taken after the brine floods for permeability 

calculation/determination. Typically, before injecting brine at constant flow rate, the brine-

saturated flood was begun at high injection pressure to ensure that all the pores were saturated 

with brine and that no air bubbles are trapped in the pores of the cores. 
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Differences in porosities of the core samples, calculated using the two methods, ranged from 

0.25% to about 6%. Though the reason for this variation is not clear yet, it is suspected that this 

may be because of the presence or absence, as it were, of “extra” droplets of water on the body 

of the core during the weighing process. No consistent trend in the variation of the core sample 

porosities between methods was observed. The measured porosities of the cores were higher in 

three of the cores and lower in two of the cores after the high-pressure brine injection (i.e., 

displacement method) compared to the calculated porosities after complete brine saturation 

under vacuum. Table 4.5 shows the measured porosity from saturation and displacement 

methods and the percentage variation between the two approaches. The values of porosity that 

are selected for this work are those obtained from the displacement method. 

 

Table 4.5: Core Porosities Measured from Saturation and Displacement Methods – DNR 
Core Samples 

Porosity 

Core # From 

Displacement 
From Saturation 

Percentage 

Variation 

1 0.1581 0.1492 5.94% 

2 0.2045 0.1941 5.38% 

3 0.2487 0.2514 1.07% 

4 0.2460 0.2423 1.56% 

5 0.2181 0.2186 0.25% 

 

4.3.4 Establishing Initial Water Saturation 

The cores were first saturated with deaerated brine (4% salinity) and equilibrated in the brine, at 

room temperature, for at least 5 days. The absolute permeability of the core was then determined 

by brine flooding after which the core plug was weighed and the porosity of the core calculated 

again. As has been explained, this served as a check on the initially calculated core porosity after 

saturating under vacuum. The core plugs were then flooded with crude oil to establish the initial 

water saturation. Displacement of water by oil continued until no more water was produced. For 

the DNR cores, the forced displacement of brine was conducted at constant-pressure drop while 

the forced displacement of brine for the Berea sandstone plugs was at constant injection rate. The 
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difference between the two approaches was a result of the type of pump used. The DB-Robinson 

positive displacement pump was used for displacement with the Berea plugs while the ISCO-

pump was used with the DNR core plugs. The constant-pressure option on the DBR pump was 

not functional, resulting in the use of the only functional option—constant displacement rate. 

Rates as high as 1,800 cc/hr were used. The established initial water saturations are taken to be 

the interstitial saturation, Siw (or connate water saturation, Swc) which are shown in Figure 4.4 

and Figure 4.5, respectively, for the two different types of core samples. 

 

 

Figure 4.4: Interstitial Water Saturation in the Berea Cores after Forced Brine 
Displacement. 
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Figure 4.5: Interstitial Water Saturation in the DNR Cores after Forced Brine 
Displacement. 

 

4.3.5. Absolute Permeability Determination 

Determination of the absolute permeability was carried out with the coreflood apparatus. A 

differential pressure transducer was connected to inlet and outlet ends of the core holder to 

measure the pressure drop across the core plug. The transducer was configured to take ten (10) 

measurements every second. Though such rapid measurement is not critical to the determination 

of the absolute permeabilities of the core plugs, a frequency of 10 Hz was used because no lower 

measurement frequency is possible with the transducer used. The injection rate varied between 

180 cc/hr and 300 cc/hr, depending on the core plug being flooded. Accurate determination of 

the absolute permeability depends on whether a steady-state condition was achieved within the 

core sample. Steady-state condition is attained when the pressure drop across the core does not 

change with time. Figure 4.6 shows a plot of pressure drop vs. number of injected PVs for one 

of the DNR core plugs. 
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Figure 4.6: Typical Pressure Drop Profile for Absolute Permeability Determination. 

 

Calculation of the absolute permeability of the core was achieved by the application of Darcy’s 

expression for linear flow through porous media given by Eq. 4.9: 

pA
qLk
Δ

=
μ  4.9 

 

where: 

k  =  absolute permeability, Darcies 

A  =  cross-sectional area, cm2 

Δp  =  pressure differential, atm 

L  =  length, cm 

q  =  flowrate, cm3/sec 

μ  =  viscosity, cp 
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4.3.6 Coreflooding 

The saturated core was loaded into the Hassler-type core holder and overburden pressure in 

applied in the radial direction. The system was left standing for some minutes to allow the sleeve 

to adjust to the applied radial pressure. An overburden pressure of 1,500 psi was applied on the 

Berea plugs while an overburden pressure range of 1,000 psi to 1,800 psi, depending on the 

cored depth, was applied on the DNR cores. The procedure for determining the overburden 

pressure is given below. Where the overburden pressure is not known, a gross overburden 

pressure of 1 psia/ft is usually assumed for the ANS. 

The core holder sleeve pressure is calculated as follows: 

Gross Overburden  = Depth (ft) x 1.0 (psia/ft) = Depth (psia) 

Reservoir Pressure  = pres (psia) 

Net Overburden  = Depth (psia) - pres (psia) = povb (psia) 

Sleeve Pressure  = povb (psia) x 0.62 

The sleeve pressure calculated for the DNR cores using the above approach resulted in complete 

fracture of some of the cores. Consequently the calculated sleeve pressure was further reduced to 

the already stated pressure ranges. This allowed the coreflooding to continue without fracturing 

the cores. 

After allowing some time for radial uniformity of the sleeve’s grip on the core plug, the 

interstitial water saturation was established by flooding with oil. For the DNR cores, this was 

followed by wettability determination by Amott-Harvey wettability method. It is pertinent to 

note that the Amott-Harvey wettability test was carried out only for the DNR cores. After the 

test, the core was loaded into the core holder and flooded again to initial water saturation.  

The core was then waterflooded by brine of 4% salinity and the recovery recorded as a function 

of time at a constant rate of 20 cc/hr. After injecting 10 PVs of brine, the brine accumulator was 

heated to a temperature of ≈ 200°F. While heating the brine, the core plug was flooded again 

with oil to establish initial water saturation for 4% hot brine injection. The core plug was then 

flooded with 4% hot brine until 10 PVs of hot brine have been injected and oil production was 

monitored as a function of time. The wettability of the core plug was determined after this flood. 
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This procedure was repeated for 2% brine (ambient and elevated temperature) and 1% brine 

(ambient and elevated temperature). The wettability of the core plug was also evaluated after the 

change in brine salinity and/or brine temperature. For the DNR corefloods, the injection rate was 

maintained at ≈ 1.5 ft/D, while for the Berea sandstone cores, flooding rates were between 1.5 

ft/D and 3.0 ft/D. Typical waterflood field rates are between 1 ft/D and 2 ft/D. At every stage of 

the coreflood process, the mass of the core was taken. The mass was used to calculate the 

amount of produced oil after a waterflood or the amount of displaced brine after an oilflood. This 

calculated volume is compared with the actual volume of oil or water produced. The calculation 

process was based on mass balance and is presented below: 

Before waterflood, the mass of the core at initial/interstitial water saturation is given by: 

321321321
MassGrain

gg

MassWater

ww

MassOil

oobw VVVM ρρρ ++= 11  4.10 

After waterflood, the mass of the core at waterflood residual oil saturation is given by 

ggwwooaw VVVM ρρρ ++= 22  4.11 

 

But 

poilww VVV += 12  4.12 

and 

poiloo VVV −= 12  4.13 

Substitute Eq. 4.12 and Eq. 4.13 into Eq. 4.11, 

( ) ggwwpoilowooaw VVVVM ρρρρρ ++−+= 11  4.14 

 

Subtracting Eq. 4.10 from Eq. 4.14 and rearranging algebraically, 

( )ow

Bwaw
poil

MM
V

ρρ −
−

=  4.15 

Using a similar approach, the volume of displaced water under forced displacement is given by 
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( )wo

aobo
pwater

MM
V

ρρ −
−

=  4.16 

 

where 

Vpoil and Vpwater  = volume of produced oil and water from mass balance 

Mbw and Maw   = mass of core plug before and after waterflood 

Mbo and Mao   = mass of core plug before and after oilflood 

ρ   = density 

o and w   = subscripts for oil and water 

1 and 2   = subscripts before and after waterflood (or oilflood as the case may be) 

 

4.3.7 Imbibition and Wettability Index Determination 

Characterization of wettability was achieved in this work by the modified Amott-Harvey method 

in which the forced displacement was obtained by fluid injection at constant pressure instead of 

by fluid injection at a constant rate17 or by centrifuging14. The method consists of starting with 

the core sample at irreducible water-saturation. The core was then weighed and submerged in 

brine for 20 hours. A time period of 20 hours was chosen in line with the work reported by 

Amott14. During this period, the brine spontaneously displaces oil. The volume of oil 

spontaneously displaced by brine, Vosd, depends on the wettability of the core. For a completely 

oil-wet system, brine cannot displace oil spontaneously. However, for a completely water-wet 

system, if the core is immersed in brine for long-enough period, brine can displace oil 

spontaneously to waterflood residual oil saturation (Sor).  

After the 20-hour-immersion period, the core was weighed and inserted into the Hassler-Type 

core-holder for forced displacement of oil by brine. The forced displacement was performed at 

constant-pressure drop at ambient temperature. The pressure drop ranged from ≈ 500 psi to 

≈ 1,700 psi depending on the permeability of the core. Injection of brine was continued until no-

more oil was produced (Sor). The volume of oil forcefully displaced by brine, Vofd, was measured 

in a metering cylinder. 
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The core sample was then removed from the core holder, and the third step involved the 

immersion of the core in oil for 20 hours after taking the weight of the core sample. The volume 

of brine spontaneously displaced by oil, Vwsd, was measured and the weight of the core taken 

after the 20-hour immersion period. The volume of brine spontaneously displaced by oil is also a 

function of the core wettability. As has been stated, for a completely water-wet system, oil 

cannot displace brine spontaneously. However, for a completely oil-wet system, if the core is left 

in the oil for long-enough periods, oil can displace brine spontaneously to interstitial water 

saturation (IWS). 

After the 20-hour spontaneous displacement of brine by oil was over, the core sample was then 

loaded in the coreholder and the brine was forcefully displaced by injecting oil at constant 

pressure. Oil injection was continued until no more water was produced (IWS). The volume of 

brine forcefully displaced, Vwfd, was noted and the mass of the core was taken after the forced 

displacement. 

Amott defined two indices, which represent the fraction of displaceable fluid that is 

spontaneously displaced; Iw is the fraction of oil spontaneously displaced by water and Io is the 

fraction of displaceable water spontaneously displaced by oil. From the foregoing 

Io = Vwsd/(Vwsd + Vwfd) 4.17 

 

Iw = Vosd/(Vosd + Vofd) 4.18 

The wettability index, WI, is shown here as Eq. 4.19 for convenience: 

WI = Iw – Io 4.19 
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4.4 Experimental Procedure – ANS Representative Cores 

Core Cleaning 

All the core samples for the experiment were cleaned before use. The cleaning process involved 

flushing the cores with toluene followed by acetone; the toluene was used to clean out/dissolve 

any hydrocarbon-based substance that may still be in the core while the acetone dissolved the 

toluene and/or water present in the core. Then the core plugs were dried in an air oven at 176oF 

for at least 2 -3 days. After drying, the core samples were weighed to determine if they achieved 

a steady reading, indicating the removal of all native fluids. 

 

Core Saturation 

The dried core samples were weighed on a balance. The samples were then placed under vacuum 

for 5–7 days in 22,000 TDS salinity to allow equilibration time during which it is expected that 

the brine will achieve ionic equilibrium with the core sample. 

 

Waterflooding 

The next step in the present experiment was to carry out waterflooding on the core sample at 

reservoir temperature. After carrying out Amott-Harvey index measurement, the core was 

waterflooded by 22,000 TDS salinity brine and the recovery recorded as a function of time at a 

constant rate of 30 cc/hr. After injecting 10 PVs of 22,000 TDS brine, residual oil saturation (Sor) 

value was calculated. The wettability of the core plug is determined after this flood. This 

waterflooding procedure was repeated by using 11,000 TDS brine (reservoir temperature) and 

5,500 TDS brine (reservoir temperature) and the respective Sor values were calculated. After 

every waterflood, the Amott-Harvey wettability index was determined. Using this procedure, the 

first set of experiment was carried out on 7 clean core samples. 

 

Steps Followed in the Second Set of Experiments 

The aim of the second set of experiments was to study the effect of oil aging on the core samples 

and consequently observe the effect of variation in the brine salinity on the residual oil saturation 

and wettability of these oil aged cores. Hence, after finishing the first set of experiments, the 
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same core samples were used for second set of experiments. The first step in this set of 

experiments was to establish initial water saturation. 

 

Oil Aging 

After establishing initial water saturation, the core samples were removed from the core holder, 

immersed in steel tin containing ANS crude oil, and aged at 80°C to 90°C for 21 days. The tin 

was covered with a lid and aluminum foil to preclude the oxidation of oil during the aging 

period. After aging, cores were allowed to cool for a couple of hours.  

 

Waterflooding 

After oil aging for 21 days, the core samples were taken out from the tin and were brought for 

waterflooding experiments. In this set of experiments, the same reconstituted brines viz. 22,000 

TDS, 11,000 TDS and 5,500 TDS were used. The steps followed in this case are the same steps 

followed in the new (clean) core samples. Sor values and the Amott-Harvey wettability index 

were calculated after every waterflood.  

 

Steps Followed in the Third Set of Experiments 

In the previous two experiments, the brine used for the corefloods was synthetically 

prepared/reconstituted brine in the laboratory. However, in this set of experiments the option of 

using the representative low-salinity ANS lake water was investigated. Michael Lilly and 

Amanda Blackburn (Geo-Watersheds Scientific) helped to procure the ANS lake water. Based 

on personal communication with Amanda, it was learned that rainwater and melting ice are the 

main contributors to water accumulation in ANS lakes. Thus, it is believed that ANS lake water 

is much less saline. Total dissolved solids quantity in the water samples obtained from the ANS 

was approximately 50–60 TDS. As ANS lake water is much less saline, the option of using ANS 

lake water as low-saline brine was explored in the third set of experiments. 

The steps followed in this set of experiments are the same as in the previous two cases. First, 

porosity and permeability of the core sample was determined. Then initial water saturation was 

established in the core sample followed by 22,000 TDS brine waterflood. However, afterwards in 

the next steps of the experiments, instead of using 11,000 TDS and 5,500 TDS brine, ANS lake 
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water was used for waterflooding. Thus, ANS lake water serves the purpose of reduced salinity 

brine in these coreflood studies. Sor values and the Amott-Harvey wettability index were 

calculated after every waterflood.  
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CHAPTER 5: Salinity Influence on Oil-Water Interfacial Area,  
Wettability, and Oil Recovery Work Performed by PNNL  

Wettability, or the tendency of surfaces to be preferentially wet by one fluid phase, has a strong 

influence on the distribution and flow of immiscible fluids in oil reservoirs. The efficiency of oil 

recovery processes and the displacement and production of oil by fluids injected into the 

reservoir depend on the wetting properties of the rock surfaces. In strongly water-wet rocks, the 

oil resides in the larger pores and flows with relative ease. However, large quantities of oil are 

left, trapped in the pore space because it no longer forms a continuous pathway for flow (a 

sample spanning cluster, in percolation terminology). In oil-wet rock, on the other hand, oil is 

present in the small pores and its relative permeability is small. However, it can form continuous 

pathways for oil flow even at small oil saturations, resulting in low trapped oil saturations. In 

mixed-wet rocks, relatively low residual oil saturations may be obtained if a continuous pathway 

for oil flow is available. The existence of such continuous pathways depends largely on the 

fraction of rock surface rendered oil-wet, that is, on the pore level mechanisms of wettability 

alteration. Therefore, understanding and characterizing reservoir wettability is crucial to 

estimating relative permeabilities and ultimate oil recovery. It was indicated that the residual oil 

saturation may be reduced significantly by flooding with low-salinity water instead of seawater 

or brine. This study investigated the influence of salinity on the oil-water interfacial area, soil 

wettability, and oil recovery.  

 

5.1 Material and Methods 

Two sets of 8 coreflooding column experiments have been completed, using decane and ANS 

crude oil. Unconsolidated sand packs were used as representative porous media. Oil removal was 

conducted by flushing columns at residual oil saturation using water with salinity ranging from 

0% to 8% wt of NaCl. Oil saturation was determined based on mass balance of the columns, and 

the oil-water interfacial area (anw, cm-1) was measured using tracers. Sodium dodecyl benzene 

sulfonate (SDBS) was used as an interfacial partitioning tracer, and pentafluoro benzoic acid 

(PFBA) was used as a non-reactive and non-partitioning tracer. Oil was imbibed into an initially 

water-saturated column, using positive displacement methods. Oil was then flushed out using 

water at certain salinity. When a column attained residual oil saturation after each water flushing 
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displacement, the partitioning and conservative tracer experiments were conducted separately to 

characterize the specific oil-water interfacial areas, and the wettability status. Water with 8%, 

4%, 2%, and 0% wt NaCl salinity was used to displace oil from the sand column sequentially. 

The interfacial tension (IFT) between the salinity water and the ANS oil was measured.  
 

Column Test Procedures 

1. Pack a column with clean Accusand using vibration and a dry sand pack. Record the weight 

of the empty column and, after packing the column, the weight of the column and sand. 

Make sure that the density is 1.7 g/cm3 or better. 

2. Saturate the column with DI water in an up-flow mode (to drive the air out) at a rate of 30 

ml/hr (0.5 ml/min). Record the weight of the water-saturated column. Also monitor the 

volume and weight of water injected into the column (record the weight and volume of water 

reservoir before and after injection). 

3. Replace the DIW in column with 8% NaCl solution (upward-flow) at 50 ml/hr (0.833 

ml/min) flow rate. 

4. Run a baseline tracer with 100 ppm PFBA (prepared using 8% NaCl solution) at a pumping 

rate of 12 ml/hr (0.2 ml/min) in a down-flow mode. Allow the tracer to pump 1.08 hours (for 

a total of 13.0 ml, or ~0.25 PV), depending on the column’s calculated pore volume. Collect 

samples every 15 minutes. These conditions will be used for all subsequent tracer studies. 

After the PFBA tracer test, conduct the same test with 100 ppm SDBS (prepared using 8% 

NaCl solution).  

5. Load the column with decane/ANS oil (upward flow) at flow rate of 30 ml/hr (0.50 ml/min). 

Record the volume of decane/ANS oil added and the weight of the column.  

6. Flood the column with 8% NaCl solution (upward flow) at flow rate of 50 ml/hr (0.833 

ml/min). 

7. Collect column effluent in a graduated cylinder so accurate volumes of water and 

decane/ANS oil can be measured. Continue to flood the column until no visible decane/ANS 

oil is collected.  

8. Record the amount of decane/ANS oil recovered and the weight of the column after 

waterflooding. Determine the amount of decane/ANS oil remaining in the column.  
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9. Perform tracer studies using PFBA and then SDBS (down-flow) prepared with 8% NaCl) 

solution at flow rate of 12 ml/hr (0.2 ml/min).  

10. Analyze the tracer samples by UV and generate a breakthrough curve by plotting C/Co as a 

function of pore volume.  

11. Flood the column with 4% NaCl solution (up-flow) at flow rate of 50 ml/hr (0.833 ml/min).  

12. Collect the solution and decane/ANS oil that is flushed out of the column. When 

decane/ANS oil is no longer visibly coming off the column, record the column weight and 

the amount of decane/ANS oil recovered.  

13. Repeat the PFBA and SDBS tracers using 4% NaCl solutions at flow rate of 12 ml/hr (0.2 

ml/min).  

14. Repeat the flooding and tracer studies using 2% and 0% salinities using the same pulse, flow 

rates and flow direction.   
 

5.2 Results 

Results from Tests Using Decane 

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Effluent Tracer Curves from Decane-containing Columns after Flushing with 
Water at Different Salinities. 

 

Analysis of the interfacial tracer breakthrough experimental data for interfacial area and 

wettability changes from the set of drainage experiments completed earlier, using decane as the 

non-wetting phase is shown in Figure 5.1 and Table 5.1. Analysis of results so far indicates that 
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the oil-water interfacial area (anw, cm-1) does not show a monotonic dependence on salinity; 

instead, anw shows an increasing trend with increasing salinity in the lower salinity range, and the 

opposite trend at high-salinity values (Figure 5.2). This trend appears to be consistent with a 

similar nonlinear dependence of interfacial tension on salinity104. Earlier, it was established that 

interfacial areas are strong, inverse functions of interfacial areas1,105. 
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Figure 5.2: Decane Residual Saturation, Sor, and Oil/Water-specific Interfacial Area, anw, 
vs. Salinity. Sor Decreased with Decreasing Salinity, While the anw Reached a Maximum at 
Salinity of ~2%. 
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Table 5.1: Parameters for decane-containing columns tests. 

Column 

Test Stage 

Trapped 

Decane Vol 

(ml) 

PFBA 

recovery 

(%) 

SDBS 

recovery 

(%) 

 

Sor (%) 

 

Kd of SDBS 

 

anw (cm-1) 

Flushed 

with decane 

40.73  NA NA NA NA NA 

Flushed 

with 8% 

NaCl 

9.11 113.2 114.6 18.61 1.13 25.12 

Flushed 

with 4% 

NaCl 

7.73 105.8 95.7 15.31 1.47 117.8 

Flushed 

with 2% 

NaCl 

6.19 117.0 102.0 12.26 1.55 124.9 

Flushed 

with 0% 

NaCl 

5.70 102.0 98.0 11.29 1.11 28.07 
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Results from Tests Using ANS Crude Oil 

Interfacial tracer test results for the ANS crude oil experiments are shown in Figure 5.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3: Effluent Tracer Curves from ANS Oil-containing Columns after Flushing with 
Water at Different Salinities.  
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Figure 5.4: Interfacial Tension (IFT) between ANS Oil and Water vs. Water Salinity. 

 

Interfacial tension between ANS oil and Brine were measured using pendant drop method. 

Interfacial tension decreased as a function of salinity (Figure 5.4). Natural surfactants present in 

ANS oil are likely to aggregate at a closer packing (area per molecule) with decreasing salinity. 

This observation is critical to defining an optimal salinity window for ANS oil recovery.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: ANS Oil Residual Saturation, Sor, and Oil/Water-specific Interfacial Area, anw, 
vs. Water Salinity.  
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The Sor remaining obtained from the 4 coreflood tests are shown in Figure 5.5. Larger recovery 

was seen with decreasing salinity. This trend has a correlation with the trends found for 

interfacial tension with salinity, while the anw reached a maximum at salinity of ~2%. 

 

5.3 Analysis of Results 

 The residual oil saturations indicated that the fraction of oil retained in the column 

increased after water flushing as the salinity in the displacing water increased from 0 to 

8%, clearly confirming the earlier findings that lower salinity may cause additional oil to 

be released.  

 The oil-water interfacial area, anw, does not show a monotonic dependence on salinity; 

instead, anw shows an increasing trend with increasing salinity in the lower salinity range, 

and the opposite trend at high-salinity values. Maximum anw was obtained in systems 

flushed with 2% salinity water. This trend appears to be consistent with a similar 

nonlinear dependence of interfacial tension on salinity, and might be an indication of 

wettability alternation.  

 The observation of this research sheds light on the optimum operation in oil removal. The 

IFT change between oil and the salinity water might be attributed to EOR.  

 

It is well known that oil present at the same saturation can have vastly different IFA. Information 

from Sor and anw can be combined into a single oil morphology index, I=anw/θSor, where θ is the 

porosity of the porous medium. This index can be used to characterize the wettability of the 

porous medium.  
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CHAPTER 6: Advanced Coreflooding Tests at Reservoir Conditions 

The experiments conducted so far were on dead-oil-saturated cores that partially replicate the 

original reservoir conditions. In real-time reservoir conditions, however, there might be gas caps 

and solution gas present that affect oil production and recovery. Thus, it is necessary to mimic 

original reservoir conditions with elevated temperature and pressure conditions. Prudhoe Bay 

reservoirs contain light oil with high gas-oil ratios. It is necessary to recombine the dead-oil 

sample with gas and continue the waterflooding experiments with brines of different salinities. 

 

6.1 Materials Used 

Two new cores from ANS were used for flooding. Brines of 2 different salinities—22,000 and 

11,000 TDS—were used for waterflooding. Conventional continuous injection of water was 

practiced. Dead oil from Prudhoe Bay was recombined with methane gas at high pressure and 

temperature to form a representative live-oil sample. 

 

6.2 Modified Setup 

The previous experiments were all conducted at atmospheric conditions. Since recombined oil 

remains as a solution only above bubblepoint pressure and temperature, these runs were 

conducted above bubblepoint conditions. The original setup was modified by adding a 

backpressure regulator at the outlet of the core holder to maintain differential pressure. 

Additional pressure gauges and valves were fitted at the ends of accumulator and core holder to 

monitor and regulate the pressure. The outlet of the backpressure regulator was connected to a 

gas flow meter and a measuring cylinder to get the volumes of gas and oil respectively.  

 

6.3 Experimental Procedure 

For recombination of gas-oil, methane gas was used as a representative since most of the gas 

produced in the reservoir contains methane in higher proportions. Details of the Prudhoe Bay 

well from which the dead-oil sample was acquired were obtained from the well data archives of 

the Alaska Oil and Gas Conservation Commission (AOGCC). The gas-oil ratio was 1,080 
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SCF/STB on an average. The solution gas-oil ratio was calculated, and the methane and dead-oil 

mixture was recombined in a rocker apparatus at 90°C and 2,400 psi for 48 hours. 

 

The new cores were saturated under vacuum in 22,000 ppm salinity brine for about 5 days. After 

calculating the porosity values, the cores were waterflooded at high flow rates to find the 

differential pressure and thus absolute permeability. Live oilfloods were conducted to establish 

irreducible water saturation. Backpressure was maintained to prevent flashing and conduct the 

experiment at reservoir conditions. Increased overburden pressure of 2,500 psi was maintained to 

keep the core in place. Continuous injection of water (22,000 ppm salinity) was performed to 

produce oil and gas (at surface conditions). When no more oil was produced by this injection, 

11,000 ppm salinity brine was continually injected to recover any additional oil, if present. 

 

6.4 Results 

Low-salinity waterflooding of recombined oil-saturated cores caused significant oil recovery and 

decrease in residual oil saturation, though not as high as the dead-oil-saturated cores. These 

results are summarized in Table 6.1 and Figure 6.1 and 6.2, respectively, which are consistent 

with the partial reservoir conditions corefloods. 

 

Table 6.1: Oil/Gas Recovery and Residual Oil Saturation 

Recovery at 
surface 
conditions (cc) 

Core 
# 

Pore 
Vol. 
(cc) 

Recombined Oil 
Present in the 
core at Reservoir 
conditions (cc) 

Brine 
Salinity 
(ppm) 

Oil  Gas 

Dead Oil 
Recovery 
% (Final) 

Initial : 
Residual Oil 
Saturation 
(Final) % 

22k 

(Secondary) 

0.5 89 29.41 49 4.8 1.7 

11k 

(Tertiary) 

+0.2 - 41.17  

35.41 : 20.83 

22k 

(Secondary) 

0.5 89 25 145 5.2 2 

11k 

(Tertiary) 

+0.3 - 40 

38.46 : 23.07 
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Figure 6.1: Cumulative Oil Recovery (Recombined Oil Floods). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.2: Oil Saturation (Recombined Oil Floods). 
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CHAPTER 7: Results and Discussion – DNR and Berea Cores 

The current industry practice, in designing most waterflood processes, requires the use of 

formation water/brine, or filtered (and treated) seawater or a mixture of both (produced) 

formation water and seawater. Salinity of seawater is normally between 3% and 3.5% (in terms 

of the total dissolved solids). The salinity of the reservoir brine on the other hand has been 

reported to be up to four times higher than that of seawater95. Consequently, most waterfloods 

are carried out using high-salinity brine. Hot-water flooding is typically used for heavy oil 

recovery and usually results in improved oil production over conventional (primary) or 

secondary recovery techniques. However, problems of extensive heat loss through the tubing and 

to the formation, cost of heating, cost of insulation, etc., make this a very expensive and energy 

intensive option.  

This work compares the oil recovery benefits achieved by injecting brine having different 

salinities. It also evaluates the impact of wettability variation, as a result of varying the brine 

salinity, on oil recovery efficiency and residual oil saturation. In this work, high-salinity 

waterflood refers to the injection of brine having a salinity of 4% while low-salinity waterflood 

refers to the injection of brine having salinities of 2% and 1% respectively.  

Two sets of fast-track coreflood experiments were designed to achieve the objectives of this 

work. Both sets experiments were conducted at ambient pressure and temperature and ambient 

pressure and elevated temperature conditions. The aim of the first set of experiments was to 

examine and validate published reports on the EOR potential of low-salinity brine. The impact of 

injecting brine at elevated temperature on reduction in residual oil saturation was also examined. 

This first set of experiments involved changing the salinity of the injected brine (to a lower 

salinity) at high water cut (typically when no more oil is being produced by injecting brine of 

higher salinity) and observing for the incremental volume of produced oil. Due to the design of 

this experiment, the initial salinity of the connate water could not be kept constant. 

Consequently, the initial salinity of the connate water for each waterflood (of a specific salinity) 

was a function of the brine salinity of the preceding flood. For example, the initial connate water 

salinity for the 2% salinity waterflood was 4% because the 2% salinity flood was immediately 

preceded by a 4% salinity flood. However, the “initial” connate water salinity at the start of the 
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1% salinity waterflood was expected to be somewhere between 2% and 4% salinity because of 

dilution of the (initial) connate water salinity (of about 4%) by the injection of lower salinity 

brine (in this case 2%). However, what is important in this case and indeed worthy of note is the 

fact that the salinity of the connate water is always higher than the salinity of the injected brine. 

This distinction is important because it is necessary to isolate the variable that was instrumental 

to the incremental recovery of oil.  

Sharma and Filoco91 have reported that variation in connate water salinity influences oil 

recovery. They observed that more oil is recovered where the connate water salinity is less than 

the injected brine salinity compared to the converse case. They further reported no improved oil 

recovery was seen when the connate water salinity was kept constant and the injected brine 

salinity varied. Based on these observations they opined, contrary to the observations made by 

other researchers89,90,95 in similar studies, that the salinity of the connate water appeared to be 

more important than the injected brine salinity in the observed increase in the value of the 

recovered oil. In the present study, it is believed that by maintaining higher connate water 

salinity compared to the salinity of the injected brine, the observed impact of the variation of 

connate water salinity on oil recovery as reported by Sharma and Filoco is minimized. Thus, any 

observed increase in oil recovery will be a result of reduction in the salinity of the injected brine. 

It is pertinent to note that the effect of wettability/wettability variation on oil recovery was not 

considered in the first set of experiments.  

The second set of experiments examined the potential of the low-salinity brine injection in 

secondary oil recovery. For this set of experiments, care was taken to ensure that all the 

coreflood experiments commenced at the same initial condition; that is, the cores were at initial 

oil saturation (Soi) and interstitial water saturation (Siw). An attempt is also made to explain any 

observed increase in recovered oil volume and reduction in residual oil saturation (Sor) in terms 

of change in wettability using the Amott-Harvey wetting index. The connate water salinity of the 

second set of experiments was kept constant at a “high” salinity of 4%. This ensured that the 

same kind of scenario that might be encountered in a real field scenario was also simulated. It is 

expected that if low-salinity flood is carried out in most reservoirs, the reservoir brine salinity 

will be (much) higher than the salinity of the injected brine. As has already been mentioned, the 
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formation water salinity in some cases can be as high as 80,000 ppm total dissolved solids (TDS) 

of the brine95.  

 

7.1 EOR Potential of Low-Salinity Brine 

Figure 7.1 and Figure 7.3 compare the recovery of oil from Berea sandstone cores using brines 

of different salinities (4%, 2%, and 1%) at ambient conditions. In this experiment, the 4% brine 

is taken to simulate the nature of the high-salinity brine typically used in conventional waterflood 

processes. Both figures show the results of the experiment where the waterflood process was 

started by the injection of the 4% salinity brine, followed by 2% salinity brine and finally the 1% 

salinity brine. For all the cases, a minimum of 10 PVs of brine were injected. The observation of 

a plateau in the oil production profile indicates that no incremental oil could be recovered using 

the same brine salinity.  

One consistent trend observed in both plots is the increase in oil recovery with decrease in the 

salinity of the injected brine. More oil is recovered when brine of lower salinity is injected. 

However, this recovery is at the expense of increased production of water. For the 4% salinity 

brine, when waterflooding commences, oil is produced without additional production of water 

until water breakthrough occurs. It is also observed from the plots that water breakthrough 

occurred at less than 1 PV of injected water. This is consistent with observations which have 

been reported in literature for water-wet systems. After the initial water breakthrough, no further 

oil production was observed for the case of the 4% brine. The observed clean breakthrough of 

water in this case is indicative of the water-wetting condition of the Berea sandstone. The 

sandstone was made water-wet from the initial heat treatment during the preparation of the core 

samples. Figure 7.2 and Figure 7.4 also show the reduction in residual oil saturation with 

decreasing brine salinity. The least oil saturation is observed after injecting brine of 1% salinity. 

In Figure 7.2, a reduction in Sor from 35.54% (4% brine) to 30.0% (2% salinity) to about 22.93% 

(1% salinity) is observed. The same consistent trend is observed in Figure 7.4. Similar 

observation of lower Sor has also been reported from the result of experimental work conducted 

at BP Exploration laboratory at Sunbury95. In their work, the microvisualisation of residual oil 

saturation after high- and low-salinity waterflood clearly showed that low-salinity waterflood 
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achieves much lower remaining oil saturation than the waterflood performed using a much 

higher salinity injection brine. 

 

Figure 7.1: Effect of Low-Salinity Flooding on Oil Recovery – Core Sample #3 
(Berea/Crude Oil System). 

 

Figure 7.2: Effect of Variation in Brine Salinity on Residual Oil Saturation – Core Sample 
#3 (Berea/Crude Oil System). 
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Figure 7.3: Effect of Low-Salinity Flooding on Oil Recovery – Core Sample #6 
(Berea/Crude Oil System). 

 

Figure 7.4: Effect of Variation in Injection Brine Salinity on Sor – Core Sample #6 
(Berea/Crude Oil System). 
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7.2. EOR Potential of Injecting Hot High-Salinity Brine Followed by Low-Salinity Brine 

Figure 7.5 and Figure 7.7 compare the oil recovery profile in terms of the total pore volume of 

produced oil from the injection of high-salinity brine at ambient and elevated temperatures 

followed, respectively, by the injection of 2% and 1% low-salinity brine. The experiment was 

conducted by injecting high-salinity brine at ambient condition until no more oil was produced. 

The high-salinity brine was then heated and the hot brine injected into the core holder. 

Production of more oil from the core plugs was observed and the injection of hot brine was 

continued until oil production ceased. The hot brine injection was followed by the injection of 

2% low-salinity brine in one case (Figure 7.5) and 1% low-salinity brine in the other case 

(Figure 7.7). It was observed that injecting high-salinity brine at elevated temperature instead of 

at room temperature resulted in incremental oil recovery. Further oil recovery was observed 

when the injection of hot brine is replaced with low-salinity brine injection. Figure 7.6 and 

Figure 7.8 show the corresponding reduction in residual oil saturation for the cases presented in 

Figure 7.5 and Figure 7.7. It is observed from Figure 7.6 that increasing the temperature of 

high-salinity brine results in a reduction in Sor by 13.55%, while the subsequent reduction in the 

brine salinity (i.e., injection of 2% low-salinity brine) results in a further reduction of Sor by 

28.36%. 
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Figure 7.5: Effect of Brine Temperature and Salinity on Oil Recovery – Core Sample #2 
(Berea/Crude Oil System). 

 

 

Figure 7.6: Effect of Brine Temperature and Brine Salinity on Sor – Core Sample #2 
(Berea/Crude Oil System). 
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Figure 7.7: Effect of Brine Temperature and Salinity on Oil Recovery – Core Sample #1 
(Berea/Crude Oil System). 

 

Figure 7.8: Effect of Brine Temperature and Salinity on Sor – Core Sample #1 
(Berea/Crude Oil System). 
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7.3 EOR Potential of Injecting Low-Salinity Brine at Ambient and Elevated Temperature 

The first set of experiments also determined the EOR potential of injecting brine of different 

salinities at ambient and elevated temperatures. The observed oil recovery profile for this 

scenario is shown in Figure 7.9 and Figure 7.11. Both plots show an increase in the number of 

PVs of produced oil with decrease in brine salinity and increase in the temperature of the injected 

brine. Figure 7.9 shows a very significant increase in the produced oil when hot brine of 2% 

salinity is injected. It is suspected that this significant increase is the combined effects of increase 

in temperature and viscous forces. It was observed while running the experiment that the 

pressure drop was significantly higher across the core plug due to forced fluid flow when the 

brine accumulator valve was opened, as a result of pressure buildup in the accumulator while 

heating the brine. This undue influence of the viscous force was removed in the next experiment 

(by venting the steam and allowing the injection of hot brine at a constant flow rate) and the 

result is plotted in Figure 7.11. However, irrespective of the additional viscous effect, it is 

observed that further injection of low-salinity brine at ambient and elevated temperatures 

resulted in the production of incremental oil. The observed increase in oil recovery is presented 

in another form in Figure 7.10 and Figure 7.12 which show the reduction in residual oil 

saturation with injection of low-salinity brine at ambient and elevated temperatures. One set of 

experiments (Figure 7.10) resulted in a decrease in residual oil saturation from 36.84% after 

injecting 4% brine at ambient condition to 9.87% after injecting low-salinity brine (1% salinity) 

at elevated temperature. The other set of experiments shows a reduction in Sor from 38.91% 

(high-salinity brine flood at room temperature) to 15.10% (low-salinity brine injection at 

elevated temperature). 
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Figure 7.9: Effect of Brine Temperature and Salinity on Oil Recovery – Core Sample #4 
(Berea/Crude Oil System). 

 

 

Figure 7.10: Effect of Brine Temperature and Salinity on Sor – Core Sample #4 
(Berea/Crude Oil System). 
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Figure 7.11: Effect of Brine Temperature and Salinity on Oil Recovery – Core Sample #5 
(Berea/Crude Oil System). 

 

Figure 7.12: Effect of Brine Temperature and Salinity on Sor – Core Sample #5 
(Berea/Crude Oil System). 
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Numerous research studies89,90,91 have indicated that the performance of waterfloods is strongly 

affected by a number of variables which include the composition of the crude oil and its ability 

to wet the rock surfaces, the salinities of the connate water in the reservoir and the injected water 

from waterflood, the height above the oil/water contact, OWC (typically the reservoir rock 

becomes more oil-wet with increasing height above the OWC). For this first set of experiments, 

it is speculated that some form of wettability alteration to a mixed-wet state occurred because of 

the composition of the crude oil and the composition and salinity of the brine. Based on a static 

asphaltene deposition test conducted at UAF, it has been observed that the crude oil sample used 

in this first experimental study contains asphaltenes and it has been shown that the deposition of 

asphaltene onto the rock results in the alteration of wettability state of the reservoir rock. Before 

asphaltenes can be deposited on the rock surface, the thin stable films of water (brine) coating 

the water-wet rock grains have to be ruptured. The ability of the oil to rupture this film and thus 

deposit asphaltene compound on the rock surface depends on the value of the critical disjoining 

pressure of the water film bounded by mineral-water and the oil-water interfaces.  

It is reported that in sandstone reservoirs, diffuse electrical double layer exists at the oil/brine and 

mineral/brine interfaces97. The rationale behind the formation of diffuse electrical double layers 

is explained hereafter (after Hall et al.98). Typically, at an interface, a charged layer may be 

formed by dissociation of ionogenic groups or by the adsorption of ions. Screening of the 

resulting ions is restricted to two dimensions and very high electrostatic-potential gradients are 

then established in the interfacial region. In an aqueous phase, such potentials are compensated 

by a distribution of counterions usually described as an electrical double layer99. It has been 

noted that in many cases, the diffuse electrical double layers will be quite similar with respect to 

electric charge and potential.  

Consequently, extremely thin aqueous wetting films separating such interfaces are stabilized by 

electrostatic repulsive force acting between the double layers as a result of osmotic forces within 

the film. It has been recognized that for these thin films, the effect of osmotic or electrostatic 

forces is modified by the existence of both dispersion (or van der Waals) forces and hydration (or 

adsorption) forces. Whereas the very short range hydration forces tend to also stabilize aqueous 

wetting films, the dispersion forces tend to destabilize the film in question. The dispersion forces 

are attractive forces while the hydration and electrostatic forces are repulsive forces. For the 
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formation of stable films, the necessary condition is that the net effect of the force balance 

should be repulsive. Where stability of the water film is observed, the water-wet condition is 

promoted.  

From the foregoing, it follows that increase in the salinity of the thin film of water will generate 

more ions resulting in a decrease in electrostatic repulsion because of screening of the surface 

charges. However, experimental observations28,88 seem to indicate more stable brine films at 

higher salinities. Sharma and Filoco91 attributed this “anomalous” observation to changes in 

hydrophobic/hydration forces with salinity. They opined that these forces become more repulsive 

as the salinity increases. It has also been shown (by direct measurement of the critical disjoining 

pressure, critΠ ) that critΠ  increases with salinity in some oil91. From the foregoing, that is, higher 

salinity brine resulting in higher film stability, it may be said that lowering the salinity of the 

brine will result in unstable brine film (which in turn lowers the value of the critical disjoining 

pressure) resulting in the rupture of the brine film. The value of the critical disjoining pressure 

depends on a number of other variables that include the mean radius of curvature of the rock 

grain. Consequently not all the rock grains will “dewet” leading to selective dewetting of the 

rock matrix and the formation of mixed-wet condition within the core. Research studies38,83 have 

shown that the formation of a mixed-wet condition leads to lower residual oil saturation and 

higher oil recoveries. This may most likely explain the mechanism of the improved recoveries 

observed with reducing the brine salinity for this first set of experiments. 

The observed increase in recovery with increase in temperature may be due additionally to 

reduction in the viscosity of the crude oil. Experimental studies100 carried out in Petroleum 

Development Laboratory, University of Alaska Fairbanks (UAF) have reported the viscosity 

dependence of similar samples of crude oil on temperature. Figure 7.13 shows the result of one 

such experiment100 carried out at UAF on TAPS blend of crude oil. From the plot it is seen that 

increasing the temperature of the crude oil from room temperature (22°C) to an elevated 

temperature value of 50°C results in a viscosity reduction of the oil by 70%. 
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Figure 7.13: Viscosity Dependence of TAPS Crude Oil Blend on Temperature100. 

 

Laboratory studies have also indicated that some residual oil held in place by capillary forces can 

be displaced if favorable changes in viscous forces are made. Moore and Slobod66 presented the 

effect of change in viscous forces on mobilization of trapped oil for Torpedo and Berea 

sandstones. They reduced the oil/water viscosity ratio (μo/μw) from 1.0 to 0.055 while leaving the 

flowrate constant at the typical waterflood rate of 2 ft/D. They observed additional oil recovery 

equal to 1.41% of the core pore volume for the Berea sandstone core. They also showed that the 

impact of viscosity reduction on oil recovery efficiency is more pronounced when trapping of the 

oil has not yet occurred. 

 

7.4 Secondary Oil Recovery Potential of Low-Salinity Waterflood at Ambient and Elevated 
Temperature 

The second set of experiments examined the impact of wettability alteration on reduction in the 

core residual oil saturation, Sor and the secondary oil recovery potential of low-salinity brine 

injection at ambient and elevated temperatures. In the initial design of the second set of 

experiments, it was desirable to carry out similar experimental studies as in the first set of 

experiments and thus validate the suspected alteration of wettability to a mixed-wet condition. 

However, several factors militated against this initial design. These factors included 



134 

 

  

1. The need to determine the wetting state of the core at the end of each coreflood (based on 

varying the waterflood salinity and temperature) required that different core samples be 

used for each test. Alternatively, the same core plug could be used but reconditioned to 

the same initial condition at the start of each experiment.  

2. The lack of “fresh” Berea core samples meant that alternative core samples had to be 

obtained. 

3. The high viscosity of the TAPS crude oil (8.24 cp) interfered with the accurate 

measurement of wettability using the Amott-Harvey Method. The observed interference 

included (1) “surface coating” of the core plug by oil (during spontaneous displacement 

of water by oil) which gives erroneous mass measurement when calculating for the 

volume of brine spontaneously displaced; (2) formation of crude oil “bubbles”, by the 

spontaneously displaced oil, on the surface of the core (during spontaneous displacement 

of oil by water). Adoption of the approach described Morrow (immersing the core in oil 

and then back in the brine) resulted in “surface coating” of the core plug which appeared 

to aggravate the problem of formation of crude oil “bubbles”. 

Based on the forgoing the initial experimental design of the second set of experiments was 

modified. The crude oil blend from TAPS was replaced with refined oil (decane). The problem 

with using decane was in differentiating produced oil from produced water since both fluids are 

colorless. This problem was solved by spiking decane with some TAPS oil. Initial trials at 

spiking the decane with oil showed the settling of some substance, suspected to be some of the 

heavier components of the TAPS blend, after the spiked decane was left standing for some time. 

A further problem was observed when the spiked decane was injected through the core, which 

acted as a filter resulting in the formation of a residual filter-cake of the heavier components on 

the injection face of the core plug. This resulted in unexpected and erratic increase in pressure 

drop across the core plug. It was initially suspected that mixing the decane with the TAPS crude 

oil resulted in some form of asphaltene precipitation. However, a static asphaltene precipitation 

test using decane showed no asphaltene precipitation with decane. Subsequent reduction in the 

ratio of TAPS oil to decane by a trial-and-error process resulted in a significant reduction of this 

problem.  
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To solve the problem of the lack of “fresh” Berea sandstone samples, alternative core plugs were 

obtained from the archives of the Alaska Department of Natural Resources (DNR). As has been 

mentioned, these core plugs were from Conoco (BP) Milne Point Unit KR L-01. The incentive 

for using these plugs was that they were from ANS. However, the size of the core plugs 

(1”diameter x 1.5” length) was of major concern, in terms of the resultant impact on the 

experimental outcome. The option of stacking the two or three core plugs together was 

considered but was not used because of the anticipated complication during the wettability 

characterization phase. It was anticipated that errors would be introduced during the spontaneous 

displacement phase of the Amott-Harvey index characterization, because additional fluids would 

imbibe and/or be displaced from the individual faces of the composite cores. In addition 

measurement of the absolute permeability would be influenced by how well-meshed the 

adjoining faces of the stacked cores were during the brine displacement through the stacked core 

plugs.  

Each of these floods was started at the same initial condition (oil-saturated core at irreducible 

water saturation). This allowed the measurement of the core wettability at the end of every 

coreflood. Similar values of the irreducible water saturation were obtained for all the floods. In 

order to normalize the effect of varying initial water saturation, if any, the oil recovery is shown 

as percentage of oil initially in place. Figure 7.14, Figure 7.15, Figure 7.16, Figure 7.17 and 

Figure 7.18 show the effects of brine temperature and salinity on the waterflood oil recovery 

profile. For all cases, the production of only decane was observed until water breakthrough, after 

which no further oil production was observed. This phenomenon is due to the initial core 

treatment, which is believed to have rendered the core “strongly” water-wet; the initial 

wettability indices (IAH) of all the cores were between 0.77 and 0.90. One notable characteristic 

of water-wet systems is the absence of further oil production after water breakthrough because of 

piston-like displacement of oil by the water. 

Waterflood displacement in a water-wet system is assumed to be piston-like as a result of 

favorable capillary pressure effect. As has been stated, in water-wet cores stable films of water 

are found around the sand grains. Consequently, the oil phase occupies the pore spaces in 

between the water films, that is, the large pore spaces. When water is injected at one end of the 

core, it easily imbibes into the large as well as the very small pores displacing the oil from the 
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small pores into the very large pores. The fact that water can imbibe easily into the very small 

pores (as well as the large pores) results in very efficient displacement since bypassing of the oil 

is minimized. This concept may be developed further by considering what happens when a 

water-wet core at connate water saturation is immersed in water. Upon immersion, water will 

spontaneously imbibe into the core plug because of favorable capillary forces at play. If the core 

is immersed long enough, water will spontaneously displace the oil to residual oil saturation.  

A simplistic one-dimensional representation of the waterflood displacement of oil from a water-

wet rock is obtained by combining the Buckley-Leverett frontal advance model and the solution 

to the fractional flow equation. It is shown that upon injection of water only oil is produced until 

water breakthrough, when the additional volume of produced oil is at the expense of increasing 

water-cut/water-oil ratio (WOR). An observation of the production characteristics shown in 

Figure 7.14, Figure 7.15, Figure 7.16, Figure 7.17 and Figure 7.18 shows continuous 

production of oil until water breakthrough. The observed situation where little or no oil is 

produced after breakthrough of water may be explained by understanding the trapping 

mechanism in water-wet systems.  

Many models60,101,102,103 have been proposed to explain the isolation and trapping of oil in water-

wet pores. One such model, the Jamin Effect, has been discussed by several authors101 and 

presents oil trapping in a single capillary as a result of variation in pore size, contact angles, and 

interfacial tension (IFT) between the wetting and non-wetting phase. While this model does not 

have the complexity of actual reservoir rock, it does provide a basis for analyzing the model of 

interest in this work for explaining the observed absence of further oil production after 

breakthrough—the pore-doublet model60,103. The analyses of the pore-doublet model presented in 

this work are summarized from Willhite60. 

The pore-doublet model tries to represent the complexity of the porous media by considering 

fluid flow in two connected parallel capillaries having different radii, r1 and r2. One of the 

capillaries has a smaller radius, and for the purpose of this work, r1 will be assumed to be smaller 

than r2. Even though the pore-doublet model still lacks the complexity of actual variation of the 

reservoir rock pore network, size and distribution it illustrates the concept of a varying pore size 

network through which fluids can flow (i.e., concept of differential flow channels). The initial 
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conditions of the pore doublet are (1) both pores are considered water-wet and (2) both pores 

(and the pore-doublet outlet header) are completely saturated with oil. The pore doublet is 

connected to common inlet and outlet headers.  

To illustrate the waterflood process, water is injected into the inlet header/pipe and oil is 

displaced simultaneously from both pores. This is a simplified representation of what happens 

when water is injected in a water-wet core and imbibes into the small and large pore spaces 

respectively displacing oil from these pore spaces. For ease of analysis, the viscosities and 

densities of the oil and water phases are assumed equal. For oil to be trapped in any of the pores 

in this displacement process, it is expected that (1) the displacement of oil will proceed faster in 

one of the pores than the other and (2) there is insufficient pressure gradient to displace the 

trapped oil drop from the pore having the lower displacement rate. It has been shown60 that for a 

typical displacement condition, the displacement rate proceeds faster in the smaller pore and the 

oil is trapped in the larger pore once the oil is completely displaced from the smaller pore. Before 

complete displacement of oil from the smaller pore, pressure drop across the pore doublet is a 

combination of pressure drop because of capillary forces and pressure drop due to viscous forces.  

After the oil is completely displaced from the smaller pore, the pressure at the outlet end 

decreases (because of the absence of capillary forces in the smaller pore) such that the inlet 

pressure is now larger. At this point, the oil in pore two is cut off/isolated by the water flowing 

through the smaller pore and thus exists as an isolated globule of oil. If a constant velocity of 

flow is maintained in the smaller pore, the pressure drop because of friction pressure loss in 

smaller pore is now available to force the trapped/isolated oil drop in the larger pore. This will 

cause some movement of the oil phase, which in turn will result in the variation of the advancing 

versus receding contact angles. Such variation in the contact angles results in the trapping of oil 

as a result of the Jamin Effect. Though the pore-doublet model is not an exact representation of a 

porous medium it does incorporate the mechanism of competing flows in parallel flow channels 

that exist in the reservoir rocks. As has been indicated the isolation of oil in larger pores (where 

water is the wetting phase) is a result of non-uniform flow because of capillary forces. The 

trapped/isolated oil phase is strongly held in place by capillary forces that cannot be overcome 

by the relatively small viscous force which is available. Once the oil is isolated, it becomes 
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trapped by capillary forces such that once water breakthrough occurs, little or no oil production 

is observed. 

Examination of the plots from the experiments shows that incremental oil is recovered with a 

decrease in brine salinity and/or an increase in temperature of the displacing brine. This increase 

is not very significant, however, in comparison with the observed recovery with the Berea 

sandstone cores. It is suspected that this observation may be due to the very small size of the 

cores used in this second-set of experiments; all the cores have diameters ≈ 1 in. and lengths ≈ 

1.5 in. The trapping of oil in a porous medium, and thus its overall recovery, has been shown to 

be a function of pore size and pore-size distribution. Consequently, the reduced length of the 

core sample used in this experiment is believed to have impacted oil recovery because of 

reduction in complexity of the pore distribution and the multiplier effect (on any error) due to the 

small core size. This concept can be illustrated by considering the presence of two (or more) 

discontinuous streaks of shale, laterally displaced, of lengths 0.6 in. and 0.8 in., respectively, in 

any of the core samples. The impact of the shale streaks on the observed production 

characteristics will be more pronounced in a 1-in. diameter core with a length of 1.5 in., 

compared with a second core either having the same diameter as the first core but much longer 

length (about 4 in.) or having a larger diameter (1.5 in.) and a slightly longer length (2.5 in. or 

more). As was reported, the presence of shale streaks was observed in the cores sourced from 

DNR archives. 

Blown-up inserts are included in all the plots (Figure 7.14, Figure 7.15, Figure 7.16, Figure 

7.17 and Figure 7.18) to aid in the visual observation of the recovery profile. The general trend 

observed in all experiments is that injection of low-salinity waterfloods (2% and 1% salinities) 

results in higher volume of recovered oil compared to the high-salinity waterfloods (4% salinity); 

additionally, increasing the temperature of the injected water results in increased recoveries for 

the high-salinity and low-salinity brines.  
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Figure 7.14: Oil Recovery Profile - Temperature and Salinity Effects, Core Sample #1 
(DNR Cores/Decane System). 
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Figure 7.15: Oil Recovery Profile - Temperature and Salinity Effects, Core Sample #2 
(DNR Core/Decane System). 
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Figure 7.16: Oil Recovery Profile - Temperature and Salinity Effects, Core Sample #3 
(DNR Core/Decane System). 
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Figure 7.17: Oil Recovery Profile - Temperature and Salinity Effects, Core Sample #4 
(DNR Core/Decane System). 
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Figure 7.18: Oil Recovery Profile - Temperature and Salinity Effects, Core Sample #5 
(DNR Core/Decane System). 

 

7.5 Impact of Low-Salinity Waterflood (Ambient and Elevated Temperatures) and/or 
Variation in Wettability on Residual Oil Saturation 

Other studies on observed waterflood recoveries have reported increases in recovered oil volume 

and/or recovery efficiency for various wetting conditions, which include (1) a shift towards the 

strongly water-wet condition51; (2) a shift towards intermediate/neutral wettability66,67,68,69, and 

(3) the mixed-wet condition38. Consequently, it is believed that the observed incremental oil 

recovered and thus reduced Sor may be due to some changes in wettability. To confirm this 

dependence of oil recovery efficiency on wettability and wettability variation, the wetting states 

of all the core samples were determined after each run using the Amott-Harvey wetting index. 
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Figure 7.19 to Figure 7.23 show the variations in the values of the Amott-Harvey wettability 

index and the residual oil saturation with changes in brine salinity and temperature. 

The general observed trend is a reduction in Sor and an increase in the Amott-Harvey wetting 

index with decrease in salinity of the injected brine and increase in the brine temperature. A 

deviation in the initial wettability index trend was observed in one of the experiments and the 

result is presented in Figure 7.22, which shows a decrease in the wetting index after high-

salinity waterflood at elevated temperature. Though the immediate reason for this deviation is 

unclear, it is suspected that it may have been because of some measurement noise/error 

introduced by the very small size of the core. However, the general trend after this deviation 

corresponds to the observed trends in the other similar experiments in this work. 

The observed results seem to indicate that for this set of experiments, the decrease in residual oil 

saturation corresponds to an increase in water-wetness. Similar observations of an increase in the 

water-wetting nature of the core sample with a decrease in brine salinity have been reported89,90. 

Tang and Morrow89 carried out exploratory studies to determine the effect of cation valency and 

salinity on core wettability and oil recovery for selected crude oil/brine/rock (COBR) systems. 

All the waterflood studies showed improved oil recovery with decrease in brine salinity for 

monovalent (NaCl) and divalent (CaCl2) brine systems. For both systems, they observed that the 

increase in oil recovery with reduction in brine salinity corresponded with an increase in the 

wettability of the cores towards increased water-wetness. The reason for this trend is not clear (it 

was anticipated that an increase in oil recovery would be a result of a decrease in the water-

wetting nature of the core sample) and attempts to explain this trend using the Derjaguin, 

Landau, Verwey, and Overbeek (DLVO) theory has limited success. Tang and Morrow87 

hypothesized that the increase in recovery they observed in their experiment was related to the 

transfer of a fraction of the fine particles from the rock walls to the oil-water interface during the 

course of displacement. 

As has already been indicated in this work, wettability alteration in COBR systems depends on 

the composition of the crude oil in addition to the salinity and pH of the brine. The importance of 

the oil composition lies in the fact that the wetting-state modifying components such as 

asphaltenes, high molecular-weight paraffins, porphyrins, acids, and bases (which determine the 
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system pH) are constituents of the crude oil. The role of brine in mediating adsorption from the 

crude oil has already been explained. The oil phase used in the second set of experiments is 

refined oil (decane spiked with a very small quantity of TAPS crude oil blend). Consequently, it 

is not anticipated that wettability alteration will be by the adsorption onto the core surface of any 

heavy fraction from the crude oil. Though the pH of the system was not measured, it is suspected 

that the pH will be close to neutral. Ionization of the NaCl brine in solution does not affect the 

pH of the system since the ions do not react with the water to form weak acids or weak bases. 

The decane does not contain any acidic or basic components, and it is expected that the low 

mixing ratio (TAPS oil to decane) will minimize the effect of any acidic or basic constituent in 

the TAPS oil.  

Consequently, it is conceivable that, in this case, the variation in wettability and reduction in 

ROS is not a result of the aforementioned mechanisms/variables. Unfortunately, none of the 

published results where similar trends on wettability change towards increasing water-wetness 

with reduction in injected brine salinity have been able to explain the reason for this observed 

trend. It is suspected that the observed increase in water-wettability may be a result of minute 

production of fines that may have been oil-wet sites. This will result in an increased volume of 

water that will spontaneously imbibe into the core and/or a reduction in the total volume of water 

that will be displaced spontaneously by oil. The outcome of this is an increase in the value of the 

Amott-Harvey wettability index.  

Another observation made on the wettability variation shows that the variation in the wettability 

index is not very significant. The observation made by Tang and Morrow89 on the variation in 

wettability towards increasing water-wetness also showed similar cluster of the endpoint 

wetting-state value using the spontaneous imbibition measurement of wettability discussed by 

Ma et al.27. It is pertinent to note that there may be no basis for comparing the two results, in 

terms of the endpoint cluster of the wetting indices for the different cores, as the wettability 

determination methods used are based on two different approaches. In addition, the experimental 

conditions were different as were the fluid and core systems for the two experiments. It is 

possible, though unsubstantiated, that the brine salinity may have influenced the extent of 

wettability variation in both cases. 
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Figure 7.19: ROS - Temperature and Salinity Effects on Wettability, Core Sample #1 (DNR 
Cores/Decane System). 

 

 

Figure 7.20: ROS - Temperature and Salinity Effects on Wettability, Core Sample #2 (DNR 
Cores/Decane System). 
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Figure 7.21: ROS - Temperature and Salinity Effects on Wettability, Core Sample #3 (DNR 
Cores/Decane System). 

 

 

Figure 7.22: ROS - Temperature and Salinity Effects on Wettability, Core Sample #4 (DNR 
Cores/Decane System). 
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Figure 7.23: ROS - Temperature and Salinity Effects on Wettability, Core Sample #5 (DNR 
Cores/Decane System). 
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CHAPTER 8: Results and Discussion – Representative Cores 

In all the three sets of experiments, the potential of the low-salinity brine injection in secondary 

oil recovery was examined. For all three sets, an attempt was made to commence all the 

coreflood experiments at the similar initial condition; that is, the cores were at initial oil 

saturation (Soi) and interstitial/connate water saturation (Swi). An attempt is also made to explain 

any observed increase in recovered oil volume and reduction in residual oil saturation (Sor) in 

terms of change in wettability using the Amott-Harvey wettability index. The connate water 

salinity of the all the set of experiments was kept constant at a “high” salinity of 22,000 TDS in 

order to mimic the reservoir saturation conditions. 

 

In most of the experiments, it is observed that there was an increase in oil recovery with a 

decrease in the salinity of the injected brine. Thus, more oil is recovered when brine of a lower 

salinity is injected. It is encouraging to observe, in most of the experiments, a more or less 

consistent trend.  

 

For the first sets of experiments, (i.e., on new [clean] cores), waterfloods were carried out using 

all the three brines viz. 22,000 TDS, 11,000 TDS and 5,500 TDS. After every waterflood, the 

Amott-Harvey wettability index and residual oil saturation value were calculated. For the second 

set of experiments, the cores used were the same cores on which previously the first set of 

experiments had been carried out. But before using these cores for the second set of experiments, 

these cores were oil aged for 21 days. Similar to the first set of experiments, waterfloods were 

carried out on these oil aged cores using all the three brines viz. 22,000 TDS, 11,000 TDS and 

5,500 TDS. After every waterflood, the Amott-Harvey wettability index and residual oil 

saturation value were calculated.  

 

For the third set, experiments were carried out on new (clean) core samples. As stated earlier, 

waterfloodings were carried out using 22,000 TDS salinity brine and ANS lake water. Similar to 

the first two sets of experiments, after every waterflood the Amott-Harvey wettability index and 

residual oil saturation value were calculated.  
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8.1 Experiment on New (Clean) Cores 

Figure 8.1 shows that when new (clean) Core E was waterflooded with 22,000 TDS brine the 

Amott-Harvey wettability index (IAH) was observed to be 0.320. As the brine salinity decreased 

to 11,000 TDS, IAH value increased to 0.330. Finally, IAH value increased to 0.350 when 

waterflooding was done with 5,500 TDS brine. 
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Figure 8.1: Effect of Brine Salinity on Wettability (Core E). 

 

The Amott-Harvey wettability index (IAH) is used to characterize the wettability of the cores. 

From Figure 8.1, it is observed that water-wetness of the core increased slightly when it was 

flooded with less saline brine. However, the change in IAH appears to be very marginal. 

 

The residual oil saturation (Sor) value indicates how much oil is left behind in the pore space of 

the rock/core sample. When cores were flooded with different salinity brines, each waterflood 

resulted in a particular value of Sor. In case of the new (clean) Core E, when it was waterflooded 

with 22,000 TDS brine, it resulted in (Sor) value of 0.4077. But when brine salinity decreased 

from 22,000 TDS to 11,000 TDS to 5,500 TDS, the (Sor) value decreased from 0.4077 to 0.3837 

to finally 0.3218, respectively (see Figure 8.2). It implies that when the core was flooded with 



151 

 

  

22,000 TDS brine, the recovery was 36% of the original oil in place (OOIP), but when flooded 

with 11,000 TDS brine, the recovery was 37% of OOIP. Finally, recovery rose to 50% of the 

OOIP when the core was waterflooded with 5,500 TDS brine.  
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Figure 8.2: Effect of Brine Salinity on Residual Oil Saturation (Core E). 

  

Thus, it is observed that there was an increase in oil recovery with a decrease in the salinity of 

the injected brine. Consequently, more pore volumes of oil are recovered when brine of lower 

salinity is injected (see Figure 8.3). 
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Figure 8.3: Oil Recovery Profile for New Core E. 

 

8.2 Experiment on Oil Aged Cores 

When the same Core E was oil aged, Amott-Harvey index (IAH) values decreased compared to its 

previous values when the core was new (clean). However, it is interesting to note that IAH value 

increased from 0.260 to 0.268 to 0.282 when flooded with 22,000 TDS, 11,000 TDS and 5,500 

TDS brine, respectively. It shows that when the cores were flooded with less saline brine, it 

resulted in a slight increase in the water-wetting state of the cores. However, this change in the 

IAH appears to be marginal (see Figure 8.1).   

 

It is also interesting to observe that when Core E was oil aged, there was an increase in the 

values of residual saturation compared to its residual saturation values when core was new 

(clean). However, it is also observed that as brine salinity decreased, the residual oil saturation 

value also decreased. When Core E was waterflooded with 22,000 TDS brine, it resulted in (Sor) 

value of 0.4631, but when brine salinity decreased from 22,000 TDS to 11,000 TDS to 5,500 

TDS, the (Sor) value decreased from 0.4631 to 0.4336 to finally 0.3857, respectively (see Figure 

8.2).  
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This implies that when the core was flooded with 22,000 TDS brine, the recovery was 31% of 

the OOIP. But when flooded with 11,000 TDS brine, the recovery was 34% OOIP and, finally, 

recovery rose to 42% of the OOIP when the core was waterflooded with 5,500 TDS brine. As a 

consequence, more pore volumes of oil are recovered when brine of lower salinity is injected 

(see Figure 8.4). 
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Figure 8.4: Oil Recovery Profile for Oil Aged Core E. 

 

Thus when waterflood experiments were conducted on oil aged core, it was observed that the 

wettability state of the core shifted from a strongly water-wet (IAH = +0.3 to +1.0) to a slightly 

water-wet (IAH = +0.1 to +0.3) wetting state. The above-stated observations for oil aged Core E 

can be attributed to the adsorption of polar compounds and/or the deposition of organic matter 

that was originally in the crude oil. Surface-active compounds in the crude oil are generally 

believed to be polar compounds that contain oxygen, nitrogen, and sulfur. These compounds are 

most prevalent in the heavier fractions of crude oil. It is believed that these compounds are 

responsible for altering the wetting state of the rock metrics/core surface.  

 

Many researchers have proposed that the shifting of the wettability state towards a water-wet 

state has given increase in oil recovery. Many have also proposed that shift towards oil-wet state 
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or intermediate-wet state gives increased oil recovery. Consequently, it is believed that the 

observed incremental oil recovered and thus reduced Sor may be due to subtle alterations in 

wettability.  

 

In the present study, for new (clean) and oil aged cores, the wettability of all the core samples is 

determined after each run using the Amott-Harvey wettability index. The 

measurements/characterization of wettability at every stage of run was done to validate the 

dependency of oil recovery efficiency on wettability and wettability variation.  

 

As stated earlier, the general observed trend is a reduction in Sor and an increase in the Amott-

Harvey wettability index with a decrease in the salinity of the injected brine at reservoir 

temperature. Plots show the variations in the values of the Amott-Harvey wettability index and 

the residual oil saturation with changes in brine salinity. From the graphs, it can be understood 

that the shift towards a water-wetting state resulted in a decrease of residual oil saturation.  

 

Donaldson and Thomas51 reported that more oil is recovered from a water-wet system than from 

either the intermediate-wet or the oil-wet system. While Amott14, Rathmell et al.2, Morrow et 

al.25, and Salathiel38 showed that that the alteration in wetting from strongly to weakly water-wet 

resulted in reduced Sor. Conversely, in the present study it is observed that as the Amott-Harvey 

wettability index increased—that is, as water-wetness increased—the residual oil saturation Sor 

value decreased. These observations are consistent with observations made in the literature by 

Tang and Morrow89 and Sharma and Filoco91. The reason for this trend is not clear, but as stated 

earlier; Tang and Morrow89 supposed that the detachment of mixed-wet clay particles from pores 

mobilized previously retained oil droplets attached to these clays, allowing an increase in oil 

recovery.  

 

8.3 Experiment Using ANS Lake Water 

In the previous two experiments, the brine used for the corefloods was synthetically 

prepared/reconstituted brine in the laboratory. As the ANS lake water has much less salinity 

(approximately 50–60 TDS), in this set of coreflooding experiments the representative low-
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salinity ANS lake water was used as an alternative to low-saline brines viz. 11,000 TDS and 

5,500 TDS brine. Results of specimen Core H will be discussed in this section. 

 

Plots from these experiments show that incremental oil is recovered with a decrease in brine 

salinity of the displacing brine. Figure 8.5 shows that when new (clean) Core H was 

waterflooded with 22,000 TDS brine, the Amott-Harvey wettability index (IAH) was observed to 

be 0.26. When the less saline ANS lake water was used, IAH value increased to 0.29. However, 

the IAH change appears to be marginal and takes place within the window of slightly water-wet 

characteristics when the core was flooded with less saline brine.  
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Figure 8.5: Effect of Brine Salinity on Wettability (Core H). 

 

When the new (clean) core H, was waterflooded with 22,000 TDS brine, it resulted in (Sor) value 

of 0.3971. But when brine salinity decreased, that is, when the less saline ANS lake water was 

used, the (Sor) value decreased from 0.3971 to 0.2052 (see Figure 8.6). 
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Figure 8.6: Effect of Brine Salinity on Residual Oil Saturation (Core H). 

  

This means that when the core was flooded with 22,000 TDS brine, the recovery was 40%, but 

when flooded with ANS lake water, the recovery was 68%. Thus, more pore volumes of oil are 

recovered when brine of lower salinity is injected (see Figure 8.7). 
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Figure 8.7: Oil Recovery Profile (Core H). 

 

The first and second types of experiments were performed on seven ANS core samples. All of 

them have shown result trends similar to Core E (i.e., a slight increase in Amott-Harvey 

wettability index (IAH) and a substantial decrease in residual oil saturation (Sor) as the salinity of 

the brine used for waterflooding is decreased). The third type of experiment was performed on 

three ANS core samples. It was interesting to observe that all of them showed result trends 

similar to Core H (i.e., an increase in the Amott-Harvey wettability index and a decrease in 

residual oil saturation, as the salinity of the brine used for waterflooding is decreased to that of 

ANS lake water).  

 

The results obtained using ANS lake water are similar to some of the field or reservoir condition 

low-salinity waterflood experiments done by other researchers. In laboratory tests of secondary 

recovery by injection of low-salinity brine, Webb et al.95 reported that injection of 4,000 ppm 

brine into a reservoir core gave recoveries of up to 40% (~23% PV) higher than given by 

injection of 8,000 ppm brine. Whereas, in the present study, the injection of ANS lake water (50–
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60 TDS) into ANS core gave recoveries of up to 68%, which is 28% higher than given by 

injection of 22,000 TDS brine. 

 

McGuire et al.93 conducted the SWCTT (Single Well Chemical Tracer Tests) two in the Ivishak 

sandstone, one each in the Kuparuk and Kekiktuk sandstones. The results from the tests showed 

that waterflood residual-oil saturation (Sor) was substantially reduced by low-salinity water 

injection. The low-salinity EOR (LoSalTM; owned by BP) benefits ranged from 6% to 12% OOIP, 

resulting in an increase in waterflood recovery of 8% to 19%. Based on these encouraging 

results, low-salinity oil recovery is being actively evaluated for North Slope reservoirs.  

 

Formation water is one of the main sources for waterflooding process at ANS. Sometimes 

seawater is also considered for waterflooding process. Seawater salinity is typically 30,000–

35,000 ppm, while formation waters can vary from almost fresh water to ~250,000 ppm, that is, 

almost salt saturated95. If the high-saline water is diluted with less saline water then the resulting 

water would be of salinity which is higher than less saline water but would obviously be less 

than high-salinity water. Thus in order to achieve low-salinity water for waterflooding at ANS, 

diluting the formation water or seawater with less salinity water sources like ANS lake waters 

looks to be a promising option.  

 

In Figure 8.8, results from different studies (McGuire et al.93; Webb et al.95 and present work) 

are plotted to see how reduction in brine salinity results in a decrease of residual oil saturation or 

in other words how a decrease in brine salinity helps to increase the oil recovery. Figure 8.8 

shows that as brine salinity decreased there is always a reduction in residual oil saturation, that 

is, an increase in oil recovery. It is observed that when reduction in brine salinity is more than 

80%, there is a significant increase in oil recovery. 
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Figure 8.8: Increase in % Oil Recovery/Change in % Sor With Reduction of Brine Salinity 
for Different Studies (McGuire et al.93; Webb et al.95; present work is using ANS 
representative core samples). 

 

The results of the remaining core samples of the present study are shown graphically and 

summarized in Table 8.1.  

DNR samples 

DNR samples 
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Table 8.1: Results of Core Samples (A through G) Using Laboratory Brine 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Core 

Name 

    Unaged (New) Core 

Experiment Results 

Aged Core Experiment Results 

 22000 

TDS 

11000 

TDS 

5500 

TDS 

22000 

TDS 

11000 

TDS 

5500 

TDS 

       

A       

Sor 0.3959 0.2033 0.1986 0.4456 0.4239 0.4131 

IAH 0.4483 0.45 0.4545 0.375 0.3684 0.381 

B        

Sor 0.3751 0.3011 0.297 Core got damaged    

IAH 0.35 0.36 0.38 Hence no results  

C       

Sor 0.3862 0.3646 0.2775 0.401 0.3878 0.3246 

IAH 0.45 0.455 0.46 0.375 0.381 0.409 

D       

Sor 0.443 0.4125 0.4112 0.4548 0.449 0.429 

IAH 0.28 0.2857 0.31 0.26 0.26 0.28 

E        

Sor 0.4077 0.3837 0.3218 0.4631 0.4336 0.3857 

IAH 0.32 0.33 0.35 0.26 0.2683 0.282 

F       

Sor 0.3606 0.3517 0.3185 0.3634 0.3388 0.327 

IAH 0.25 0.3 0.31 0.22 0.23 0.24 

G       

Sor 0.4193 0.3968 0.3685 0.4717 0.454 0.4211 

IAH 0.35 0.37 0.38 0.33 0.33 0.34 
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Table 8.2: Results of Core Samples (H through J) Using ANS Lake Water 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Core Name 22000 TDS ANS lake Water 

H   

Sor 0.3971 0.2052 

IAH 0.26 0.29 

I   

Sor 0.3535 0.2216 

IAH 0.25 0.27 

J   

Sor 0.3765 0.2115 

IAH 0.24 0.277 
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Figure 8.9: Effect of Brine Salinity on Wettability (Core A). 
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Figure 8.10: Effect of Brine Salinity on Residual Oil Saturation (Core A). 
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Figure 8.11: Oil Recovery Profile for New Core A. 
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Figure 8.12: Oil Recovery Profile for Oil Aged Core A. 
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2) Core B 
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Figure 8.13: Effect of Brine Salinity on Wettability for New Core B. 
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Figure 8.14: Effect of Brine Salinity on Residual Oil Saturation for New Core B. 
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Figure 8.15: Oil Recovery Profile for New Core B. 
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3) Core C 
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Figure 8.16: Effect of Brine Salinity on Wettability (Core C). 
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Figure 8.17: Effect of Brine Salinity on Residual Oil Saturation (Core C). 
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Figure 8.18: Oil Recovery Profile for New Core C. 
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Figure 8.19: Oil Recovery Profile for Oil Aged Core C. 
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4) Core D 
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Figure 8.20: Effect of Brine Salinity on Wettability (Core D). 
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Figure 8.21: Effect of Brine Salinity on Residual Oil Saturation (Core D). 
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Figure 8.22: Oil Recovery Profile for New Core D. 
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Figure 8.23: Oil Recovery Profile for Oil Aged Core D. 

 



170 

 

  

5) Core F 
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Figure 8.24: Effect of Brine Salinity on Wettability (Core F). 
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Figure 8.25: Effect of Brine Salinity on Residual Oil Saturation (Core F). 
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Figure 8.26: Oil Recovery Profile for New Core F. 
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Figure 8.27: Oil Recovery Profile for Oil Aged Core F. 
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6) Core G 
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Figure 8.28: Effect of Brine Salinity on Wettability (Core G). 
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Figure 8.29: Effect of Brine Salinity on Residual Oil Saturation (Core G) 
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Figure 8.30: Oil Recovery Profile for New Core G. 
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Figure 8.31: Oil Recovery Profile for Oil Aged Core G. 
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Figure 8.32: Effect of Brine Salinity on Wettability for New Core I. 
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Figure 8.33: Effect of Brine Salinity on Residual Oil Saturation for New Core I. 
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Figure 8.34: Oil Recovery Profile for New Core I. 
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Figure 8.35: Effect of Brine Salinity on Wettability for New Core J. 
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Figure 8.36: Effect of Brine Salinity on Residual Oil Saturation for New Core J. 
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Figure 8.37: Oil Recovery Profile for New Core J. 
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CHAPTER 9: Cyclic Water Injection (Within-Scope Expansion) 

9.1 Introduction 

All waterfloods that have been conducted so far on several core samples have indicated that 

residual oil saturation is substantially reduced by lowering the salinity of the injection brine. 

However, continuous injection of water (conventional waterflood) may cause 

fingering/channeling of water, causing an early breakthrough of water and thus reducing oil 

recovery. On the other hand, in cyclic water injection, the injection of water is not continuous; it 

is switched on and off using a timing device in the pumping system. In these types of 

experiments, during the off period, spontaneous fluid spreading is observed, leading to smoother 

and stable displacement fronts as compared with continuous injection. 

 

One of the major benefits in cyclic water injection is the fact that residual oil saturation is 

reached relatively earlier than the continuous injection mode—obviously something that is very 

attractive for field applications. For example, for recovering 60% of the oil, in continuous water 

injection you may end up injecting 1.5 PVs of water, whereas in cyclic water injection one may 

need only 1 PV of water—essentially more oil recovered for the same amount of water injected. 

This is demonstrated in the work of Ivanov (SPE 99678; paper presented at Tulsa IOR meeting 

in April 2006). Ivanov’s team conducted experiments using two-phase, immiscible, flow-through 

homogeneous-packed glass bead cells. Cyclic and continuous water injection was performed. 

Ivanov observed a smoother displacement of oil by water in cyclic when compared with 

conventional waterflooding. Though final oil recovery was more or less the same in both 

conditions, intermediate oil recovery was higher in cyclic than continuous injection, suggesting 

an early achievement of residual oil saturation and thereby less expense of water. Less water is 

required to recover the same amount of oil in cyclic injection. The experiments also concluded 

that lesser flow rates and shorter time intervals of pulse injection resulted in better recovery. 

Cyclic water injection has also been applied successfully in some reservoirs in the USA, Russia, 

and China. 
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This additional work is to experimentally test if cyclic rather than continuous water injection 

and/or the cyclic low-salinity water injection instead of continuous injection is successful in 

reducing the residual oil saturation early enough. 

 

9.2 Experimental Description and Setup 

The setup used for low-salinity waterflooding of representative cores was used with minor 

modifications. Water injection is performed at a lesser flow rate for a fixed time. The flow is 

then stopped or some idle time is provided so that the already flooded water can spread within 

the pores to displace oil out of the core. The flow is started again, and this sequence continues. 

This method can be related to a flow switch on-off mechanism. The ISCO pump is programmed 

to deliver this type of cyclic or pulse injection with a constant flow rate, alternating the idle flow 

period. The ISCO pump can be programmed to deliver cyclic injection by varying the flow rate 

as well as the time intervals of the pulse. 

 

Cores used were representative cores. Some of them were new and the rest were the ones that 

were used for continuous water injection. The same dead-oil sample used with representative 

cores was used for the cyclic runs too. Brines of 22,000, 11,000, and 5,500 were reconstituted in 

the lab, and ANS lake water was procured from Kuparuk Deadarm Lake-5 (thanks to Michael 

Lilly and Dr. Horacio Toniolo). All the runs were conducted at atmospheric temperature and 

overburden pressure conditions. 

 

Three sets of experiments were performed:  

1. Cyclic injection of lab-reconstituted brines of 22,000, 11,000, and 5,500 TDS salinity on 

low-salinity continuous waterflooded representative cores (3 in number) saturated with 

dead oil 

2. Cyclic injection of lab-reconstituted brine of 22,000 TDS salinity and ANS lake water on 

low-salinity continuous waterflooded representative cores (3 in number) saturated with 

dead oil 

3. Cyclic injection of lab-reconstituted brine of 22,000 TDS salinity on new representative 

cores (5 in number) saturated with dead oil by varying the time intervals of the pulse 

(through the ISCO pump). 
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9.3 Results 

The effect of low-salinity brine injection was consistently pronounced in the results of all three 

sets of experiments. This confirms the results obtained through low-salinity continuous 

waterflooding. For all three sets, an attempt was made to commence all coreflood experiments at 

the similar initial condition; that is, the cores were at initial oil saturation (Soi) and 

interstitial/connate water saturation (Swi). The connate water salinity of all sets of experiments 

was kept constant at a “high” salinity of 22,000 TDS in order to simulate the reservoir saturation 

conditions. 

 

For the first and second sets of experiments, cyclic injection aided in slight increase of oil 

recovery as compared to continuous injection. The residual oil saturation values also were 

considerably reduced. Within cyclic injection as the salinity of the brine was lowered, increased 

oil recovery and reduced residual oil saturation was a very consistent trend. Oil recovery, 

residual oil saturation, and Amott-Harvey wettability index were calculated after every run. Most 

of the runs confirmed the shift of the wettability index towards water-wet condition after a 

lowered salinity run. The best case was with ANS lake water with maximum oil recovery. It was 

also observed that oil was being produced even during the idle time of injection. This suggests 

that the water, which is flooded at a lower flow rate, takes its time to spread into pore capillaries 

during the flow time and displaces oil during the idle time. 

 

For the third set, experiments were conducted on new (clean) core samples. As stated earlier, 

waterfloods were carried out using 22,000 TDS salinity brine. A constant flow rate of 30 cc/hr 

was used. Two time intervals of the pulse were used: 1 min and 0.3 min. The results showed a 

clear reduction in the residual oil saturation with 0.3-min and then 1-min pulse intervals. There 

was a slight increase in oil recovery with the lesser time interval pulse. 

 

All the results are displayed in graphs and tables. 
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9.3.1 First Set (Used Cores with 3 Salinities) 

 

Figure 9.1: Oil Recovery (3 Salinities) 

 

Figure 9.2: Initial vs. Residual Oil Saturation (5,500 TDS, 3 Salinities) 
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Core 149 

 

Figure 9.3: Injected Brine vs. Oil Produced (Core 149) 

Core 151 

 

Figure 9.4: Injected Brine vs. Oil Produced (Core 151) 
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Core 152 

 

Figure 9.5: Injected Brine vs. Oil Produced (Core 152) 

Table 9.1: Results (Cyclic) 

Oil Recovery      Residual Oil Saturation 

Core  No./ 

Salinity‐TDS  22000  11000  5500

149  21.03  19.2  17.5

151  26.90  21.10  17.30

152  32.6  25  21.1

     

 

Amott-Harvey Index 

Core  No./ 

Salinity‐TDS  22000  11000  5500

149  0.23  0.263  0.23

151  0.31  0.33  0.357

152  0.42  0.375  0.307

     

Core  No./ 

Salinity‐TDS  22000   11000 5500

149 52.00  57.69 61.53

151 50.00  59.25 65.38

152 48.48  58.06 62.06
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9.3.2 Second Set (Used Cores with 22,000 TDS and ANS Lake Water) 

Core 43 

 
Figure 9.6: Injected Brine vs. Oil Produced (Core 43) 

Core 45 

 
Figure 9.7: Injected Brine vs. Oil Produced (Core 45) 



185 

 

  

Core 46 

 
Figure 9.8: Injected Brine vs. Oil Produced (Core 46) 

9.3.3 Third Set (New Cores with 22,000 TDS and Different Time Intervals) 

 

Figure 9.9: Residual Oil Saturation (Varying Time Intervals) 
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Figure 9.10: Oil Recovery (Varying Time Intervals) 

 

Core 1 

  
 

Figure 9.11: Injected Brine vs. Oil Recovered (Core 1) 
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Core 141 

 
Figure 9.12: Injected Brine vs. Oil Recovered (Core 141) 

Core 180 

 
Figure 9.13: Injected Brine vs. Oil Recovered (Core 180) 
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Core 181 

 
Figure 9.14: Injected Brine vs. Oil Recovered (Core 181) 
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Table 9.2: Results (Varying Time Intervals) 

Oil Recovery   
  Time   

Core #  1 min  0.3 min 

1 51.61 56.66

180 51.40 55.88

141 52.17 56.52

181 51.61 54.54

 
Residual Oil Saturation 

  Time   

Core #  1 min  0.3 min 

1 26.04 22.50

180 30.30 26.78

141 21.10 19.20

181 28.30 28.30
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CHAPTER 10: Conclusions and Recommendations 

10.1 Conclusions 

1. Extensive literature review on the effect of wettability on oil recovery has been done and 

presented. Reported cases of improved oil recovery for water-wet, intermediate-wet, 

mixed-wet, and oil-wet conditions have been reported. While there is no consensus on the 

wetting state for optimal oil recovery, more research findings seem to indicate that some 

form of intermediate wetting condition leads to optimal oil recovery. It is pertinent to 

note that characterizing a mixed-wet state using the Amott-Harvey method results in an 

index value that is typically classified as intermediate-wet.  

2. The coreflood rig used for the all coreflood studies was developed indigenously. The 

development process ranged from baseline design on paper, to equipment ordering, to 

interfacing different parts of the equipment from different manufacturers and finally 

running the coreflood rig. The rig performed as anticipated and all operational issues that 

arose while running the rig were addressed. 

3. Low-salinity waterfloods performed on two different types of core samples and oil 

samples (TAPS crude oil and decane) showed improvement in waterflood characteristics 

with observed reduction in residual oil saturation and improvement in the oil recovery 

efficiency. Incremental oil was recovered when the salinity of the brine was reduced from 

4% to 2% to 1%. 

4. Low-salinity waterfloods have the potential for improved oil recovery for either the 

tertiary recovery or secondary recovery process. When low-salinity brine is used for the 

tertiary oil recovery, simultaneous production of oil and water is observed. The tertiary 

process was carried out by injecting the high-salinity brine followed immediately by the 

low-salinity brines. For the secondary recovery process, production of only the oil phase 

was observed until water breakthrough with no further oil production observed after the 

breakthrough of water. For the secondary recovery process, all the corefloods 

commenced at the same initial condition where the core is at the connate water saturation. 

The observed increase in recovery with low-salinity corefloods is consistent with 

experimental results reported by other researchers. However, some researchers have 
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reported that no improved oil recovery was observed for low-salinity waterflood in the 

secondary recovery process. 

5. When the injected brine was heated, it is observed that more oil is recovered compared to 

injecting brine of similar salinity at ambient temperature. It is suspected that, in addition 

to other mechanisms, the improved recovery of oil at elevated temperature may be due to 

viscosity reduction of the TAPS crude oil. Published research studies on the effect of 

change in oil viscosity in mobilization of the trapped-oil phase during waterflooding 

indicate that some reduction in residual oil saturation was observed. 

6. The injection of low-salinity brine (at ambient and elevated temperature), for the 

decane/DNR core system resulted in an increase in the Amott-Harvey index and thus 

water-wetness of the core samples. This observed trend in wettability variation with 

reduction in brine salinity agreed with some of the published results of similar 

experimental studies, but is incongruent with other published results that indicated a 

decrease in water-wetness. Currently, published reports that explain the mechanism of 

COBR interaction that results in increase in water-wetness of core samples with decrease 

in brine salinity are few. One such report has indicated the influence of brine pH in 

wettability change, with high pH brine resulting in a more water-wet condition and lower 

pH brine resulting in a less water-wet condition.  

7. Results from this study indicate that there is potential for increasing ANS oil production 

and thus increasing the throughput of TAPS by improving oil recovery in matured ANS 

oil reservoirs through low-salinity brine injection. Currently waterflooding at ANS is 

done using formation water and formation water typically has high salinity. Research 

suggests that a cost-effective means of achieving low-salinity brine injection is by 

diluting the formation water by mixing with seawater. However, further research has 

indicated no benefits in terms of incremental oil recovery based on mixing formation 

brine and seawater. Two plausible options for ANS would be to use the low-salinity 

water reservoir, Prince Creek reservoir, located at the ANS or to set up a brine 

desalination plant. 

8. The injection of low-salinity brine at reservoir temperature, for the ANS crude oil/ANS 

new (clean) core system resulted in an increase in the Amott-Harvey wettability index 

and thus water-wetness of the core samples. This observed trend in wettability variation 
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with reduction in brine salinity agreed with some of the published results of similar 

experimental studies. 

9. The low-salinity waterflood also resulted in an increase in the water-wetting state of ANS 

crude oil/oil aged ANS core system. 

10. The water-wetness of the ANS core samples decreased when the cores were aged with 

ANS crude oil. Thus, the Amott-Harvey wettability index (IAH) shifted from strongly 

water-wet to slightly water-wet condition. However, the injection of low-salinity brine 

resulted in a slight increase in the water-wetness of the cores. 

11. The low-salinity waterflood resulted in a reduction in residual oil saturation (Sor) as the 

brine salinity decreased (from 22,000 TDS to 11,000 TDS and 5,500 TDS) for new 

(clean) as well as oil aged ANS core samples. Thus, more pore volumes of oil are 

recovered when brine of lower salinity is injected.  

12. Experiments performed using ANS lake water (50–60 TDS), which serves the purpose of 

less salinity brine, resulted in an increase of oil recovery. Hence, ANS lake water could 

be considered as a potential option of water supply for the waterflooding process 

employed on North Slope. Alternatively, ANS lake water can be considered for dilution 

of the high-salinity ANS reservoir brine. 

13. Low-salinity waterfloods have the potential for improved oil recovery in the secondary 

recovery process. This could be concluded on the basis of experimental results obtained 

from three sets of low-salinity waterflood experiments (partial as well as complete 

reservoir condition corefloods), performed on ANS core samples, carried out as part of 

the present study.  

14. Cyclic water injection contributes to further reduction of residual oil saturation and this 

has been consistently proved by all the runs conducted on both used and new 

representative cores. 

15. Significant increase in oil recovery is also observed in cyclic injection as compared to 

continuous waterflooding and this can be groomed as a potential option for EOR. 

16. Oil is produced even during the idle time of the injection and thus more oil has been 

recovered with less usage of water. Lesser flow rates and lesser time pulse intervals is an 

interesting option for secondary oil recovery.  
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10.2 Recommendations 

1. There is need to conduct detailed economic evaluation of the logistics of transporting and 

storing low-salinity brine from the Prince Creek formation to some of the distant ANS 

fields, as well as the option of desalination of formation water. It is believed that the 

gains as a result of improved oil recovery may more than offset the cost of transportation 

and storage of the low-salinity brine or the desalination of the formation water. 

2. Imaging technology such as X-ray, CT scanning could be considered for detailed 

visualization of the pore space, especially at the residual oil saturation condition to 

determine the location of remaining oil. This will also help in better understanding of the 

relationship between wettability and residual oil saturation as much information can be 

obtained by visualization of the pore space. 

3. Since low-salinity ANS lake water floods showed promising results in terms of 

significantly reduced residual oil saturation, this water can be considered as a potential 

source for either direct injection or dilution of high-salinity reservoir water to reap the 

benefits of low-salinity waterfloods. However, a detailed study on the economics of these 

two options is worth considering for future work. 
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NOMENCLATURE 

1. Vosp – Volume of spontaneous oil displacement 

2. Vofd – Volume of forced oil displacement 

3. Vwsp – Volume of spontaneous water displacement 

4. Vwfd – Volume of forced water displacement 

5. Iw – Displacement by water ratio 

6. Io – Displacement by oil ratio 

7. EOR – Enhanced Oil Recovery 

8. ANS – Alaska North Slope 

9. IOR – Improved Oil Recovery 

10. AETDL – Arctic Energy Technology Development Laboratory 

11. DNR – Department of Natural Resources 

12. KR – Kuparuk River 

13. IWS – Interstitial Water Saturation 

14. PV – Pore Volume 

15. ROS, SOR – Residual Oil Saturation 

16. OOIP – Original Oil in Place 

17. ppm – Parts per million 

18. PFS – Produced Fluid Separator 

19. DP – Differential Pressure 

20. TDS – Total Dissolved Solids 

21. DI – de-ionized 

22. Swc – Connate Water Saturation 

23. IFT – Interfacial tension 

24. OWC – Oil/Water Contact 

25. IAH – Amott Harvey Wettability Index 
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ABSTRACT 

Tundra lakes on the North Slope, Alaska, are an important resource for energy development 
and petroleum field operations. A majority of exploration activities, pipeline maintenance, and 
restoration activities take place on winter ice roads that depend on water availability at key 
times of the winter operating season. These same lakes provide important fisheries and 
ecosystem functions. In particular, overwintering habitat for fish is one important management 
concern. This study focused on the evaluation of winter water use in the current field operating 
areas to provide a better understanding of the current water use practices. It found that under 
the current water use practices, there were no measurable negative effects of winter pumping 
on the lakes studied and current water use management practices were appropriately 
conservative. The study did find many areas where improvements in the understanding of 
tundra lake hydrology and water usage would benefit industry, management agencies, and the 
protection of fisheries and ecosystems. 
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CONVERSION FACTORS, UNITS, WATER QUALITY UNITS, VERTICAL AND HORIZONTAL 
DATUM, ABBREVIATIONS AND SYMBOLS 

Conversion Factors 

Multiply
 

By 
 
To obtain 

  
Length  

inch (in.) 25.4 millimeter (mm) 
inch (in.) 2.54 centimeter (cm) 

foot (ft) 0.3048 meter (m) 
mile (mi) 1.609 kilometer (km) 

  
Area  

Acre 43559.999 square feet (ft2) 
Acre 0.405 hectare (ha) 

square foot (ft2) 3.587e-8 square mile (mi2) 
square mile (mi2) 2.590 square kilometer (km2) 

  
Volume  

gallon (gal) 3.785 liter (L) 
gallon (gal) 3785.412 milliliter (mL) 

cubic foot (ft3) 28.317 liter (L) 
Acre-ft 1233 cubic meter (m3) 

  
Velocity and Discharge  

foot per day (ft/d) 0.3048 meter per day (m/d) 
Square foot per day (ft2/d ) .0929 square meter per day (m2/d) 

cubic foot per second (ft3/s) 0.02832 cubic meter per second 
(m3/sec) 

  
Hydraulic Conductivity  

foot per day (ft/d) 0.3048 meter per day (m/d) 
foot per day (ft/d) 0.00035 centimeter per second 

(cm/sec) 
meter per day (m/d) 0.00115 centimeter per second 

(cm/sec) 
  

Hydraulic Gradient  
foot per foot (ft/ft) 5280 foot per mile (ft/mi) 

foot per mile (ft/mi) 0.1894 meter per kilometer (m/km) 
  

Pressure  
pound per square inch (lb/in2 ) 6.895 kilopascal (kPa) 
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1 EXECUTIVE SUMMARY 

For many years, the oil industry and support services have withdrawn water from freshwater 
lakes on the North Slope of Alaska to build ice roads and pads for increased access to remote 
sites with decreased maintenance costs.  This technique is quite important to industry in that it 
allows oil field development or maintenance while avoiding most of the environmental 
disturbance associated with construction of gravel roads and pads.  Construction on ice-roads 
and pads begins in December or January when the tundra mat is adequately frozen to support 
construction traffic and continues through April (depending upon weather).  Recently numerous 
questions were raised regarding the potential environmental consequences of water withdrawal.  
Possible effects of pumping include impacts to the water balance, direct impacts to aquatic 
organisms (including fish and invertebrates), and impacts to the lake-water chemistry (with 
subsequent effects on aquatic creatures).  There may also be associated cumulative impacts as 
lakes are repeatedly pumped year after year.  Questions have also been raised on pumping 
lakes and the consequent effects on neighboring (and potentially connected) unfrozen zones 
within frozen rivers that serve as over-winter fish habitat.  This study includes continuous 
monitoring of water characteristics that may be affected by pumping activities and evaluation of 
the factors that impact biological populations and chemical concentrations.  We also examined 
the inter-connectivity of lakes and channel networks in early spring to determine if pumping from 
one lake could impact a neighboring lake or river channel. This study focused on the evaluation 
of winter water use in the current field operating areas to provide a better understanding of the 
current water use practices. The identification of processes leading to cumulative impacts of 
water use was also an objective of the study. 
 
Selected study lakes on the North Slope of Alaska were monitored between September 2002 
and August 2005 to determine the effects of winter water withdrawals for ice road construction 
and facility or field operations. Physical and chemical parameters were measured for pumped 
and control lakes. Four lakes in the Kuparuk operations area were included in the study. Lakes 
K113C and K203C were unpumped control lakes, and lakes K209P and K214P were pumped 
lakes. An early winter storm in October 2003 overturned the data collection raft at K203C, and 
all raft components were recovered in January 2004. Instrumentation was not reinstalled at this 
site. In early 2004, two additional pumped lakes were added in the Alpine Field Area. Lake 
L9312 serves as one of the facility water-supply lakes for Alpine, and lake L9817 was used for 
ice road construction and maintenance. Lake recharge was monitored during spring snowmelt. 
Lakes K209P, K214P, and K113C all showed complete recharge during the snowmelt periods in 
2003, 2004 and 2005 based on visual observations. Lake L9312 was completely recharged by 
the Colville River bank overflow during 2004 springmelt. In 2005, the Colville did not overflow its 
banks and recharge the lake. The contributions of snowmelt and summer precipitation runoff 
from the L9312 watershed brought the lake to near-full conditions by fall freeze-up. L9817 is 
more remote and not road accessible, thus leading to less frequent observations. During 
September 2005, its small outlet stream was flowing, indicating lake-full conditions going into 
winter. Lake water-level decreases in response to pumping were detected and matched 
reasonably well with calculated values of water-level changes. Snow loading atop lake ice 
affects lake water-level measurements, but was adequately quantified to give acceptable 
resolution compared to small changes in lake water levels due to pumping. Many lakes have 
less snow cover than adjacent tundra, due to wind erosion and redistribution of snow. This 
influences the assessment of snow loading on lakes from standard snowfall measurements.  
 
Uniform reporting and archiving standards for lake water use data (monthly use volumes) will 
help with future evaluation of water use practices and future efforts to verify the presence or 
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absence of cumulative effects. This will significantly contribute to the state of knowledge and 
understanding of tundra lakes and water use issues. This will help reduce risks associated with 
water use for both facility purposes and ecosystems. It will also help evaluate the potential 
effects of changing climate and baseline conditions.  
 
The water-year (October to September) management approach corresponds better with the 
natural hydrologic cycle for tundra lakes on the North Slope. Adopting a uniform permitting 
period based on the water year, with a focus on appropriate recharge time periods would reduce 
risks to water users and simplify the water management process. We recommend separate 
reporting and permitting of land-fast ice removal from lakes. This is currently included in the 
permits and reports as under-ice pumped water. The primary management issue concerning 
land-fast ice removal is the determination of the equivalent water volume replacement during 
spring breakup. In addition, the removal of land-fast ice from grounded areas should not 
decrease the amount of under-ice water volume available for over-wintering fish habitat. The 
archiving of actual water volumes withdrawn from under lakes will help quantify the importance 
of spring snowmelt runoff for replacing removed lake ice and water. 
 
Lakes and adjacent water bodies can be connected through taliks (unfrozen ground). The use 
of GPR methods is effective at identifying very shallow taliks. Resistivity methods are more 
effective at talik identification for larger lakes and river systems. Isotope analysis can also help 
identify water source information. Both of these methods can be used together, but should 
always be incorporated with standard water-level surveys coupled with analysis of soil 
properties from borings.  
 
Lake chemistry changes during winter periods are dominated by ice-formation processes in 
shallow lakes.  Specific conductance and ion concentrations were shown to increase throughout 
the winter due to solute exclusion processes.  Measurements of specific conductance through 
spring breakup showed that the under-ice water is diluted by fresh, low specific-conductance 
meltwater, which essentially resets the lakes’ chemistry going into summer. Temperatures in the 
water column were similar between pumped and control lakes and thermal profiles at pumped 
lakes were consistent with cold, shallow arctic lakes. Predominant wind-mixing in shallow lakes 
prevails over the typical lake turnover events due to temperature-density relationships. The 
gradual depletion of dissolved oxygen observed at the control lakes meets expectations of 
under-ice oxygen dynamics. Rigorous field measurements displayed vertical differences in DO 
concentration, with the highest levels found just below the ice and lowest just above lake 
bottoms.  L9312 was observed to maintain high DO levels throughout winter months. The 
marked differences in vertical profiles clearly indicate that sampling technique is critically 
important in quantifying dissolved oxygen concentrations, and that different lakes may have 
different dissolved-oxygen consumption rates.  
 
We found that under the current water use practices, there were no measurable negative effects 
of winter pumping on the lakes studied and current water use management practices were 
appropriately conservative. physical and chemical parameters were similar between pumped 
and control lakes for the range of water use observed during the 2002-2005 winter operational 
seasons. All lakes were completely recharged by spring snowmelt, with the exception of L9312 
during the spring of 2005, though was partially recharged during spring snowmelt and summer 
2005 precipitation. The study did find many areas where improvements in the understanding of 
tundra lake hydrology and water usage would benefit industry, management agencies, and the 
protection of fisheries and ecosystems resources. 
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2 PROJECT OVERVIEW 

For many years, the oil industry and support services have withdrawn water from freshwater 
lakes to build ice roads and pads for increased access to remote sites with decreased 
maintenance costs.  This technique is important to the oil industry in that it allows oil field 
development or maintenance while avoiding the environmental disturbance associated with 
construction of gravel roads and pads.  Construction on ice-roads and pads begins in December 
or January when the tundra mat is adequately frozen to support construction traffic and 
continues through April (depending upon weather).  Recently numerous questions have been 
raised regarding the potential environmental consequences of water withdrawal.  Possible 
effects of pumping include impacts to the water balance, direct impacts to aquatic organisms 
(including fish and invertebrates), and impacts to the pond water chemistry (with subsequent 
effects on aquatic creatures).  There may also be associated cumulative impacts as ponds are 
repeatedly pumped year after year.  Questions have also been raised on pumping ponds and 
the consequent effects on neighboring (and potentially connected) unfrozen zones within frozen 
rivers that serve as over-winter fish habitat. This study included continuous monitoring of water 
characteristics that may be affected by pumping activities and evaluation of the factors that 
impact biological populations and chemical concentrations.  We also examined the inter-
connectivity of ponds and channel networks in mid-winter to determine if pumping from one lake 
can impact a neighboring lake or river channel. 
 
Investigation of the physical and chemical effects of mid-winter pumping activity was conducted 
at six tundra lakes within the Alaska Arctic Coastal Plain during the 2002-2003, 2003-2004 and 
2004-2005 winters.  The purpose of the study was to determine the impact of using tundra lakes 
as a freshwater resource for the construction of ice roads and pads. Measurements of water 
surface level, specific conductance, temperature and dissolved oxygen were recorded in near 
real-time providing an opportunity to detect immediate and cumulative response from pumping 
activities.  Water quality variables and recharge processes were also examined to further 
determine the impacts of mid-winter pumping activity.   
 
Tundra lakes are a valuable freshwater resource on the Alaskan Arctic Coastal Plain and are of 
increasing relevance as the petroleum industry in Alaska continues to rely on the freshwater 
resource to support exploration and production activities.  In examining and characterizing the 
effects of the water withdrawal, differences between pumped and control lakes were not 
statistically significant. We conclude there are no detectable adverse impacts at current levels of 
pumping.      
 
 

2.1 Project Location / Lake Information 

The study area is shown in Figure 1.  The area is located on the North Slope of Alaska.  The 
tundra lakes monitored are located within the Kuparuk and Alpine Oil Fields (Figure 2).  These 
include lakes K214 and K209 in the Kuparuk field, which were pumped, lakes K203 and K113, 
(also in Kuparuk), which were not pumped and functioned as a basis of comparison and lakes 
L9312 and L9817, which were pumped in the Alpine field.  Pumping occurred in December and 
January for lake K214 and January and February for lake K209.  Lake L9312 is used for water 
supply for the Alpine facility and is periodically pumped throughout the year. Lake L9817 is used 
just for ice road construction and was typically pumped in early winter after tundra travel is 
permitted.  Table 1 presents the coordinates, physical characteristics, and 2002-03 winter 
quantities of pumping for all lakes along with the location of the 2M Pad Repeater (Figure 3) 
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used for telemetry on lake K209.  Instruments were deployed on rafts positioned on the ice but 
left through springmelt (Figure 5).  Dates and quantities of pumping activity are located in Table 
2. 
 

 

Figure 1. Map illustrating location of general study site within the Alaska Arctic Coastal Plain. 

 

 

Figure 2. Locations of study lakes in Kuparuk and Alpine Oilfields, North Slope, Alaska. 
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4 INTRODUCTION 

 
Ice roads, pads and airstrips are an essential part of the winter Arctic transportation 
infrastructure on the North Slope of Alaska and in other cold regions.  Trucking freight by ice 
roads allows for the timely delivery of materials and supplies at a fraction of the cost of 
traditional airfreight.  Mobilizing exploration activities from ice pads also allows for minimal 
commitment while investigating the resource potentials of various sites.  Moreover, the ice 
infrastructure has a minimum impact on the environment as it melts away seasonally, with some 
short-term affects on vegetation diversity but negligible long-term (> 20 years) environmental 
footprint on the sensitive Arctic terrain (Guyer and others, 2006). 
     
The construction of ice roads was pioneered by John Denison in the 1950s in response to the 
existing inefficient system for hauling mining equipment and supplies throughout the gold-rich 
western Canadian provinces (Iglauer, 1974).  Using experimental construction methods, 
Denison was able to build a transportation route linking lake to lake by ice roads and thereby 
make faster, more efficient long haul trips by taking shorter and more open routes through the 
terrain.  The crowning achievement of Denison’s methods was the completion of a 520 km ice 
road leading from a camp in Port Radium near Great Bear Lake to Yellowknife, NWT. 
 
On the North Slope, where industrial transportation requirements are primarily defined by oil 
industry needs, ice road construction begins once the tundra is frozen and an adequate amount 
of snow cover exists to allow low-impact tundra travel vehicles access to the terrain.  The 
available snow is consolidated by the vehicles for a base layer and then successive sprayings 
of water taken from nearby permitted lakes builds up an ice roadbed to a sufficient depth. 
Additionally, ice chips may be used to help supplement the available snow pack and rapidly 
build a thicker base. The spreading of ice chips can help build both a faster ice road, and one 
requiring less maintenance. Ice chips are removed from permitted lakes in areas where the 
water is frozen to the lake bed. Successive sprayings of water taken from nearby permitted 
lakes builds up an ice roadbed to a sufficient depth (Figure 3). Overall, the modern construction 
of ice roads is well planned and executed.  However, concerns about the potential effects of 
withdrawing large volumes of water from the tundra lakes have arisen.   
 
Concerns about the potential effects of withdrawing large volumes of water from the tundra 
lakes have arisen (National Research Council, 2003, p. 126-126, 153).  The main concern is 
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that pumping will negatively impact physical and chemical variables at the pumping lakes, which 
will in turn negatively affect the resident fish population.  The hypothesis of this study is that 
discrete changes in physical and chemical variables of lakes subjected to winter pumping can 
be detected.  The null hypothesis is that such changes cannot be detected.  An example of 
potential impact from pumping activity is that pumped lakes might incur a water balance deficit 
due to water withdrawal volumes if not adequately recharged by spring meltwater.  The deficit 
might be observed immediately in the following spring after winter pumping or potentially as a 
cumulative, long-term impact from continuous winter pumping activity at the same lake year 
after year.  Alternatively, the possibility remains that impacts due to pumping may occur in 
variables not included in the study design. 
 

 

Figure 3. A completed ice road looking northeast toward the Alpine Oil Field (photo by Bill Morris, Alaska 
Department of Natural Resources). 

This study examined and characterized lake recharge, water surface levels, specific 
conductance, temperature, dissolved oxygen and numerous water quality variables in order to 
analyze the impact of pumping activity. Various techniques of data collection were investigated 
and we noted a need for standardization of methods, especially for DO measurements. 
Extensive efforts were invested into Quality Assurance and Quality Control (QA/QC) but the 
rigors of working in extreme cold and persistent winds introduced problems not normally 
encountered in limnology studies in more temperate regions.  These harsh conditions frequently 
created equipment problems, such as freezing probes.  We were careful to confirm data quality; 
however, data collected under similar conditions in previous studies may not be directly 
comparable if adequate QA/QC protocols were not followed. In years one and two, to pumped 
lakes were compared to two non-pumped control lakes in the Kuparuk field to determine 
differences due to pumping.  Two additional lakes in the Alpine area were added in year three.  
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Our data collection system included continuous monitoring of several variables (including water 
temperature, water level and conductivity) using a raft mounted data logger system.  This 
continuous monitoring enabled observation of changes that might occur in response to pumping 
events.  The data logging system was connected via radio telemetry so the system could be 
observed in near real time.  This presented some advantages in monitoring the functionality of 
the data logger and instruments.  Unfortunately, it was nearly impossible to replace sensors that 
were beneath the lake ice but we were able to avoid some problems such as battery failure. 
Water surface levels were investigated in an attempt to observe pumping activity in near real-
time at 15-minute intervals.  Estimations based on idealized lake bathymetry projections were 
calculated and compared to detected changes in water surface levels.  Detecting water surface 
level changes is a challenge because the expected change is minimal.  The ability to accurately 
gauge water surface levels at the pumped lakes in near real-time would be a desirable tool for 
pumping operators, planners and regulators where water surface levels could be networked into 
an accessible database providing a proxy to a limiting water surface level at the permitted 
pumped lakes.     
 
Specific conductance was measured both in continuous recording sensors and in periodic visits 
to the lakes. These measurements correlate very well with many chemical constituents of 
interest.  Temperature is an important variable to qualify.  Thermal disturbances due to pumping 
might occur that might affect the metabolic activity of lake biota.  Any thermal differences 
between pumped and control lakes are important to detect and quantify.    
 
Dissolved oxygen is a critical variable for fish.  Due to low temperatures, resident fish maintain a 
low metabolism through the winter, thus requiring less oxygen. However, significant reductions 
in the low dissolved oxygen concentration would decrease their chances for overwinter survival.  
Determining any impact on dissolved oxygen resulting from pumping activity is important.  In 
addition to DO, other water quality variables including pH, alkalinity, turbidity, nutrients and 
metals are specific indicators of lake health.  Measuring water quality variables before and after 
pumping and comparing any changes among pumped and control lakes is a crucial 
determination in observing the effect of pumping activity. 
    
Meteorological data were also collected at a site near the study lakes to better interpret 
relationships between environmental factors, such as precipitation as snow, and the data being 
measured at the lakes.  Environmental influences on the measured lake variables are essential 
to characterize since the expected responses in the lakes are expected to be slight due to low 
pumping volumes as indicated from the results of previous studies. 
 
This study examines the physical and chemical effects of the current water withdrawal volumes 
while examining the overall hydrology and chemistry of tundra lakes in the Alaskan Arctic.  This 
study is limited to conditions encountered and different results might occur in a year with 
extremely low precipitation.  No long-term studies have been conducted, so the range of 
variation of many variables is unknown.  Determining the effects on tundra lakes from current 
pumping is essential as the oil industry continues to strive to minimize any anthropogenic 
impact to the environment they utilize.  Results of this study should provide scientific data that 
can be used by resource agencies in their decision-making concerning water withdrawal and 
guide sustainable pumping activity. The limitations of this study must be acknowledged and 
these findings integrated with other scientific studies to present a complete understanding of 
natural dynamics and water use impacts.  
 
Six lakes (four pumped, two control) on the North Slope of Alaska within the Kuparuk Oilfield 
Operating Unit and Alpine Oilfield Operating Unit have been examined.  The lakes were 
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monitored and sampled throughout the 2002-2003, 2003-2004 and 2004-2005 winters for 
numerous chemical and hydrological variables.  Using online telemetry, dynamics of water 
surface elevation, specific conductance and dissolved oxygen of the under-ice water and 
profiles of lake temperature were observed in near real-time.  Numerous water quality variables 
using in-situ, benchtop and laboratory techniques were also quantified.  Investigation of lake 
recharge was also completed during the spring of 2003, 2004 and 2005.   
 

5 SITE DESCRIPTION 

 
The six primary study lakes (K113C, K203C, K209P, K214P, L9812P and L9817P) are in the 
arctic coastal plain of Alaska, an area approximately 70,900 km2 (Walker, 1973) bounded 
between the foothills of the Brooks Range to the south and the Arctic Ocean to the north.  The 
study lakes are approximately 30-45 km south of the Arctic Ocean and located west of the lower 
Kuparuk River to an area approximately 25 km west of the Colville River (Figures 2 and 3).   
 
Table 1- Table 6 summarize the geography, operations, hydrology, biology and research history 
of the lakes.  All lakes were created by thaw or thermokarst processes and are generally 
uniform in morphology, although Kuparuk and Alpine lakes differ somewhat in terrain and 
geology.  Although all lakes are permitted for pumping, lakes K113C (i.e. lake K113 Control) 
and K203C were not pumped during the 2002-2003 and 2003-2004 winter and provide a basis 
for comparison to the lakes that were pumped.  K209P (i.e. K209 Pumped) and K214P.  K113C 
has the least surface area of the Kuparuk lakes (1,800,000 ft2, 166,000 m2) and is relatively 
deep (2.3 m).  Lake K214P, with the most surface area (23,000,000 ft2) (2,100,000 m2) also 
contains the most water of all lakes with (317,999,000 gal) 1,203,757 m3.  At Alpine, L9312P is 
the deepest at 4.3 m with surface area of 4,300,000 ft2 or 400,000 m2. L9817P has a surface 
area of 3,200,000 ft2 and 300,000 m2 and a depth of 2.9 m. 
 
The study lakes in the Kuparuk unit are comparable to relatively deep (1.8 – 2.2 m) thaw lakes 
within the arctic coastal plain that do not have significant interaction with the Arctic Ocean and 
do not support fish.  NPRA and Colville Delta lakes may be deeper and more likely to support 
fish.  Extrapolation is uncertain, as few formal investigations of similar tundra lakes have 
occurred in regions outside the Point Barrow area.  Selection of lakes was difficult as 
instruments were installed prior to beginning of pumping activities.  The top priority for lake 
selection was its probability of being pumped.  Field contractors involved in ice road 
construction selected the lakes that were ultimately pumped based upon their convenience.  
Many dozens of lakes were permitted for water removal, but only a small fraction of those lakes 
were actually pumped in any single winter.   
 

 



 

Table 1. Summary of lake characteristics -- geography and operations. 

Parameter Lake K113C Lake K203C Lake K209P Lake K214P Citation 

Latitude (NAD 27) N 70 19' 11.6" N 70 17' 07.2" N 70 14' 08.6" N 70 17' 32.1" - 

Longitude (NAD 27) W 149 19' 08.0" W 149 51' 34.7" W 150 20' 54.1" W 149 54' 52.8" - 

USGS Quadrangle 
Map 

Beechey Point B-4: 
T11N R11E, Sect 10

Beechey Point B-
5: T11N R9E, 

Sect 21 

Harrison Bay A-1: 
T10N R7E, Sect 

10, 15 

Beechey Point B-5: 
T11N R9E, Sect 20 - 

Operating Field Kuparuk Kuparuk Kuparuk Kuparuk - 

Nearest pad or facility DS 1M CPF 2 DS 2L CPF 2 - 
Permitted for winter 
pumping activity? Yes Yes Yes Yes Lauruhn, 2001 

Permit Volume m3; 
(gal) 

12,507; 
(3,300,000) 

103,732;   
(27,370,000) 

635,947;    
(167,796,091) 

143,237;   
(37,793,380) 

TWUP A2006-69, 
TWUP A2006-73, 

 LAS 2762 
Bettis, 2006   

Purpose of pumping 
activity 

Control – No 
Pumping 

Control – No 
Pumping Exploration Exploration / 

Firewater - 

Pumped in 2002-03 
winter? No No Yes Yes CPAI, 2004 

Pumped in 2003-04 
winter? No No Yes Yes CPAI, 2004 

Pumped in 2004-05 
winter? No No Yes Yes CPAI, 2006 

Other names - W27.1, M8104 L9128, AA18.1 W26.1, M8103 ACS, 2001 
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Table 2. Summary of lake characteristics -- geography and operations -- Continued. 

 
Parameter Lake L9312P Lake L9817P Citation 

Latitude (NAD 27) N 70 19’58.0” N 70 14’17.4” - - 

Longitude(NAD 27) W 150 56’44.9” W 151 20’ 9.8” - - 
USGS Quadrangle 

Map Harrison Bay B-2:  T11N R5E, Sect 5 Harrison Bay A3 T10N R3E, 
Sect10 - - 

Operating Field Alpine Alpine, NPRA - - 

Nearest pad or facility CD 1 Ice Road - - 
Permitted for winter 
pumping activity? Yes Yes - - 

Permit Volume m3; 
(gal) 

113,676; 
(30 million gallons) 

57,987; 
(15.3 million gallons) 

LAS 23889,  
FG99-III-0051-6, 

FH04-III-0310 
 

Purpose of pumping 
activity Drinking Water / Exploration Exploration - - 

Pumped in 2002-03 
winter? Yes No CPAI, 2006 

Pumped in 2003-04 
winter? Yes Yes CPAI, 2006 

Pumped in 2004-05 
winter? Yes Yes CPAI, 2006 

Other names U6.1   
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Table 3. Summary of lake characteristics -- hydrology and biology. 

 

Parameter Lake K113C Lake K203C Lake K209P Lake K214P Citation 
Surface area km2; 

(acres) 
0.1659;         
(40.99) 

0.8417;          
(207.99) 

1.404;           
(346.94) 

2.104;          
(519.91) Morris, 2003; Moulton, 1998 

 Maximum water 
depth, m; (ft.) 

2.29; (7.51) 1.88; (6.17) 1.86; (6.10) 1.75; (5.74) - 

Total volume, m3; 
(gal) 

125,070; 
(33,000,000) 

1,037,360.9; 
(273,710,000) 

1,272,265.1; 
(335,690,000) 

2,686,086.7; 
(708,730,000) 

TWUP A2006-69, 
TWUP A2006-73,  

Bettis, 2006   

Road dusting 
potential 

High, lake 
adjacent to high 

traffic Spine Road

Moderate, lake 
near to CPF2 

facility 

Minimal, lake 0.5 
km away from 
nearest pad 

Moderate, lake 
near to CPF2 

facility 
- 

Subsurface 
connection to nearby 

streams 
Unlikely Unlikely 

Possible, bounded 
between   

Miluveah River 
and Kachemach 

River 

Unlikely - 

Fish species present Ninespine 
Stickleback 

Ninespine 
Stickleback 

Ninespine 
Stickleback 

Ninespine 
Stickleback Moulton 1998 
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Table 4. Summary of lake characteristics -- hydrology and biology -- Continued. 

 

Parameter Lake L9312 Lake L9817 Citation 
Surface area km2;        

(acres) 
0.4;                        

(98.84) 
0.3;                         

(74.13) 
Bill Morris, ADF&G; Moulton 

1998 and 2003 
Maximum water depth, m; 

(ft.) 
4.3;                         

(14.11) 
2.7;                        

(8.86) - 

Total volume, m3;        
(gal) 

1,137,000;                   
(300,000,000) 

386,201;                     
(101,900,000) 

FG99-III-0051-6,  
FH04-III-0310 

 

Road dusting potential Minimal, lake ¼ mile away from 
nearest pad 

Negligible, lake within exploration 
area without gravel roads - 

Subsurface connection to 
nearby streams Unlikely Unlikely - 

Fish species present 
Ninespine Stickleback, Least 
Cisco, Alaska Blackfish, Slimy 

Sculpin 
Ninespine Stickleback Moulton 1998 
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Table 5. Summary of lake characteristics -- history of research and operations. 

Parameter Lake K113C Lake K203C Lake K209P Lake K214P Citation 
Past hydrology 
data or studies - MBJ in 2002 - MBJ in 2002 MBJ, 2002 

Past chemistry 
data or studies - MBJ in 2002 Moulton in 1991 

and 1997 MBJ in 2002 Moulton, 1998; 
MBJ, 2002 

Past biological 
data or studies Moulton, 1988 Moulton 1981 Moulton in 1996 Moulton 1981 and 

1982 Moulton, 1998 

Years pumped 
in winter None None 2003-05 2003-05 CPAI, 2004, 

2006 
Permanent 
pumping 

installation 
No No No Yes - 

Survey 
benchmark 
locations 

TBMs on 
northern 

product line 
VSMs 

TBMs on VSMs 
and 

monuments 
near NW 

corner of lake 

VSMs on 
pipeline to north 
side near shore 

VSMs and 
monuments along 

east and west 
sides of lake 

(TBM = 
Temporary 
Benchmark, 

VSM = Vertical 
Support 
Member) 
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 Table 6. Summary of lake characteristics – history of research and operations -- Continued. 

 
Parameter Lake L9312 Lake L9817 Citation 

Past hydrology data 
or studies Baker Baker MBJ, 2002 

Past chemistry data 
or studies Moulton, Baker Baker MBJ, 2002 

Past biological data 
or studies Moulton Moulton 2003 Moulton, 1998 

Years pumped in 
winter 2002-05 2003-05 CPAI, 2006 

Permanent pumping 
installation Yes No - 

Survey benchmark 
locations At pump house intake structure Surrounding SE lake perimeter - 



 
Dominant landforms within the Alaskan arctic coastal plain include low and high centered 
polygons, strangmoor ridges and other nonpatterned ground (Everett and Parkinson, 1977).  
Pingos and dunes are also a common feature in many places on the coastal plain. Common 
vegetation includes grasses, sedges, mosses and lichens.  Wet areas surrounding the lake 
perimeter contain mostly Carex and Eriophorum sedges with understories of moss (Hobbie, 
1980).  Surrounding soils are typically highly organic, highly acidic fibrous peat and 
approximately 8,000-10,000 years old (Jorgenson and others, 2002).  Nearer to the coast, 
eolian sands and marine alluvium soils dominate.  The dominant surface geological unit 
throughout the arctic coastal plain is late Quaternary unconsolidated sands and gravels (Black, 
1964).  Soils can be ice-rich or ice-poor.  The topographic relief of the coastal plain is flat with 
an average surface slope between 0.1-0.2% (Rovansek and others, 1996); consequently, 
drainage is poor.  Steeper scarps do exist within the vicinity of the lakes and are useful in 
delineating watersheds.    
 
The Alaskan arctic coastal plain is rich in standing surface waters.  Hussey and Michaelson 
(1966) estimate that 50–75% of the Alaskan arctic coastal plain is covered either by lakes and 
ponds or old thaw lake basins.  According to Hall and others (1994) 83% of the coastal plain is 
classified as wetlands, using the classification system reported by Cowardin and others, 1979.  
There are few precipitation stations on the North Slope. Benning and Yang (2005) report 
average wind-corrected precipitation data for Barrow as 185.1 mm (7.29 inches) for 1995-2001. 
Kane and others (2004) reported 376 mm (~14.8 inches) for shielded annual precipitation for 
the period 1996-2002 in the upper Kuparuk River Watershed. However, evaporation typically 
exceeds precipitation through the summer and the area that is inundated with water gradually 
declines (Bowling and others, 2003).  Active freshwater lakes and ponds may cover up to 40% 
of the surface (Hobbie, 1980) near the coast.  However, most water bodies within the arctic 
coastal plain are shallow and have a maximum depth less than 2.0 m (~6.6 ft) (Truett and 
Johnson, 2000).  The occurrence of lakes decreases inland and eastward with the coast having 
the most surface water.  However, the occurrence of deeper lakes also increases inland (Figure 
4). 
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Nuiqsut Foothills 
Region 

Barrow 
Prudhoe 
Bay 

Teshekpuk Lake 

Figure 4. Distribution of mean maximum depths for arctic coastal plain lakes (Johnson and Truett, 2000). 
Geographic points of interest have been added. 

Despite being abundant in surface water, the arctic coastal plain receives little annual 
precipitation.  Precipitation is usually in the form of snow from mid-September to mid-May and in 
the form of rain during the summer months although snow can fall throughout the year.  
Precipitation as snow is about 40% of the total annual precipitation amount (Kane and others, 
2000). 

 
Snow is the most important water source for the lakes as meltwater is the primary recharge 
mechanism and the dominant input to the lakes annually.  Any precipitation received later in the 
summer months is only received from direct precipitation to the lakes surface, as runoff is rare.  
The lack of summer runoff is a result of high summer evaporation drying the watershed and the 
consequent lack of hydraulic connections within the lake drainage network (Bowling and others, 
2003).  A 10-year data set at Betty Pingo site suggests the snow water equivalence (SWE) 
contributing to recharge ranges from 5.8 – 12.9 cm with an average of 8.9 cm (Kane and 
Hinzman, 2004).  However, the grounded snow is subject to frequent redistribution by the 
constant strong winds and is highly variable in depth with respect to the local topography.  
Compacted snow on lake ice has both a lower snow water equivalent and less thermal 
resistance than the compacted snow on surrounding tundra (Sturm and Liston, 2003).  
 
Snowmelt generally occurs in late May or early June, lasts 7-10 days and is the only 
appreciable annual stream runoff event.  Runoff begins when the snowpack is mostly ablated 
and completely saturated with water.  Maximum discharge usually occurs within 24 hours of 
saturation and in the next four days, 40-60% of the total runoff occurs (Hobbie, 1980).  Because 
the active layer is nearly saturated and frozen at this time of the year, little infiltration occurs and 
most meltwater contributes to runoff.  
 
Lakes remain ice covered well past snowmelt until late June or early July when the ice cover 
candles, moats and gradually melts.  After snowmelt the lake water balance is dominated by 

27 
 



 

evapotranspiration in the lower Put and Kuparuk River drainages (Rovansek and others, 1996).  
Evapotranspiration is high due to continuous solar radiation input from late-April to mid-August.  
Evaporation most often exceeds precipitation resulting in a net water loss, which must be 
replenished by next year’s snowmelt runoff (Mendez and others, 1998; Bowling and others, 
2003). 
 
Mean annual air temperatures at 1 m (30-year average = -11.56ºC (Western Regional Climate 
Center, 2004)) are well below freezing throughout the arctic coastal plain so continuous 
permafrost exists throughout the area.  Permafrost is a primary control on most hydrological 
processes in the area.  Osterkamp and others (1985) reported an average permafrost depth of 
680 m in the Prudhoe Bay region.  The active layer (the layer of soil above the permafrost that 
thaws each summer and refreezes every winter), ranges from 25 to 100 cm.  Factors influencing 
thaw depth are vegetation type, ice content, topography, insulation by plant litter, and soil type 
(Hobbie, 1980).  After spring snowmelt is complete, the contribution to the water balance from 
active layer flow is minimal (Rovansek and others, 1996).   
 
Winds are persistent and strong throughout the year, with monthly mean wind speeds of 3.7 – 
5.6 m/s and gusts reaching above 20 m/s.  Summer winds are predominately from the northeast 
and southwest (Olsson and others, 2002). 
 
 

5.1 Project Location / Lake Information 

The study area (Figure 1) is located on the North Slope of Alaska.  The tundra lakes monitored 
are located within the Kuparuk and Alpine Oil Fields and one lake in the National Petroleum 
Reserve Alaska (NPRA) (Figure 2).  These include lakes K214P and K209P in the Kuparuk 
field, which were pumped, lakes K203C and K113C, (also in Kuparuk), which were not pumped 
and functioned as a basis of comparison and lakes L9312P in the Alpine Field and L9817P in 
NPRA, which were both pumped.  Pumping occurred at various times for lakes K214 and K209.  
Lake L9312 is used as a permanent water supply for the Alpine facility and is periodically 
pumped throughout the year. Lake L9817 was used for ice-road construction and was pumped 
in January and February in 2004 and 2005. The lake was not used for ice chips.  Table 1-6 
presents the coordinates, physical characteristics, and winter quantities of pumping for all lakes.  
Instruments were deployed on rafts positioned on the ice but left through springmelt (Figure 5).     
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Figure 5. Hydrologic data collection station on raft. 

 
 
          

6 OVERVIEW OF TUNDRA LAKES 

 
Numerous classifications have been given to coastal plain lakes since the Alaskan arctic coastal 
plain gained further research relevance and accessibility with the discovery of oil in the Prudhoe 
Bay region in November 1968.  Hablett (1979) discriminated lakes within the National Petroleum 
Reserve Alaska (NPRA) based on a lake’s fishery potential: a 1.8 m threshold depth, an outlet 
in spring and adequate spawning substrate.  Bendock and Burr (1985) categorized lakes of 
three types based on their natural history: 
 
(1) Deflation Lakes – deepest depth, formed when dunes become revegetated and basin 

between dunes fills with water. 
(2) Oxbow Lakes – intermediate depth, formed from abandoned river channels. 
(3) Thaw Lakes – shallowest depth, formed as ground subsides and ice rich soils melt. 
 
Moulton (1998) classified five types of lakes based on potential fish access from the Colville 
River delta and this naming convention is regularly used: 

 
(1) Tapped Lakes – lakes with an active connection to a river channel during the summer. 
(2) Low Perched Lakes – lakes having an obvious high-water channel that floods annually. 
(3) High Perched Lakes – lakes without an obvious high-water channel that floods 

infrequently. 
(4) Drainage Lakes – lakes with an active connection to creek(s). Typically a large thaw lake 

on a tundra stream. 
(5) Tundra Lakes – lakes without a connection to a drainage network. 
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Table 7. Study lake classifications. 

Lake Name 
Bendock and Burr (1985) 

Classification 
Moulton (1998) 
Classification 

K113C Thaw Lake Tundra Lake 
K203C Thaw Lake Tundra Lake 
K209P Thaw Lake Tundra Lake 
K214P Thaw Lake Tundra Lake 
L9312 Thaw Lake Low Perched Lake 
L9817 Thaw Lake Tundra Lake 

 
In this report, we will use the general term tundra lake to refer to the study lakes as a group.  
The term ‘lake’ is differentiated from ‘pond’ by Bendock’s 1.8 m threshold maximum depth. 
 
The origin of tundra lakes follows the thaw lake cycle as defined by Hopkins (1949) and others 
(Carson and Hussey, 1962; Britton, 1966; Billings and Peterson, 1980).  The medium for the 
thaw lake cycle is the large quantities of ice in the upper layers of permafrost within the Alaska 
coastal plain.  Sellmann and others (1975) reported up to 80% interstitially segregated ice in the 
top 3-4 m of permafrost so the upper layers of permafrost on the arctic coastal plain contain 
large quantities of ice.  As this upper ice rich soil thaws due to a thermal disturbance, such as a 
change in vegetation or a large snow drift, small ponds begin to form.  The ponded water 
eventually reaches a sufficient depth to have standing water over the permafrost, which results 
in greater heat transfer to the subsurface, melting of buried ice and subsidence of the surface.  
As the permafrost subsides, thermal erosion also occurs along the shore and small basins 
gradually form.  These smaller basins eventually coalesce and form a larger basin.  The newly 
formed basin continues to grow in dimension until it finally breaches a drainage divide.  The lake 
basin then drains and the process begins anew.  
 
The geomorphology of tundra lakes displays a distinct feature.  Nearly all lakes are roughly 
elliptical with a prominent long northwest-southeast axis.  The orientation of the lakes is a result 
of differential erosion from the wind-driven currents, which elongate the lakes normal to the 
prevailing northeast winds (Carson and Hussey, 1962).  Sellman and others (1975) found that 
thaw lakes on the Alaskan arctic coastal plain have an average major axis of 1.21 – 2.30 km 
and an average minor axis of 0.68 – 1.10 km. 
 
Most of the lakes on the coastal plain are shallow.  A study of the area inland from Barrow, 
Alaska, using a synthetic aperture radar technique, found 23% of lakes are more than 2.2 m 
deep, 10% are between 1.5 m and 2.2 m deep, 60% of lakes are between 1.4 m and 1.5 m 
deep and 7% are less than 1.4 m deep (Jeffries and others, 1996). 
      
The thermal structure of the study lakes is cold monolithic (Wetzel, 2001) as the lakes are ice-
covered most of the year and do not have sufficient depth to stratify in the summer months.  
This category retains most arctic and some mountain lakes where circulation is limited to the 
summer months.  Surface ice begins to form when the temperature of the water reaches 0 °C.  
Surface ice forms best when significant surface heat loss is allowed such as a clear and cold 
night.  After an ice cover has frozen, the lake is sealed off from the effects of wind and the lake 
inversely stratifies with the colder, less dense water neat the ice cover.  Water that is near 4°C 
has a greater density and will be deepest.  Heat input from solar radiation is minimal in the 
winter due to the low sun angle and the high albedo of any snow cover preventing radiation 
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transmission through the ice and layers of white ice at the surface.  Despite the isolated 
conditions, slight under-ice water currents may exist in lakes in closed basins without inflow and 
outflow.  Small convective cells of density currents generated by the relatively large amount of 
sediment heat are responsible for the winter under-ice water movement (Welch and Bergmann, 
1985).  In the summer, water temperatures are more influenced by solar radiation than air 
temperature (Miller and others, 1980).  Water column temperature differences are minimal in the 
summer due to winds circulating water and the temperature profile is regularly isothermal.   
 
From November until mid-June, the lakes are typically covered by ice (Zhang and Jeffries, 
2000).  Two types of ice form over freshwater lakes: clear ice and white ice.  Clear ice forms 
when ice gradually forms at the ice-water interface.  Clear ice is notably more translucent than 
white ice.  This is due to the gradual formation process of clear ice leading to an efficient 
exclusion of gases, ions and nutrients (Pounder, 1969).  White ice forms as a result of the quick 
freezing of flooded snow on the ice surface.  White ice usually forms early in the winter when 
the ice sheet is thin allowing the minimal snow loading to stress the ice sheet to failure and 
cause flooding.  Using a heat-transfer model, Zhang and Jeffries (2000) found that the historical 
(50-year) annual maximum lake ice thickness has varied between 1.33 m and 2.47 m.  They 
report the historical mean maximum ice thickness was found to be 1.91 +/- 0.21 m.   
 
When maximum water depth exceeds the maximum ice thickness, a thaw bulb or talik gradually 
forms beneath the lake basin because the freezing front does not penetrate into the permafrost 
(Brewer, 1958).  In shallow basins a thaw bulb may not develop if the winter ice cover freezes to 
the lake bottom early in the winter allowing adequate time for thawed sediments to freeze each 
winter (Lachenbruch, 1963). 
  
The lake’s ice cover begins to melt once the average daily air temperature is above 0 °C and 
usually is completely gone by mid-July (Hobbie, 1980).  The rate of lake thaw is mainly 
determined by the thickness and albedo of the ice (Hobbie, 1973).  In the process of thawing, 
the ice sheet candles, moats and eventually fragments into pieces, which are pushed to shore 
in the direction of local prevailing wind.   
 
Tundra lakes are ecologically defined as oligotrophic, or low in nutrients and primary production, 
which has limiting effects throughout the food chain (Sierszen and others, 2003).  This is a 
result of the cold arctic environment and a corresponding short ice-free season for normal 
productive processes to occur.  However, arctic lakes are productive in the ice-free summer 
season and daily primary production is comparable to other ecosystems that are reasonably 
productive (Hobbie, 1980). Thus, there is an adequate food supply for habitation during the 
short ice-free period.  Sierszen and others (2003) reported benthos as the basis for the artic 
lake food web because the oligotrophic conditions reduce phytoplankton resources in the lakes 
so the planktivorous fish must find alternatives. 
 
Generally, the Arctic coastal plain is assumed to have a low diversity of plants and animals 
(Truett and Johnson, 2000).  However, freshwater systems can support a wide variety of flora 
and fauna, including bacteria, protests, algae, and micro-invertebrates (Huntington, 2001).  The 
micro-organisms of tundra lakes are remarkably similar to temperate lakes with bacteria being 
almost as abundant but with lower activity levels due to the colder temperature (Hobbie and 
others, 1980).  
 
Common primary producers of the arctic tundra, which occupy various regions around the lake, 
include members of the sedge family (Cyperaceae) such as cottongrasses (Eriophorum 
angustifolium)), or tundra grasses such as Carex aqualtilis (Pielou, 1994 and Hobbie, 1980).  
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Microalgae within the sediments, mostly diatoms and blue-green algae, are also important 
primary producers although they may be found in limited numbers.  Algae and plants found 
within the water column can be grazed upon by zooplankton such as Daphnia (D. longiremis) 
and crustaceans such as fairy shrimp (Anostraca) which can occupy the base of the food web in 
lakes and ephemeral tundra pools.  These organisms may then be fed upon by various 
predaceous zooplankton, birds, and fish (if in a system containing them).  The ninespine 
stickleback, found in 91% of tundra lakes (Moulton, 1998) is one species that will directly feed 
on these smaller organisms and will serve as a food source themselves in any lake with larger 
piscivorous fish (Alexander and others, 1980).    
 
Primary production in tundra and arctic lakes is limited by phosphorous, not nitrogen (Prentki 
and others, 1980).  As such, adding phosphorous to a north Alaskan stream showed a shift in 
the photosynthetic community after several years of experimental treatment, followed by an 
accompanying increase in insect and fish populations (Huntington, 2001). Hamilton and others 
(2001) also found the lakes of the Canadian Arctic Archipelago to be phosphorous limited.  
Phosphorous levels are controlled primarily by interaction with the surface sediments, and 
because tundra lakes are shallow, the ratio of sediment surface area to water volume is high 
and allows for frequent interaction at the interface (Hinzman and others, 1998).  Chemical 
interactions between sediment and water are further enhanced in the summer when wind and 
wave action can suspend the bottom sediment into the water column.  The slow, limiting release 
of dissolved reactive phosphorous is controlled by its chemical equilibrium with the complex and 
the free water. Hobbie (1980) does indicate that during the short summer months, the 
productivity of tundra lakes does increase, however on an annual basis the lakes do not have a 
high rate of productivity due to the oligotrophic conditions. 
 
The light, flocculant sediment covering the bottom of the study lakes is 80% organic (Prentki et 
al., 1980) and is a dark brown, unconsolidated material.  Due to the high concentration of 
organic substrate, these sediments contain most of the living organisms within the tundra lake 
system.  Comparing the average living organism density in one cross-sectional square meter of 
benthic sediment to a similar square meter of liquid water within the tundra pond, Hobbie et al. 
(1980) estimated 150 times greater concentration of living organisms within the sediment.  In 
shallow lakes that completely freeze every winter, the sediment remains cold throughout the 
year but thaws 20-30 cm by the end of summer.  In these shallow lakes, the sediment refreezes 
from the bottom up in the winter season due to the presence of cold permafrost near the lake 
bottom. 
 
Although the Alaska arctic coastal plain contains an abundance of freshwater lakes and 
streams, fish habitat is limited because most water bodies are too shallow to support fish 
overwintering where ice depth can reach 2.0 m (Zhang and Jeffries 2000).  Therefore, winter is 
considered the limiting period for freshwater fish because of restricting habitat.   Despite the 
extremely limited habitat, 21 fish species have been identified in freshwaters within the Alaskan 
arctic coastal plain.  The five most abundant freshwater fish species are ninespine stickleback, 
arctic grayling, least cisco, broad whitefish and round whitefish (Truett and Johnson, 2000).  
Ninespine sticklebacks are easily the most widespread in the region being found in 91% of 
lakes with sufficient overwintering habitat (Moulton, 1998).   
 
Dissolved oxygen is essential to the metabolism of aquatic biota (Wetzel, 2001).  In summer the 
wind currents distribute the oxygen derived from the atmosphere throughout the water column 
and dissolved oxygen levels are at saturation or super-saturation (oxygen is more soluble in 
water than in the nitrogen of the air).  However, under ice, winds are eliminated and decreased 
levels of dissolved oxygen are expected.  The oxygen content under snow and ice cover is a 
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function of the amount of initial storage and the rate of depletion.  Any photosynthetic 
oxygenation is suppressed since algae are unable to receive light through the snow cover over 
the ice.  Consumption of dissolved oxygen is mostly due to bacterial respiration and chemical 
oxidation at the sediment/water interface and any fish in the water column only contribute 
minimally to the depletion (Ellis and Stefan, 1989).  Pretenki and others (1980) suggested the 
high rates of benthic respiration to be the primary mechanism for dissolved oxygen depletion in 
shallow ponds near Point Barrow, Alaska.   
 
The chemistry of tundra lakes water is determined by numerous and variable inputs.  Rooted 
plants provide most of the organic carbon input by respiration and detritus (Pretenki and others, 
1980).  Most of the carbon is present as dissolved organic carbon, which is composed of high 
molecular weight compounds such as humic acids and smaller low molecular weight 
compounds such as simple carbohydrates and amino acids.  High molecular weight compounds 
are broken down by incoming ultraviolet light or hydrolysis while low molecular weight 
compounds are used by bacteria.   
 
Summer precipitation is an important chemical input to the lakes as the soils are thawed and 
chemicals can be leached from the soils.  Runoff from rainfall contributes 60 to 80% of the total 
ion input, whereas snowmelt contributes 20 to 40%. Snowmelt runoff is concentrated in the near 
surface organic mat, while runoff from summer rainfall events percolates through the thawed 
portion of the active layer, allowing greater interaction with soil chemistry.  Pretenki and others 
(1980), studying tundra ponds near Point Barrow, found chloride to be the major anion and 
sodium to be the major cation. 
 
Concentration of salts in the lakes is controlled by abiotic factors, namely the exclusion of 
solutes from growing lake ice into the water.  The exclusion is a result of ice’s crystalline 
structure, which rejects impurities, such as salts, during growth (Adams, 1981).  Belzile and 
others (2002) found that small, less conjugated molecules are retained in the ice, whereas the 
larger, more conjugated molecules are preferentially excluded.  During the winter, ions may be 
concentrated 30-fold during freeze-up in the water column.  In the spring, lake water following 
snowmelt may resemble distilled water (Pretenki and others, 1980).  Dissolved organic matter is 
also excluded from the ice similar to the ions.  Aside from concentrating ions and other 
dissolved matter, the ice exclusion processes also promotes under ice convection and affects 
the distribution of material and biota in the ecosystem by giving more availability for organic 
carbon substrates and nutrients for biota (Belzile and others, 2002).  Another result of the ice 
exclusion process is the effect of salt concentration depressing the freezing point of the 
remaining free water. 
   
The seasonal concentration trends of non-nutrient major cations (Na, Mg, Ca) are similar year to 
year (Pretenki and others, 1980).  Conductivity is a function of ion concentrations and the 
correlation is strong. Rodhe (1949) found that by knowing the initial concentrations of the major 
ions, the change in specific conductance could be used to estimate the proportional 
concentrations of the major cations with relatively small error.   
 
Minor ions such as potassium and iron have concentrations that do not influence conductivity.  
Potassium reaches maximum concentrations after melt in response to leaching from plants and 
other organic materials during runoff.  Iron reaches its maximum concentration later in July in 
response to precipitation input leaching iron from the surrounding soils or bottom sediments.  
Dissolved organic carbon is the largest pool of organic carbon and represents an important 
constituent of the biogeochemical carbon cycle (Belzile and others, 2002).  Boyd (1959) 
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regularly measured under-ice ion concentrations at Imikpuk Lake, near Point Barrow, and found 
good consistency in exclusion trends as seen in Figure 7. 
 
 

 

Figure 6. Seasonal change in the chemical composition of Imikpuk Lake, located near Point Barrow.  
Chlorine is measured as total chlorides in NaCl and calcium.  Magnesium and alkalinity are measured as 
hardness as CaCO3.  No iron was detected in the samples (reproduced from Boyd 1959). 

As a summary, Hobbie (1980) lists eleven primary characteristics of arctic lakes and ponds: 
 
(1)  Most do not warm above 10 °C and do not stratify. (authors’ note, many lakes warm 
much beyond 10 °C in recent years) 
(2)  Those shallower than 1.7 - 2.0 m (5.6- 6.6 ft) freeze completely and therefore do not 
contain fish. 
(3)  The ice cover is usually 1.0 – 2.0 m (3.3- 6.6 ft) and lasts 8 - 9 months. 
(4)  Lakes contain low amounts of available nutrients and low total dissolved salts, however 
the total inorganic ion concentration is different for drainage basins in different types of 
bedrock. 
(5)  Biota are subject to strong physiological stresses.  
(6)  They are oligotrophic. 
(7)  Fish are very slow-growing, but large fish may live for 40 years. 
(8)  With few exceptions, zooplankton has a dormant phase in its life cycle. 
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(9)  There are no benthic animals that graze on aquatic plants or animals that shred large 
organic particles or leaves. (authors’ note, Large populations of migratory waterfowl such 
as geese and ducks do graze and shred water plants in these lakes.) 
(10) The number of animal species is small. 
(11) Decomposition rates are slow and large amounts of energy and nutrients are tied up in 
dead organic matter. 
 

 
 

7 LOCAL METEOROLOGY REVIEW 

 
Meteorological data were collected at Betty Pingo and 2M Repeater meteorological sites to help 
interpret relationships between environmental factors and the measurements reported at the 
lakes.  Environmental influences on the data are important to characterize since the expected 
responses at the lakes are slight. 
 
The 2M Repeater site was not fully functional and reporting until mid-winter 2004 and so the 
review makes use of the data at Betty Pingo site (Kane and Hinzman, 2004), which has been in 
consistent operation since 1994.  Betty Pingo is located east of the lakes and is approximately 
20 km from lake K113C and 50 km from lake K209P.  Despite the lack of close proximity, it is 
expected the meteorological data collected from Betty Pingo applies throughout the study area 
as there are no distinct topographic divides in the area and any weather system moving through 
likely affects the study area fairly uniformly over time.     
 

The Betty meteorological station is situated at 148o 53’ 44.5” west longitude and 70o 16’ 
46.9” north latitude.  The dominant landforms in the wet low-lying areas are low centered 
polygons, strangmoor ridges, and small thaw ponds less than 1 m in depth. The slightly higher 
areas are better-drained upland tundra dominated by high-centered polygons and ice wedges. 
The vegetation is dominated by sedges, mainly Carex and Eriophorum species with an average 
height of 10-15 cm. In the drier upland areas the sedges are intermixed with lichen, mosses, 
dwarf Salix and Betula species, and a variety of flowering herbaceous species (Walker and 
others 1980; Robinson 1995; Rovansek 1994).  
 
The surface in this area is for the most part quite level or gently sloping, with most slopes from 0 
to 5%. This factor reduces runoff during most of the summer. During spring snowmelt, when 
soils are frozen and can only accept minimal snowmelt infiltration, melt water inundates large 
areas. Most of the snow melts by early June, but snowmelt can be initiated in early May. 
Roughly half of the snowpack exits the watersheds as runoff (Robinson 1995). The remainder 
either sublimates or goes into surface storage in ponds or subsurface storage to make up for 
water deficits from previous summer ET. The peak runoff time is during snowmelt in the 
beginning of the summer; afterwards the flow gradually decreases and completely ceases 
generally by mid-June.  
 
Snow is an important source of water in this area. Approximately 50% of the annual precipitation 
in the basin falls as snow (Robinson 1995). In the summer, precipitation usually consists of rain, 
misty drizzle, and condensation. Most of the heavy rains come during the later part of the 
summer when sea ice cover is at a minimum. Measurements of snow and liquid precipitation 
(especially the light drizzle which is so common during the summer) at the site are usually 
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affected by the nearly continuous winds in the area. Summer wind speeds can sometimes reach 
up to 16 m/s with the predominant wind direction being from the east-northeast.  
 
The average annual temperature at Prudhoe Bay is -11.4 oC (NOAA 1986-1996). Usually 
temperatures remain below freezing from mid September to mid May. June is the first month 
with above freezing average temperatures. Average monthly temperatures can be 
approximately 3 to 9 oC above freezing from June until August, and during September they drop 
near freezing. 
 
The summer usually ranges from June to early September. In the beginning of the summer and 
until solstice the days become progressively longer and the sun climbs higher in the arctic sky 
allowing more radiation to reach the surface. Part of the net radiation initiates melt of the thin 
layer of soil called the active layer which ranges in thickness between 30 and 100 cm 
depending on aspect, wetness, and soils (Walker and others 1980). Typical thaw depths in the 
study area are approximately 40 cm. The maximum depth of soil thawed above the permafrost 
averaged 55 cm between 1993 and 1999 (Brown and Hinkel, 2000). Underneath ponds the 
thaw depth can reach up to 80 cm or more. Beneath this thin active layer lays a thick layer of 
permafrost that formed over thousands of years of long, cold winters. Osterkamp and others 
(1985) found the permafrost to be 680 m in thickness in Prudhoe Bay. 
 
The soils of the site are mostly organic peat. A typical profile consists of approximately 10 cm 
fibrous peat intermixed with roots, underlain by a more decomposed peat layer which can be 
intermixed with silt, sand, and sometimes gravel (Rovansek and others 1996). The soils fall 
under the classification of Pergelic Cryosaprists and Pergelic Cryohemists (Ping and others 
1994). Hydraulic conductivity of the soils is on the order of 10-4 cm/sec, and the specific yield is 
approximately 0.1 (Rovansek 1994). 
 
The 2002-2003 winter was warmer than the 2003-2004 winter.  The surface freezing index for 
2002-2003 was 3815.3 °C * d while the freezing index for 2003-2004 was 4491.1 °C * d.  
Similarly, the 2004-2005 winter was about the same as the 2003-2004 winter with 4433 °C * d.  
The surface freezing index is defined as the annual summation of degree-days colder than 0 °C.  
Overall, all three winters were noticeably warmer than the historical daily maximum temperature 
averages (Figure 7) collected at the Kuparuk airport’s meteorological site.  However, 10-day 
running average temperatures for the 2002-2003 through 2004-2005 winters are about 5 °C 
colder than the 11-day running average for 1994 to 1998 Olsson and others reported.  
Consequently, the ‘deep cold’ season of the three winters lasted longer, nearly into April, 
compared to the Olsson and others data.        
 
Coldest temperatures occurred from January to April each winter.  Cold temperature arrived 
later during the 2003-2004 winter compared to the 2002-2003 winter although the 2003-3004 
cold period exhibited more persistence (Figure 8, Figure 9, and Figure 10).  However, the lower 
limit of the air temperature sensor is -40 °C so temperatures may have been colder than the 
recorded -40 °C.  As a result, the calculated freezing indexes are slightly under-estimated.   
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Figure 7. Historical (1983 - 2003) average maximum and minimum daily air temperatures from Kuparuk 
Airport Meteorological Tower (data taken from Western Regional Climate Center) compared to 10-day 
running averages for 2002 to 2005 at Betty Pingo. 
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Figure 8. Winter 2002 - 2003 air temperatures at 10m at Betty Pingo Tower. 

38 
 



 

 

Figure 9. Winter 2003-2004 air temperatures at 10m at Betty Pingo Tower. 
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Figure 10. Winter 2004-2005 air temperatures at 10m at Betty Pingo Tower. 

Initially, ice formation is rapid but gradually slow with the increased thermal insulation provided 
by the thickened ice and especially any snow atop the ice.  Measurements of ice thickness are 
presented in Figure 11, Figure 12, and Figure 13 along with a predicted ice thickness estimate 
for the 2002-2003, 2003-2004, and 2004-2005 winters.  The predicted ice thickness was 
modeled using the Stefan equation (Michel, 1971), which uses variables of surface cover and 
the calculated surface-freezing index.  Four surface cover conditions are modeled with related 
empirically derived coefficients: no snow cover, light snow cover, moderate snow cover and 
heavy snow cover (see Table 8 for coefficients).  The light snow cover coefficient most closely 
resembles the empirical data during the early part of the winter while moderate matches better 
in late winter.  The Stefan equation somewhat overestimates the amount of ice generated by 
assuming the water is relatively pure and does not account for the lower freezing point of the 
brackish water that exists at winter’s end in the shallower lakes due to the ice exclusion 
process, although the freezing point depression at these concentrations is not great. 

Table 8.  Stefan coefficients for lake ice conditions. 

Ice condition Stefan coefficient 

No snow 0.80 
Little snow 0.70 

Moderate snow 0.50 
Heavy snow 0.40 
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Figure 11. Stefan equation estimate of ice thickness during the 2002-2003 winter plotted with onsite ice 
thickness measurements at the Kuparuk study lakes. 
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Figure 12. Stefan estimate of ice thickness during the 2003-2004 winter plotted with onsite ice thickness 
measurements at the study lakes. 
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Figure 13. Stefan Estimate of ice thickness during the 2004-2005 winter plotted with onsite ice thickness 
measurements at the study lakes. 
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Relative humidity during the 2002-2003, 2003-2004 and 2004-2005 winters is high as expected 
in a cold polar environment and often near 100% saturation (Figure 14, Figure 15, and Figure 
16).  This is a result of the close proximity of air temperature and dew point in the Arctic.  In 
other words, low air temperature causes a similarly low dew point, and at a low dew point, the 
atmosphere is able to hold little moisture.  Thus, despite the high relative humidity, the 
atmosphere throughout the arctic coastal plain holds little water vapor.        

 

 

Figure 14. Winter 2002 - 2003 relative humidity at 10m at Betty Pingo Tower.  Relative humidity readings 
have a 100% saturation upper threshold. 
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Figure 15. Winter 2003 - 2004 relative humidity at 10m at Betty Pingo Tower.  Relative humidity readings 
have a 100% saturation upper threshold. 

44 
 



 

 

Figure 16. Winter 2004-2005 Relative Humidity at 3m and 10m.  Relative humidity readings have a 100% 
saturation upper threshold. 

 

Winds in the area were consistent and strong (Figure 17, Figure 18, and Figure 19).  Peak gusts 
above 15 m/s were recorded both winters.  Periods of inactivity such as January 2003 or 
February 2004 may be attributed to the challenge of gauging wind in the extreme arctic 
environment.  It is likely the anemometer used to measure wind speed accumulated sufficient 
rime to prevent an accurate measurement at lower wind speeds (<4 m/s) in these two 
instances. An eventual high wind event (>8 m/s) freed the sensor. The anemometer has a lower 
threshold value of 0.4 m/s.  
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Figure 17. Winter 2002-2003 wind speed at 1 m and 10 m at Betty Pingo Tower. 
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Figure 18. Winter 2003-2004 wind speed at 1 m and 10 m at Betty Pingo Tower.  Relative humidity 
readings have a 100% saturation upper threshold.  Extended periods of zero wind are probably caused 
by rime ice on anemometer. 
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Figure 19. Winter 2004-2005 wind speed at 1 m and 10 m at Betty Pingo Tower.  Relative humidity 
readings have a 100% saturation upper threshold.  Extended periods of zero wind are probably caused 
by rime ice on anemometer. 

 

Precipitation was recorded during winter to better understand the relationship of snowpack to 
the water surface levels being observed in the lakes. Precipitation was measured daily using an 
online pressure transducer installed in a Wyoming Snow Gauge adjacent to the Betty Pingo site 
(data courtesy NRCS).  Wyoming snow gauges generally under report winter precipitation as 
snow.  Figure 20 shows the record for the 2003-2004 winter assuming a zero beginning value 
November 1, 2003 and eliminating any recorded evaporation from the gauge. Figure 21 displays 
the same information for the 2004-2005 winter. Precipitation through the winter months is light 
and most precipitation throughout the year usually occurs during the relatively wet months of 
July and August.  The proportion of precipitation as snow to precipitation as rain is distributed 
about 40 and 60% respectively. 
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Figure 20. Measured daily water equivalent of snow during 2003-2004 winter (data courtesy NRCS) at 
Betty Pingo, North Slope, AK. 
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Figure 21. Measured daily water equivalent of snow during 2004-2005 winter (data courtesy NRCS) at 
Betty Pingo, North Slope, AK.   

8 DATA COLLECTION METHODS AND EQUIPMENT 

 
Water sampling occurred on-site using hand held water quality meters and off-site using 
portable devices and full-scale laboratory setups (Figure 22).  All sampling devices and meters 
were calibrated before sampling efforts with NIST-traceable standards to ensure accurate 
measurements.  Five sampling trips were accomplished during the first season of study 
(December 2002 – August 2003). Six sampling trips were accomplished in the second season 
of study (September 2003 – June 2004). Seven sampling trips were accomplished in the third 
season of study (September 2004 – June 2005).   
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Figure 22. Both in-situ measurements of water characteristics (DO, conductivity, temperature, and pH) 
and water samples were collected at the lakes at several times throughout the winter. 

8.1 Meter Measurements 

 
In-situ measurements of water temperature, pH, dissolved oxygen, and specific conductivity 
were recorded using a variety of hand-held meters including Yellow Springs Instruments (YSI), 
Hydrolab, Hanna, Hach, and Lakewood meters.  Table A-1 in the Appendix lists the sampling 
meters used for particular onsite sampling efforts along with lakes sampled and the sampling 
meters’ calibration date.   
 
In situ measurements were collected at a sampling hole augered through the ice in a location 
near the rafts.  Typically only one hole was established for each sampling event.  That site was 
marked and we attempted to return to the same location for each event during each winter.  In-
situ sampling meters recorded water quality variables (temperature, pH, specific conductance, 
dissolved oxygen) at one-half the free water column depth.  In other words, at a depth 
equivalent to half the distance between the lake bottom sediment interface and the bottom of ice 
(winter sampling) or the top of surface water (summer sampling).  Readings on the meters were 
allowed to stabilize to attempt to minimize the aeration or sediment disruption caused by the 
necessity of augering a hole into the ice.  Ice thickness was also measured onsite using a 
metered rod. 
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8.2 Benchtop Measurements 

 
Benchtop variables were those that required simple, non-laboratory analyses that could not 
practically be performed onsite due to harsh environmental conditions.  Typically, the analyses 
were preformed at camp later in the day where instruments and reagents could remain warm 
and conditions were more conducive to careful measurement.  Benchtop variables included 
alkalinity, turbidity, nitrate and nitrite.  
 
Lake water for these measurements was taken using a peristaltic pump powered by a 12-volt 
non-spillable battery.  The location of collection sample was at the standard one-half the free 
water column depth.  As the samples were collected at only one depth during most sampling 
events, it was observed that the midpoint of the water column was most representative of the 
entire column characteristics.  The depth of sampling was recorded along with other sampling 
notes.  Lake water was allowed to run through the tubing for a sufficient period before collection 
to ensure an uncontaminated sample.  About 300-450 mL of raw lake water was collected in 2-3 
150-mL plastic Nalgene bottles.  The raw water was kept at 2-8 °C until analyses were possible. 
Benchtop analyses were typically preformed within a few hours after water collection to meet 
specific analyses holding times.  Aliquots were taken from the raw water collection bottle for all 
analyses.  All equipment was thoroughly rinsed by the lake’s raw water before benchtop 
analyses and was cleansed in deionized water after analyses.   
 
Alkalinity was measured by Hach portable titration method #8203 with 0.16 or 1.6 N sulfuric acid 
as a titrant depending on the expected alkalinity.  Turbidity was measured using a MicroTPI 
portable turbidimeter as well as a Hach 2100P portable turbidimeter.  Turbidity analytical range 
was 0.002 – 1000 Nephelometric Turbidity Units (NTU).   
 
 

8.3 Laboratory Measurements 

 
Variables analyzed in the University of Alaska Fairbanks (UAF) Water and Environmental 
Research Center (WERC) laboratory included: metals (sodium [Na], calcium [Ca], Magnesium 
[Mg], Iron [Fe] and potassium [K]), nutrients (nitrate [NO3], nitrite [NO2] and ortho-phosphate 
[PO4]) and organic carbon (total organic carbon [TOC] and dissolved organic carbon [DOC]).  
Water samples for laboratory analytical testing were collected using a peristaltic pump powered 
off a 12-volt non-spillable battery.  Lake water was allowed to run through the tubing for a 
sufficient period before collection to ensure a representative sample.   
 
A single sampling set for laboratory analysis was made of two (one filtered and preserved, one 
unfiltered and preserved) 150-mL manufacturer-sterilized plastic Nalgene bottles.  Duplicate 
and often triplicate sets were collected onsite for laboratory use.  Filtered samples were 
preserved with 1 ml of 6 N sulfuric acid added before collection while unfiltered samples were 
preserved with 1 ml of 6 N nitric acid added before collection.  This amount was enough to 
acidify the lake water to a pH near 2.0.  Samples were filtered by an in-line AquaPrep 600, 0.45 
um, capsule filter at the time of collection.   
 
All samples were kept at the optimum temperature range of 2-8 °C during transportation back to 
UAF facilities for laboratory analyses.  Samples were immediately ultra-acidified on arrival to a 
pH of less than 2 using phosphoric acid for further preservation.  Storage at UAF laboratories 

52 
 



 

was in a 5 °C refrigerator until analysis was possible.  The nutrient content (nitrate and nitrite) 
was analyzed within 12 hours to prevent bacterial consumption.  40-mL aliquots of filtered and 
unfiltered preserved water were transferred into manufacturer-sterilized glass vials with septa 
for TOC and DOC analyses.           
 
Unfiltered bottled samples were analyzed for metals and total organic carbon.  Filtered samples 
were analyzed for nutrients and dissolved organic carbon.  
 
Analysis of metals was performed using a Perkin Elmer Analyst 300 atomic absorption 
spectrophotometer.  The instrument was operated in flame mode using an air-acetylene flame 
for sample aspiration and burning.  To perform the analysis, a subset was removed from the 
container and diluted to the appropriate analytical range (Table 4). The instrument was then 
calibrated using calibration standards and a calibration curve was derived.  Deuterium 
background correction was used for all samples analyzed at wavelengths of less than 300 nm 
(Table 7). 

 

Table 9. Laboratory metals analyses specifications. 

 

Analyte 
Wavelength 

(nm) 
Background 
Correction 

Analytical 
Range 
(ppm) 

Standard 
Lot Number 

Na 589 No 0-1.0 B1045104 
Ca 422.7 No 0-5.0 B2035080 
K 766.5 No 0-2.0 B1055015 

Mg 285.2 Yes 0-0.5 B0035160 
Fe 248.3 Yes 0-6.0 B2025087 

 
Organic carbon samples were analyzed using an Apollo 9000HS TOC analyzer. The analyzer 
was calibrated using a commercially available carbon standard. All samples were analyzed by 
sparging the samples for five minutes with clean air. The samples were then directly injected 
into the combustion chamber and analyzed. 
 
Laboratory nitrate and nitrite analysis was performed using a colorimetric technique.  Total 
(nitrate and nitrite) nitrogen was measured by first reducing all nitrate in the sample to nitrite 
using a commercially available cadmium reduction column.  The sample was then diazotized 
using sulfanilamide and coupled with N-(1-napthyl)-ethylenediamine dihydrochloride to form a 
highly colored dye.  This solution was quantized using a Beckman DU520 UV-Visible 
spectrophotomer operating at 543 nm. The instrument was calibrated using a standard prepared 
by dissolving sodium nitrate in water.  Laboratory analysis of nitrate and nitrite has a lower 
detection limit of 5 ppb.   
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8.4 Continuous Measurements 

 
Continuous measurement of specific conductivity, water temperature, water level and dissolved 
oxygen during the 2002-2003, 2003-2004 and 2004-2005 winters was attempted with mixed 
success by continuously operating stations.  Stations at lakes K113C, K203C, K214P and 
K209P were installed in February 2003 and recorded data until spring breakup in June.  
Stations at K113C, K214P and K209P were redeployed for the entire 2003-04 winter.  Stations 
at lakes L9312 and L9817 were installed in December 2004 and recorded data until spring 
breakup in June 2005.   
 
Variables of water level, specific conductance, temperature and dissolved oxygen were 
transmitted by radio to a base station connected to the Internet allowing near-real time (15-60 
minute data intervals) data to be observed.  Data sets were then reduced and Quality 
Assurance/Quality Control assessments conducted to detect data error.  Two specific 
conductivity sensors and two dissolved oxygen sensors floated within the free water column 
approximately 0.35 m above the bottom sediments.  Water level was recorded by two pressure 
transducer sensors anchored into the bottom sediment.  Water temperature was typically 
recorded at 0.3 m intervals by a paired thermistor string throughout the water column with the 
bottom thermistor anchored in the bottom sediment.   
 
Details of sensors utilized in the study are given in Table 8.  Positioning of sensors in relation to 
the station itself is seen in Figure 23.  Table 9 presents the time each station began reporting 
data. Record of pressure transducer calibrations is given in Appendix B and a record of 
changes to field sensors is given in Appendix C.    
 
 

8.5 Field Measurements 

 
Measurements of snowpack water equivalent were conducted routinely in four locations around 
each lake and adjacent to each raft every May prior to the onset of snowmelt.  This was 
conducted according to the procedure described in Rovansek et al., (1993). At each site, 10 
cores were collected with an Adirondack snow tube.  The depth and weight of the snow sample 
in the tube was recorded, allowing calculation of the snowpack water equivalent and density.  
Fifty additional depth measurements were also collected to clarify the representation of the 
measurements. 
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Table 10. Online sensor specifications. 

Sensor Make Model Resolution 
Sensor 

Tolerance 

Dissolved 
Oxygen 

Greenspan 
Technologies / 
Steven Water 

Monitoring 

DO1200 0.1 % 
saturation +/- 2.0% 

Pressure 
Transducer 

Honeywell / 
GeoWatersheds 

Scientific 

GWS5B - 5 
PSI range 

0.001 volts, 
0.01153 ft, 
0.00352 m 

+/- 0.1% 

Thermistor Yellow Springs 
Instruments YSI44000 0.01 C +/- 0.2 C 

Specific 
Conductance 

Campbell 
Scientific CS547A 0.001 mS/cm +/- 5.0% 

 
 
 
 

 

Ice 0.0 – 2.0 m Protective  
PVC Casing 

Floats 

Dissolved Oxygen  
and Conductivity Probes 

Anchors

Thermistor  
String 
 

Water 0.0 – 2.0 m 

Bottom 
Sediment 

Snow 

Pressure 
Transducers 
 

Sensor Cables to Station 

Figure 23. Depiction of station and online sensors. 

Table 11. Operating period for study lakes continuous data-collection stations. 
Lake Station Installed Station End Date 

K113C 2/15/03 6/15/05 
K203C 2/14/03 4/15/03 
K209P 2/13/03 6/15/05 
K214P 2/9/03  6/15/05 
L9312P 12/5/04 Currently Operating 
L9817P 12/6/04 Currently Operating 
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9 PUMPING ACTIVITY 

 
Water was withdrawn from the pumped lakes for a variety of uses during the winter periods 
throughout the study.  The water was primarily used to create an ice infrastructure of roads for 
personnel and equipment transportation as well as operating pads and airstrips.  Other potential 
uses of the pumped lakes’ water during the winter included: potable water supply, firewater and 
drilling fluid.  Overall, lake K209P was used as a resource more frequently and at higher 
volumes than K214P.  This was due to lake K209P’s proximity to the primary ice road leading 
across the Colville River to the Alpine satellite development.  Lake K214P, more central in the 
Kuparuk operating unit, was not pumped as frequently or heavily. 
 
Figure 24 to   
Figure 27 summarize pumping activities at lakes K209P and K214P during the winters of 2002-
2003 and 2003-2004.  A more detailed record of pumping activity for the 2002-2005 winters is 
given in Appendix D.  Note that there are several types of permits that are issued by DNR 
including LAS (water rights labeled under the land administration system), TWUP (temporary 
water use permit), and Habitat Permits (issued by DNR Habitat Division).  Most of the TWUP 
and LAS permits operate on a calendar year basis, whereas the habitat permits are based on a 
water year (approximately Oct.1- May 1). 

 

Figure 24. Pumping activity at K209P during the three winters of the project. 
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Figure 25. Pumping activity at K214P during the three winters of the project. 
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Figure 26. Pumping activity at L9312P during the three winters of the project. 
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Figure 27. Pumping activity at L9817P during the three winters of the project. 
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10 KUPARUK DEADARM GEOPHYSICS 

The Kuparuk Dead Arm reservoir actually consists of seven major water reservoirs (869,600 m2) 
located on a paleo-flood plane adjacent to Kuparuk River in the Prudhoe Bay oilfields.  The 
reservoir was originally developed as a gravel pit for road and pad construction, but has become 
an important water resource for oilfield activities. As a component of the investigation of water 
use from lakes on the coastal plain, questions also arose about the possibility of hydraulic 
connections between lakes and rivers.  The essential question is, if water is removed from one 
lake, will that have an impact on adjacent lakes or river channels even though no apparent 
surface channel exists?  The conventional wisdom was that sub-surface connections do not 
exist in regions of thick, ice-rich permafrost.  However, our literature review and field studies do 
confirm that unfrozen hydraulic channels do exist under special circumstances; these include 
deep groundwater springs that can completely penetrate over 300 m of permafrost and taliks (or 
unfrozen zones within a permafrost area) that developed under lakes, stream or river channels.  
Depending upon the size of the talik, it can persist for decades or centuries after the lake has 
drained or a river has meandered to a new channel in a floodplain.  
 
This study focused on potential talik connections between the Kuparuk River and Kuparuk 
Deadarm Lakes (reservoirs) as well as water movement from river to the reservoir during water 
removal by pumping. The reservoirs consist of a series of gravel extraction pits (cells) that 
having varying degrees of interconnected surface connections. A talik was discovered about 40 
-50m below the ground surface in the area between cell #1 on the southwest side (Section A-A’, 
Figure 28).  Its hydraulic conductivity was estimated to be about 10-4 m/s based upon presumed 
material properties.  Direct current resistivity tomography and ground penetrating radar surveys 
were conducted to obtain the subsurface fields of the dielectric constant and resistivity between 
the river and reservoirs. Stable isotope samples were obtained for input into a mixing model 
between river water and the reservoirs. Relative resistivity is an important and sensitive 
technique for deep talik detection. High frequency dielectric constant mapping (GPR survey) is 
an ideal second parameter for indication of soil type, water content and other physical 
properties for shallow taliks that are less than 10 meters in depth. Drill logs from borings near 
this area were obtained to support geophysical survey results.  The combination of geophysical 
survey and isotope analysis are relatively economic and non-destructive methods to investigate 
subsurface hydrology in sensitive tundra ecosystems. 
 

10.1 Kuparuk Deadarm Lakes Background  

The methods of the field measurement of groundwater movement and aquifer permeability are 
technically well developed. However, most hydrologic surveys require ground disturbances such 
as slag or pump tests in wells or other surface disturbances that may impact sensitive tundra 
ecosystems. This study focused on detecting hydraulic connections between the surface water 
bodies of the Kuparuk River and adjacent reservoirs. Most of the surface water bodies (lakes) 
are considered as isolated by the impermeable cold permafrost (ca. -9 to -12 °C). However, 
freshwater taliks (an unfrozen layer in the permafrost) are known to be commonly located 
beneath deeper ponds (>2m) or stream channels on the North Slope, Alaska. Brewer (1958a, 
1958b) reported that a sub lake bottom talik (“thaw bulb”) reached 60m deep beneath a lake in 
Barrow. Many of the closed system pingos and/or drained lakes in the Prudhoe Bay area 
maintain a fresh water talik similar to the Barrow lakes. The objective of this effort was to 
examine the thermal and hydraulic characteristics of the cold, continuous permafrost subsurface 
around the Kuparuk River and Dead Arm Lakes system using geophysical and water chemistry 
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methods. The benefit of this approach was that it not only caused no disturbance to the tundra 
ecosystem, but it also efficiently and economically covered a wide area. 
  

10.2 Methods 

   
Geophysical surveys are conducted widely in permafrost regions. We used ground penetrating 
radar (GPR) and resistivity tomography surveys in this study (Figure 28). GPR determines the 
dielectric constant of the soil by measuring the travel time of the electromagnetic wave 
propagating through the frozen ground. DC resistivity survey is one of the traditional but 
perhaps most appropriate methods for studies in the permafrost region (Harada and Yoshikawa, 
1996; Yoshikawa et al. 2004). The resistivity method measures variations in the ground's 
electrical resistivity by applying small electrical currents across arrays of electrodes inserted in 
the ground. The resistivity readings are processed to yield depth probes or sections of the 
thickness and resistivity of subsurface electrical layers. Results are correlated with real ground 
interfaces such as soil and rock layering or soil-bedrock interfaces to provide detailed 
information on subsurface structure.  Four equally spaced electrodes are set out in a standard 
configuration (Wenner Array). A low frequency current is applied across the two outer 
electrodes and the voltage is measured across the inner electrodes. The voltage is converted 
into a resistivity value that represents the average ground resistivity between the electrodes. 
Models of vertical variations in ground resistivity are obtained using an expanding electrode 
array centered on a reference point. Depth penetration increases with electrode spacing. We 
conducted a GPR survey (April, 2004) (Figure 29) and Resistivity survey (August, 2004) (Figure 
30and Figure 31) between the Kuparuk Dead Arm reservoirs and the Kuparuk River east 
channel. 
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Figure 28. Study site and survey lines. Section B-B’s also is used to help illustrate a hypothetical talik 
model for the area from the Kuparuk River east channel and cells 1, 2, 3 of the Kuparuk Deadarm Lakes. 

 
 

10.3 Dielectric constant measurement 

 GPR surveys mainly focus on distinguishing the unfrozen layer in the upper 10m of 
permafrost. The conditions during the GPR field surveys were ideal.  The active layer was 
completely frozen and snowmelt had not yet initiated. A talik is relatively easy to find by GPR if 
liquid water is not present on the ground surface. We used a 200 MHz radar antenna with a 
GSSI SIR-2000 system situated in a sled that was pulled by hand along the transects (Figure 
29). The dielectric constant is calculated from velocity of wave propagation. The velocity (V) of 
electromagnetic wave is described as following: 
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V=c/(e)1/2              Eq.1 

 

Where c is the speed of light in vacuum (c=3 X108 m/s= 0.3 m/ns), and e is the dielectric 

constant. 

 

The dielectric constant of the first (upper) layer was estimated using travel time (TT) of the echo 
and Equation 1. The travel time (TT) (ns) and velocity (V) are related through the following 
relationship: 
 

TT=2d/V     Eq.2 

 

Where d (m) is distance to the reflector.   

 

Figure 29. GPR operation during springtime. 

 

10.4 Relative resistivity measurement 

 The electrical resistivity of soil depends on soil type, temperature, water content, 
porosity, and salinity. In general, apparent resistivity (ρa) values of frozen soil are 10-100 times 
greater than those of unfrozen soils (Harada and Yoshikawa, 1996). A resistivity survey was 
conducted at the end of the August 2004, because of the need for solid ground contact. For the 
measurements, a conventional resistivity-sounding meter (Syscal pro R1 72 channels switching 
system) was used to set up a Wenner electrode configuration (Figure 30 and Figure 31). A 
current (I) is delivered and received between the outer electrodes, and the resulting potential 
difference (V) is measured between the inner electrodes. For this array on the ground surface, 
an apparent resistivity (ρa) is calculated from: 
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       ρa= 2πa V/I   Eq.3 

 
Where "a" is the distance separating the electrodes. An inversion analysis was performed with 
changing values of resistivity and layer thickness by using the linear filter method. An inversion 
program (RES2DINV at Geotomo software) was used for processing the resistivity imaging. 
Recent developments of the resistivity method have improved the resolution and quality of the 
data interpretation, providing a continuous 2-D model of resistivity along the section lines known 
as electrical imaging. The data processing procedures for the imaging method are more 
complicated and the rate of data acquisition is slower, making it most useful for investigating 
areas of complicated ground conditions. Resistivity imaging is particularly suitable for measuring 
the size of a talik or an aquifer in the permafrost regions where a detailed understanding of 
complex subsurface structure is important. We used 72 electrodes, placed in a line set at 5m 
spacing (360m cross section), and connected to a computer controlled resistivity meter using a 
multicore cable. A switching unit takes a series of constant separation traverses along the array 
with increasing electrode spacing.  
 
 

 

Figure 30. Resistivity survey (August 2004). 
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Figure 31. Resistivity survey (August 2004). 

 

Isotope and water chemistry 

Stable isotope (δ18O and δ2H) signals preserve many of the process trends necessary for 
reconstructing lake mixing, evaporation and condensation histories (Yoshikawa and Hinzman, 
2003).  Tundra ponds, river water and concurrent precipitation were sampled for stable isotope 
analysis at the Water and Environmental Research Center, University of Alaska Fairbanks.  The 
samples were sealed until laboratory analysis. The instrument (Deltaplus XL), a ThermoQuest 
high temperature conversion elemental analyzer (TC/EA) is used in the analysis of liquid 
samples for oxygen and hydrogen stable isotopes. The TC/EA unit is interfaced to a mass 
spectrometer through the Conflo III system.  
 
Water samples were obtained from Kuparuk Dead Arm reservoirs no.1, no. 2, no.3, no.4, no.5, 
no.6, the Kuparuk River east channel and adjacent small ponds. The climatic conditions of 
study site have been well-studied (Hinzman et al. 1988; Mendez et al., 1998) and are known 
from a near-by meteorological station.  Estimation of evaporation from the lake surface was 
estimated based upon 2004 relative humidity measurements with comparisons to similar historic 
data of pan evaporation measurements (Hinzman et al. 1998). The sediments from the study 
site include sand and gravel to more than 60m depth by floodplain deposits (Rawlinson 1986, 
1990) (Figure 32).  
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Figure 32. Stratigraphic sections of Kuparuk River inactive flood-plain deposits after Rawlinson (1990). 
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Dielectric constant  

Figure 33 displays the 200MHz radar signals at the Kuparuk River, east channel adjacent to M 
pad. The results indicate that the upper 10m of the ground is completely frozen and none of the 
liquid brine pockets or high saline concentrations commonly observed in these coastal plain 
sediments were detected. Such results were typical of the entire study site. The GPR survey did 
not detect any shallow thawed ground or talik formations around the reservoir No 5, or in other 
areas that were surveyed in the area.  
 
 

 

Figure 33. GPR obtained images in the vicinity of the Kuparuk River, east channel, adjacent to M pad. 
The depth of the figure signal is approximately 7 meters. 

 

Resistivity 

Figure 34 shows the apparent resistivity profiles obtained by field measurement in August 2004 
and results of numerical (inversion) calculations. Between the Kuparuk River and reservoir no.1, 
three major layers of differing resistivity were detected. The first layer, with a value of 2000 ohm-
m, had a thickness of 0.4m, which corresponds to the depth of the active layer measured with a 
thaw probe. The second layer had a resistivity value more than ten times higher, which 
corresponds to the depth of frozen sand, about 35 m. The resistivity layer gradually decreased 
in the third layer. This layer’s resistivity was significantly lower (50 to 200 ohm-m). This low 
resistivity can be explained as a sandy talik (unfrozen) layer (Figure 34, 
Figure 35). In this resistivity survey, we could not find the bottom of the talik, however, the depth 
of the talik should not exceed 60 m on the North Slope (Brewer, 1958a). Figure 35 shows a 
diagrammatic cross section of the study sites from our geophysical surveys. This diagram 
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illustrates a potential talik configuration based on the resistivity survey at A-A’ and the 
interpretation of past river channel effects on talik formations in the areas of cells 1-3. The 
annual amplitude of the permafrost temperature depends on thermal conductivity and water 
content. Usually the zero annual amplitude in tundra terrain is at about 16 to 20 m depth (Figure 
36). The typical permafrost temperature at 35-60m below ground surface is about -9ºC around 
the study site. Thus the resistivity value is typically 20,000 ohm-m for frozen sand and 5000 
ohm-m for frozen clay (Figure 37).  Therefore, the lower resistivity is most likely due to talik 
formations. 
 
 

 

Figure 34.  Resistivity profile at A-A’ transect southwest of cell 1 (reservoir #1). 

 

Figure 35. Profiles across section A-A’ showing the location of the resistivity survey, and a potential talik 
configuration based on geophysical data and typical talik development in a river channel system. 
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Figure 36. Temperature profiles at Barrow, Alaska indicated zero annual amplitude 16m below surface. 

 
 
 

 
 

Figure 37. The resistivity versus temperature relationship of nearly saturated clay and sand demonstrate 
dramatic differences between frozen and unfrozen soils. 
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Stable isotopes and conductivity 

Electrical conductivity measurements of the surface water indicates that most of the reservoirs 
have hydraulic connections for groundwater recharge or direct flooding during spring breakup 
flooding; however, reservoirs nearer to the river had more mixing (Figure 38). The water in 
reservoir no.5 had conductivity lower than 88 μS/cm. The river and reservoir no.1 frequently had 
conductivity over 110 μS/cm. This result indicates the reservoirs may be connected with the 
Kuparuk River. Isotope analyses show the δ18O/ δ2H (O/D) ratio in all of the reservoir water 
samples is aligned along the local meteorological line (D = 7.0927δ18O  - 2.8466). The summer 
of 2004 was very dry and evaporation was probably close to the maximum potential. The δ18O 
and δ2H ratio should be shifted, if the lakes are hydraulically separated (Yoshikawa and 
Hinzman, 2003). The slope of the evaporation line was 5.5 (equivalent to about 75-80% of 
relative humidity) from isolated pond water adjacent to the reservoirs. We can determine the 
kinetic fraction factors using Gonfiantini’s equations as Δe18Ov-bl=-7.1 ‰ and Δe2Hv-bl=-6.3 ‰ 
(Gonfiantini, 1986). The overall enrichments for evaporation under these conditions, for the 
early summer average temperature of 5 ºC is 11.1 ‰ for 18O, 100 ‰ for 2H (Majoube, 1971). 
The fractional water loss from evaporation can then be modeled according to Raleigh 
distillation. For δ18O evaporative, enrichment is up to 10 ‰ (Clark and Fritz, 1997).   
 

δ18Oreservoir – δ18Opond = e18Ototal * ln f = 10 ‰  Eq.4  

 

Yielding a residual water fraction f of 0.4 at 10.2 ‰.  This implies an average evaporative loss 
of 60% in the ponds adjacent to the reservoirs but not in the reservoirs. The δ18O value of the 
Kuparuk River water is around –18.5 ‰. The groundwater mixing ratio from the river water and 
original reservoir water was distinguished using a two member mixing model (Rantz, et al. 
1982). 
 
   Qin=Qres(Ires-Iori)/(Iriver-Iori)  Eq.5 

Where Qres = current reservoir volume; Qin = infiltration volume of river water; Iriver = δ18O value 
of the river water; Ires = δ18O value of the current reservoir; and Iori = δ18O value of the original 
reservoir water. The reservoir and groundwater inflow had a nearly constant value of δ18O value 
between -19.5 and -18.5 ‰, which indicates 70-90% of the reservoir water will be derived from 
river inflow, either from ground-water inflow, or surface flooding in the spring.   
 
We did not detect any evaporation from these lakes with the isotope data but can distinguish 
evaporation from adjacent ponds and standing water bodies. In summer season, Mendez et al. 
(1998) measured an average relative humidity of 30% and 15cm/year of evaporation.  
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Figure 38. Stable isotope measurements of surface water bodies taken during summer conditions. 

Discussion 

The isotope and conductivity results indicate the reservoirs are hydraulically directly connected 
with Kuparuk River. The talik material was estimated to be homogeneous saturated sand, but 
no logs have been found to help verify there is not a low permeability (lithologic) layer of 
material that would serve as a flow boundary within a talik. To help better understand the results 
of the resistivity and isotope analysis, water elevation surveys were conducted during the winter 
months of 2005-2006. These surveys help show that, while there is evidence of a talik, there is 
probably no effective flow between cells 1-3. During this period, water was only pumped out of 
cell 2. Cell 1 has a shallow surface water connection that is dry by early freeze-up in the lakes. 
The channels between cell 2 and 3 appeared to be blocked by ice or frozen ground by January. 
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The results of the elevation surveys indicate there is no measurable flow between the cells after 
surface-water channels are either dry, or blocked by lake ice formation (Figure 39). 
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Figure 39.  Water elevation surveys (BPMSL) measured during the winter of 2005-2006 for Kuparuk 
Deadarm Lakes, cells 1-3. During winter months, this is the water surface in open drill holes in the lake 
ice.  

 
A resistivity survey is powerful and sensitive technique for talik detection. Stable isotope 
concentrations are ideal parameters to quantify the degree of water mixing. The combination of 
geophysical surveys, isotope analyses, and water elevation surveys allow us to better 
understand potential groundwater movement as well as permeability without any disturbance to 
the surface or subsurface conditions. Direct drilling of boreholes is expensive and requires 
surface disturbance. A combination of geophysical methods, geochemistry analysis, and 
elevation surveys can help define complex subsurface flow systems in taliks, and verify effective 
ground-water connections between lakes (reservoirs) and adjacent streams and rivers. 
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11 RESULTS AND DISCUSSION 

 
Water surface levels, specific conductance, dissolved oxygen, water temperature and water 
quality variables were examined to determine the effect of pumping activities.  This discussion 
focuses on the 2003-2004 winter period since the instrumented stations were recording 
throughout the entire winter; however 2002-2003 and 2004-2005 winters displayed similar 
trends.  Pumped lake measurements are compared to control lake measurements, which 
provide a baseline to detect and measure physical and chemical responses due to pumping 
activities.  Where appropriate, volumes of water withdrawn from the pumped lakes are 
illustrated. 
 
In the analyses, manual measurements by handheld meters during site visits are also presented 
to verify the continuous measurements.  Continuous measurements were further verified by a 
paired redundant sensor for each variable. An investigation of the variations in water chemistry 
in vertical profiles and in a horizontal spatial array (data presented in Appendix I) demonstrates 
that the differences between manual and continuous measurements may be attributed to 
vertical sampling differences in the water column (for instance, the difference between a manual 
measurement at two feet above sediment compared to a continuous measurement one foot 
above sediment) as well as lateral change across the lake (for instance, the difference between 
a continuous measurement at the instrumented station compared to a manual measurement 
fifty feet north of the station).  
 

11.1 Pumping Activity 

 
Tundra lakes have been relied upon for large volumes of freshwater since the 1970s when oil 
activities began on the North Slope.  The volumes of withdrawal depend mostly on the 
requirements of exploration and corresponding ice road requirements.  Study lakes, K209P and 
K214P, were utilized during the 2002-2003, 2003-2004 and 2004-2005 winter ice road 
construction seasons (CPAI, 2004). 
 
Pumping events were of different time duration and different withdrawal volume.  Activity ranged 
from light pumping (<500 m3/d) or (<132086 gal/d) to heavy pumping (>2,000 m3/d) or (528344 
gal/d).  Industry pumping records were reported as an accumulated withdrawal volume over one 
day or an accumulated withdrawal volume over one month (CPA, 2004, 2006). 
 
Changes in water surface level (WSL) due to water withdrawal volumes were estimated by two 
methods and these estimates are then used for comparison to the detected changes in WSL.  
One estimate is based on an assumption of pan or box lake bathymetry as seen in Figure 40.  
The expected change in WSL was calculated by dividing the volume of water withdrawal by the 
lake’s surface area.  The other estimate, using a conical projection as seen in Figure 41, takes 
into account a more gradual side contour reaching to the maximum depth of the lake.  The 
expected change in WSL was calculated by dividing the volume of water withdrawal by the 
projected under-ice surface area of the water.  The actual change in WSL detected by the 
sensor should fall between the ranges of these two extreme bathymetries.  Figure 42, Figure 43, 
and Figure 44 present bathymetric transects of typical thaw lakes (including study lake K209P) 
near the Colville delta showing that actual thaw lake bathymetry falls between the idealized pan 
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and cone projection (Moulton, 1998).  Thus, the detected change in WSL by the instrumented 
station should fall between the expected change in WSL based on the pan and cone projection 
for lakes K209P and K214.  We have also used a method that computes total volume based on 
measured bathymetry where such data exists; in principle, this approach should be better than 
the cone or pan methods.   
 
Figure 45, Figure 46 and Figure 47 present expected cumulative change in water surface level 
resulting from discrete pumping events during the 2002-2003, 2003-2004 and 2004-2005 
winters using the pan bathymetry method.  Expected changes based on a cone bathymetry are 
shown in subsequent analyses.  Appendix D also present expected change in WSL data 
numerically. 
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Figure 40. Illustration of pan bathymetry and response in water surface level corresponding to an 
exaggerated volume of water withdrawal. 
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Figure 41. Illustration of cone bathymetry and response in water surface level corresponding to an 
exaggerated volume of water withdrawal. 

 

Figure 42. Bathymetric transects of study lake K209P (reproduced from Moulton 1998). 

75 
 



 

 

Figure 43. Bathymetric transects of lake L9121, a thaw lake east of the Colville River about 5 km 
northeast of K209P and 7.5 km west of K214P (reproduced from Moulton 1998). 

 
 
 
 

 

Figure 44. Bathymetric transects of lake M9614, a thaw lake east of the Colville River bounded by the 
Colville and Kachemach Rivers (reproduced from Moulton 1998).  M9614 is about 11 km west by 
northwest of K209P. 
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Figure 45. Expected cumulative change in water surface level due to pumping activity during the 2002-
2003 winter based on a pan bathymetry. 
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Figure 46. Expected cumulative change in water surface level as a result of pumping activity during 2003-
2004 winter based on a pan bathymetry. 

78 
 



 

 

Figure 47. Expected cumulative change in water surface level as a result of pumping activity during 2004-
2005 winter based on a pan bathymetry. 

 
 
 
As apparent in Figure 45, Figure 46 and Figure 47, the expected water surface level change 
from winter pumping activity is small.  For instance, expected drawdown of WSL at lake K214P 
from pumping activity does not cumulatively exceed the 0.005 m resolution of the pressure 
transducer sensor over the course of the 2002-2003, 2003-2004 or 2004-2005 winters.  Lake 
K209P, with less surface area and higher volumes of water withdrawal, did display greater 
changes in WSL.  Nevertheless, the expected changes at K209P are still very small and 
discrete time periods of substantial pumping activity must be integrated for any change of WSL 
with sensor resolution to be observed.  Overall, cumulative pumping activities at K209P and 
K214P for winter 2002-2003, 2003-2004 and 2004-2005 ranged from 0.2 – 5.2 % withdrawal of 
the total volume and 3.9 – 10.5 % of the permitted volume. 
 
The detection of WSL is further complicated by environmental factors; most significantly, snow 
loading atop the ice surface increases the perceived WSL.  Although this is a correct 
measurement of the WSL, it interferes with the measurement of WSL of useable liquid water 
beneath the ice.  Thus, it is essential to accurately quantify the snow load to correctly identify 
the small water surface level changes under the ice.  An additional environmental factor that 
would influence perceived WSL is barometric pressure, but the pressure transducer, which 
measures WSL, is vented to the atmosphere, which eliminates the effect of barometric pressure 
changes.  An important note is that snow loading on the lakes does not develop uniformly as 
snow distribution is formed by the constant strong winds.  This has the effect of increasing snow 
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loading at thaw lakes with older well-developed basins.  Another impact to perceived WSL may 
be water trucks moving over the ice but this is difficult to quantify without knowing the exact time 
of the pumping activity when water trucks were on the lake ice. 
 
 
 
 
 

 

Figure 48. Illustration of perceived water levels at study lakes where h is equivalent to thickness and s = 
snow, i = ice, swe = snow water equivalence, wi = white ice, bi = black ice and w = water.  Illustration is 
conceptual and without scale. 
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In attempting to filter out the primary environmental influence of snow loading on WSL, winter 
precipitation data were obtained from a Wyoming Snow Gauge at the Betty Pingo 
meteorological site.  Trends in WSL at the lakes correlate well with the winter precipitation at 
Betty Pingo (Figure 49, Figure 50, Figure 51).  Some scatter of the data is observed due to 
drifting of the snowpack but overall measurements of precipitation and measurements of WSL 
trend well.  For example, the change in WSL at control lake K113C (+ 8 cm) is nearly equal to 
the cumulative snow water equivalent detected at the Betty Pingo meteorological site (+ 9 cm) 
from November 1, 2003 to May 1, 2004.  This is expected since there is no winter water 
withdrawal at K113C.  A similar trend of change in WSL following winter precipitation is 
observed at lake K214P since little pumping occurred and water surface level change from 
pumping activities was expected to be less than 0.005 m.  In contrast, heavily pumped lake 
K209P shows a slight response to pumping as WSL declines due to pumping (Figures 49-56). 
 

 

Figure 49. Change in pressure transducer 1 water surface level at lake K113C compared to 
measurements of precipitation as snow at Betty Pingo during the 2003-2004 winter. 
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Figure 50. Change in pressure transducer 1 water surface level at lake K113C compared to 
measurements of precipitation as snow at Betty Pingo during the 2004-2005 winter. 
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Figure 51. Change in water surface level at lake K209P compared to winter precipitation at Betty Pingo 
during the 2003-2004 winter.  Pressure transducers disconnected in late-February 2004. 
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Figure 52. Change in water surface level at lake K209P compared to winter precipitation at Betty Pingo 
during the 2004-2005 winter. 
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Figure 53. Change in water surface level at lake K214P compared to winter precipitation at Betty Pingo 
during the 2003-2004 winter. 
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Figure 54. Change in water surface level at lake K214P compared to winter precipitation at Betty Pingo 
during the 2004-2005 winter. 
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Figure 55. Change in water surface level at lake L9312 compared to winter precipitation at Betty Pingo 
during the 2004-2005 winter. 
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Figure 56. Change in water surface level at lake L9817 compared to winter precipitation at Betty Pingo 
during the 2004-2005 winter. 

 
 
From a different perspective, looking at a water balance of the study lakes during the 2003-2004 
winter, there was not always perfect agreement in expected and observed changes in the water 
surface levels (WSL).  Theoretically, the observed change in measured WSL should equal the 
sum of the expected change (loss due to pumping) and the SWE (gain due to snowfall).  The 
lack of a proper water balance may be due to using a single survey for pre-melt 2004 snow 
water equivalence at the lakes (although this consisted of about 240 point measurements of the 
snowpack around each lake).   The more likely cause of the imbalance is the non-appropriate 
application of either the cone or pan bathymetry for lake volume calculations.  
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Table 12. Water balance at study lakes for 2003-2004 winter including detected changes in water surface 
level (WSL), expected change in WS based on pan and cone bathymetries and local snow water 
equivalence (SWE). 

Expected change in 2003-
2004 WSL, cm Lake 

Average 2004 
SWE, cm 

Pan Cone 

Measured Change in 
2003-2004 WSL, cm   

(to nearest 0.5) 

K113C + 7.1 0.0 0.0 + 8.0 
K214P + 10.0 - 0.7 - 0.8 + 8.0 
K209P + 11.3 - 3.1 - 12.8 + 5.0 
K203C not operational 

 

11.2 Lake Recharge 

When investigating the effect of pumping on the study lakes, the primary question was, ‘Are the 
pumped lakes completely recharged each year after pumping by snowmelt and/or rainfall’.  To 
answer this important question, surveys of recharge were conducted May to June of 2003, 2004 
and 2005 during spring snow melt - the dominant, if not exclusive, recharge mechanism for the 
lakes.  Complete recharge was verified by surveys of outlet flow along the lake’s perimeter 
during spring melt.  If an active outlet was observed as the lake became flooded with meltwater, 
the lake was considered to be completely recharged.   
 
Complete recharge is an important determination as pumped lakes might suffer from a deficit in 
their water volume due to water withdrawal if recharge is not of sufficient quantity and would 
point towards a non-sustainable pumping practice.  All study lakes, both pumped and control, 
were determined to be completely recharged after the spring melt periods of 2003 and 2004 
(Table 13).  In Spring 2005, all lakes were completely recharged by the snowmelt runoff with the 
exception of L9312.  This lake was recharged both by spring snowmelt and by summer rainfall. 
The definition of a full lake condition is best determined by its lowest outlet control elevation. As 
an example, L9312 was observed to have two outlets during early snowmelt in 2006. At the end 
of snowmelt, it was observed to have water flowing out of only one outlet. This indicates the lake 
was overfull and gradually declining. In September of 2006, water was still present in the 
marshy outlet, indicating the lake was still full or slightly overfull. Figure 57 to Figure 62 illustrate 
the approximate inlet and outlet locations at each lake observed during 2003 and 2004 spring 
melt.  Specific coordinates of outlets and inlets, as well as photos of selected lakes, are given in 
Appendix E, and aerial photographs are shown in Appendix F. Also quantified in the 
appendices:  the pre-melt snowpack leading to complete recharge is quantified, the ablation of 
the snowpack is presented, and other snow survey data and locations are given.           
 
Pre-melt snow surveys were conducted May 13-18, 2003, May 20-22, 2004 and May 13-15, 
2005 at the study lakes.  Snowpack was quantified around the perimeter of each study lake at 
three or four locations and on the lake surface itself.  The survey locations were approximately 
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the same in all years.  Ablation at K113C Index (referenced as ‘K113C SS1’ and located 500 m 
north of the lake K113C) and Betty Pingo was monitored daily until the snowpack was depleted.    
 
Investigation of lake inlets and outlets occurred immediately after snowmelt runoff began.  Inlet 
and outlet locations were logged using a Global Positioning System referenced to the WGS84 
datum. ‘Inlet’ and ‘outlet’ refer to well-defined channel flow with water depth exceeding 0.15 m.  
‘General inflow’ and ‘general outflow’ refer to overland flow with maximum water depth not 
exceeding 0.15 m.  Inlet and outlet locations were at the same locations during all recharge 
surveys.  ‘Flooding’ refers to an area of indeterminate general inflow and/or general outflow.   

Table 13. Summary of recharge surveys. Data not available for L9817 for 2005. 

Lake 
Complete 

Recharge? 
Recharge 

Source 

Number 
of 

Outlets 

Number 
of Inlets 

Years surveyed 

K113C Yes meltwater 2 3 2003,2004, 2005 
K203C Yes meltwater 1 3 2003 
K214P Yes meltwater 3 1 2003,2004, 2005 
K209P Yes meltwater 3 3 2003,2004, 2005 
L9312P Yes rainfall 3 1 2005 
L9817P Yes meltwater na na 2005 
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Figure 57. Illustration of flow following spring melt at control lake K113C. 
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Figure 58. Illustration of flow following spring melt at control lake K203C. 
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Figure 59. Illustration of flow following spring melt at pumped lake K214P. 
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Figure 60. Illustration of flow following spring melt at pumped lake K209P. 
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Figure 61. Illustration of flow following spring melt at pumped lake L9312P. 
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Figure 62. Illustration of flow following spring melt at pumped lake L9817P. 

11.3 Water Surface Level 

 
In some plots, WSL is reduced to an elevation change in the pressure transducer measurement.  
The zero value when reducing the data was taken as the initial value after the sensor had 
stabilized.  Utilizing measurements of the relative change in WSL elevation rather than WSL 
referenced to sea level eliminates some survey error and gives more confidence when 
determining the effects of water withdrawal on WSL at pumped lakes.  The method also has the 
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advantage of allowing for finer resolution of WSL in comparison plots, which helps when 
attempting to detect small changes between pumped and control lakes.   
 
Figure 63 to Figure 66 show the change in WSL at study lakes for the 2002-2003, 2003-2004, 
and 2004-2005 winters.  The zero WSL value is taken to be 24 hours after station installation for 
the 2002-2003 winter and 0:00 AM November 1, 2003 for the 2003-2004 and 2004-2005 
winters.  Values of WSL change were processed to remain consistent when sensors were 
replaced in mid-winter.   
 
 

 

Figure 63. Change in water surface level at control lake K113C throughout 2003-2004 and 2004-2005 
winter data collection periods. 

97 
 



 

 

Figure 64. Change in water surface level at control lake K203C throughout 2002-2003 and 2003-3004 
winter data collection periods.  2003 data gap due to temporary loss of telemetry. 
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Figure 65. Change in water surface level at pumped lake K209P throughout 2002-2003 and 2003-2004 
winter data collection periods. The pressure transducer at K209P was disconnected in late-February 
2004. 
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Figure 66. Change in water surface level at pumped lake K214P throughout 2002-2003 and 2003-2004 
winter data collection periods. 
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Figure 67. Water surface hydrograph at control lake K113C throughout 2004-2005 winter data collection 
periods. 
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Figure 68. Water surface hydrograph at control lake K209P throughout 2004-2005 winter data collection 
periods. 
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Figure 69. Water surface hydrograph at control lake K214P throughout 2004-2005 winter data collection 
periods. 
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Figure 70. Water surface hydrograph at control lake L9312P throughout 2004-2005 winter data collection 
periods. 
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Figure 71. Water surface hydrograph at control lake L9817P throughout 2004-2005 winter data collection 
periods. 

An increasing trend occurs in the WSL measurements at K113C, K203C, K214P, L9817 and 
L9312 P.  The trend follows precipitation as snow collecting on top the lake ice sheet.  Although 
K209P does indeed receive a similar load of snow, it was heavily pumped as a freshwater 
resource in 2004, so K209P does not see the same response to snow loading as the other 
lakes, which were not pumped or only in a very limited capacity (i.e. K214P in Figure 66).  
K209P shows a cumulative change in WSL due to pumping.  This is a detected change due to 
significant pumping activity at lake K209P.  Further, the detected WSL change at K209P is 
between the pan and cone bathymetry estimations of WSL change as expected (Figure 72).   
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Figure 72. Detected change in WSL at K209P shown with expected cumulative change in WSL due to 
pumping calculated from idealized pan and cone bathymetries. 
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Figure 73. Detected change in WSL at K214P shown with expected cumulative change in WSL due to 
pumping calculated from idealized pan and cone bathymetries. 

Water surface levels at pumped lakes are compared with control lakes in Figures 49 to 53.  The 
lakes are examined at periods of heavier pumping activity.  Attention is given to K209P in the 
2003-2004 winter since it experienced more frequent and voluminous pumping activity than 
K214P (Table 15).  Daily pumping volumes as well as recorded precipitation as snow 
measurements are also shown in the figures.  All water surface levels are referenced to British 
Petroleum Mean Sea Level (BPMSL).   
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Table 14. Defined periods of pumping activity at K209P and water withdrawal volume. 

LAKE K209P 

Time Period Water withdrawal volume, m3 Water withdrawal volume, gal

2/13/2003 - 2/15/2003 796 210,202 

12/25/2003 - 12/28/2003 6,587 1,740,181 

12/30/2003 - 12/31/2003 6,669 1,761,737 

1/2/2004 - 1/5/2004 7,731 2,042,420 

1/11/2004 - 1/22/2004 16,588 4,382,139 

2/17/2004 - 2/21/2004 2,409 636,285 

2/24/2004 - 2/28/2004 1,669 441,009 

3/5/2004 - 3/7/2004 1,419 374,860 

Table 15. Defined periods of pumping activity at K214P and water withdrawal volume. 

LAKE K214P 

Time Period Water withdrawal volume, m3 Water withdrawal volume, gal

4/1/2003 - 4/30/2003 843 222,697 

12/7/2003 - 12/10/2003 3,156 833,727 

1/1/2004 - 1/31/2004 2,540 670,997 

2/1/2004 2/29/2004 78 20,605 
 
Notable in the plots is the most active pumping period of the past two winters for any lake; 
16,588 cubic meters of water were removed from lake K209P from January 11-22, 2004.  The 
expected drop in WSL for this event is -0.012 m, a conservative estimate based on ideal pan 
bathymetry.  K209P shows a detected response of -0.02 m in WSL for the event while control 
lake K113C shows a response of +0.005 m Figure 75  
 
Response in WSL due to pumping can be analyzed in two ways: (1) From a water balance 
perspective where detected change in WSL should equal the expected change in WSL summed 
with the change in precipitation, or (2) in direct comparison to the control lake WSLs.  In the 
following analyses both alternatives are examined, however some preference should be given 
to Alternative 2 later in the winter since the projected bathymetry of the remaining water with 
significant ice depth is difficult to quantify due to highly variable bottom contours without detailed 
bathymetry across the lakes. 
 
Figure 73 illustrates the WSL response to pumping activity at K214P from December 7-10, 
2003.  Cumulatively, 3155.9 m3 of water was withdrawn from lake K214P during the time period, 
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corresponding to an expected change in WSL of -0.002 m and -0.004 m for pan and cone 
bathymetries respectively, both of which are below the pressure transducer sensors’ 0.005 m 
resolution.   
 

 

Figure 74. Water surface level at pumped lake K214P during pumping activity December 7-10, 2003 
compared to WSL at control lake K113C. 

In Figure 75, control lake K113C shows an increase of +0.010 m while pumped lake K209P only 
shows an increase of +0.005 m.  The -0.005 m difference at K209P is due to the cumulative 
water withdrawal or 6597.3 m3 during the time period.  The expected change in WSL from 
6597.3 m3 of water withdrawal is -0.005 m and -0.014 m based on pan and cone bathymetries 
respectively.  Thus, the water withdrawal at K209P shows the detected response due to 
pumping agreeably meeting the expected response to pumping.  Further, the expectation of 
WSL in early winter favors a pan bathymetry as previously summarized. 
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Figure 75. Water surface level at lake K209P during pumping activity December 25-28, 2003 compared to 
WSL at control lake K113C. Daily precipitation values are taken from the Wyoming Snow Gauge at Betty 
Pingo. 

Figure 75 shows both control and pumped lake responding to the +0.010 m precipitation input 
detected at the Wyoming Snow Gauge at Betty Pingo as WSL at both lakes increases +0.005.  
Thereafter, both lakes see a corresponding decline in WSL, which is unexpected.  The expected 
change in water surface level at K209P in response to the 6668.9 m3 water withdrawal is -0.005 
m based on a pan bathymetry and -0.015 m based on a cone bathymetry.  K209P does show 
the expected decrease of -0.010 m after the pumping event, but a -0.010 m decrease is also 
seen at K113C.  Discrepancies such as this would have benefited from second instrumented 
control lake as was planned, but was not operational. 
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Figure 76. Water surface level measurements at pumped lake K209P during pumping activity December 
30-31, 2003 compared to control lake K113C. Daily precipitation values are taken from the Wyoming 
Snow Gauge at Betty Pingo. 

Figure 76 shows the expected response to pumping of K209P with WSL decreasing by -0.015 
m while K113C remains generally steady with the lack of any precipitation input.  The expected 
cumulative change in water surface level at K209P in response to the 7731.4 m3 water 
withdrawal is -0.006 m based on a pan bathymetry and -0.018 m based on a cone bathymetry. 
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Figure 77. Water surface level measurements at lake K209P during pumping activity January 2-5, 2004 
compared to control lake K113C January 2-5, 2004.  Daily precipitation values are taken from the 
Wyoming Snow Gauge at Betty Pingo. 

In Figure 78, sustained and heavy pumping activity January 11-22, 2003 provides an excellent 
opportunity to view responses to pumping.  The expected cumulative change to the 16,588.2 m3 
water withdrawal is -0.012 m based on a pan bathymetry and -0.044 m based on a cone 
bathymetry.  K209P shows a decrease of -0.020 m, which agrees well with the expected WSL 
change.   K113C shows a steady baseline during this period and exhibits good control.   
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Figure 78. Water surface level measurements at lake K209P during pumping activity January 
11-22, 2004 compared to control lake K113C January 11-22, 2004.  There was no measured 
precipitation during this period. 
 
 
 

11.4 Specific Conductance 

 
Specific conductance (SC) in arctic lakes is driven by the ice exclusion process during the 
winter freezing.  As the ice grows throughout the freezing season, salts are rejected from the ice 
into the remaining water below the ice.  The ice exclusion process is remarkably efficient as 
most impurities are excluded during the phase change.  It is assumed that the entire mass of 
solutes within the ice generated is rejected into the under-ice water (Smith, 1999). 
 
In shallow tundra lakes, the results of ice exclusion are magnified due to the small volumes of 
water remaining under the relatively large volumes of ice towards the end of winter.  The 
expected result is that lakes with shallower bathymetries will see a faster rise in SC than those 
lakes with deeper bathymetries.  This expectation was shown to be true for the winter 2002-
2003 data collection period - February 2003 to May 2003 – with K113C, the deepest lake with a 
maximum depth of 2.3 m, showing lower SC at the end of winter than the shallower lakes 
K203C, K209P and K214P with maximum depths of 1.88, 1.86 and 1.75 m respectively.  Solute 
exclusion during freezing is not the only process that affects SC, so it is not surprising that there 
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is not an exact correlation between lake depths and SC.  The other major factors influencing SC 
is the sediment chemistry and the related local geology. 
 
Figure 79, Figure 80, Figure 81 and Figure 82 show SC measurements throughout the 2002-
2003 and 2003-2004 winters at the study lakes.  Manual measurements taken during site visits 
are also given to verify continuous readings in the figures and in Appendix I.  The likely source 
of measurement difference is the vertical differences in concentrations in the water column.  
Although continuous measurements and manual measurements were collected in close 
proximity (~10-15 m), lateral differences in concentrations in SC could arise due to sampling 
difficulty that occurs when drilling through thick ice into the shallow water below the ice.  It was 
not possible to confirm that the bottom sediments were not slightly disturbed during drilling, 
which would increase SC measurements.  Therefore, late winter manual measurements are 
likely higher due to inadvertent agitation of the sediments during sampling.  Figure 83 and 
Figure 84 compare the SC of each study lake during the 2002-2003 and 2003-2004 winters.  
The specific conductance increases over winter due to solute exclusion from the growing ice 
matrix. Lakes with smaller under-ice volumes will have a relatively larger increase in SC. Each 
lake may also have different summer and winter variations in SC due to differences in lake 
bottom sediments and variations in soil types in the lake watershed. 
 
Notable in the continuous measurements are the 2003-2004 winter readings at lake K209P 
(Figure 81).  SC displays a large exponential increase later in the winter and then goes offline 
March 21, 2004.  The measurements are an observation of minimal under-ice water volume with 
higher salinity and then ice growth, eventually intersecting the SC sensors.   
 

 

Figure 79. SC measurements at control lake K113C. 
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Figure 80. SC measurements at control lake K203C.  
 
 

 
Figure 81. SC measurements at pumped lake K209P. 
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Figure 82. SC measurements at pumped lake K214P. 

 

Figure 83. Comparison of SC at study lakes throughout 2002-2003. 
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Figure 84. Comparison of SC at study lakes throughout winter 2003-2004 data collection period. 

Another interesting SC feature is seen at pumped lakes K209P and K214P when SC sees a 
sudden drop over about a 36-hr period in mid-December 2004 and early-December 2004 
respectively.  This observation is unexpected since the sensor is under ice and should show an 
increasing trend from the solutes excluded from the growing ice.  It is unlikely the drop is a 
result of pumping since no pumping had yet occurred for the 2003-2004 winter.   
 
An important question to address, similar to whether tundra lakes are hydrologically recharged 
by spring meltwater, are tundra lakes chemically reset by spring meltwater?  If the chemistry of 
tundra lakes is affected by pumping, then cumulative impacts to chemistry would occur if not 
chemically reset each spring. Figure 85, Figure 86 and Figure 87show the response in SC at 
the study lakes to the introduction of meltwater in the spring of 2005.  The sudden decrease in 
conductivity indicates mixing of snowmelt runoff with the higher conductivity lake water below 
the ice. 
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Figure 85. Spring 2005 chemistry and snow water equivalent during ablation at K113C. 
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Figure 86. Spring 2005 chemistry and snow water equivalent during ablation at L9312P. 
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Figure 87. Spring 2005 chemistry and snow water equivalent at L9817P. 

 
The drop in SC at the study lakes in late-May and early-June shows the input from meltwater 
runoff.  The decline in the lake SC is documented until the beginning of July when the 
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instrumented stations broke free of the ice and moved to shore by strong winds when the ice 
broke up.  After July, the lakes show a gradual increase of SC due to summer evaporation. 
 
Figure 85, Figure 86 and Figure 87 provide some evidence that the study lakes, both pumped 
and control, may be chemically reset by spring meltwater.  As meltwater enters the lake in early 
stage of snowmelt, the hydrostatic surface slowly increases. Mass exchange has not yet taken 
place at the raft location. The ice around the edge of the lake is frozen to the bottom, so water 
accumulates on top of this ice, while the ice in the middle is free to rise as water percolates 
beneath the ice. The water level and ice surface rises about the central ice elevation creating 
the moat around the edge of the lake. As accumulation of water in the lake increases to the 
point of outflow, the floating ice surface becomes stable and water levels increase as the lake 
reaches an overfull state. The ice surface is at a higher elevation now compared to freeze-up 
conditions, when the formation of ice usually occurs at lower water levels. As water is flowing 
out of the lake, it will melt through discharge points, resulting in a lowering of the lake water 
table. As the lake ice is becomes ungrounded, the raft drifts into shallow water, possible moving 
around the lake resulting in erratic relative water levels due to vertical movements of the 
pressure transducer over pond bottom or in response to tangled cables. 
 
Figure 88, Figure 89, Figure 90, Figure 91 and Figure 92 compare SC at control and pumped 
lakes during selected periods of heavier pumping.  Daily water withdrawal volumes are 
illustrated in the figures.  Although there appears to be some correlation of increasing SC near 
pumping events, the trend is inconsistent overall.  More precise records of exact pumping times 
and durations would benefit future analyses.  It is important to note, the greatest increase noted 
during a pumping event was 008 ms/cm (Figure 89), which is about 6% of the total change that 
occurred over the winter. 
 
Figure 88 presents SC measurements at lake K214P during pumping activity December 7-10, 
2003 compared to control lake K113C.  Both lakes show the similar trend of increasing SC due 
to growing ice and solute exclusion as expected.   
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Figure 88. SC measurements at lake K214P during pumping activity December 7-10, 2003 compared to 
control lake K113C. 

Figure 89, which details SC measurements at lake K209P during pumping activity December 
25-28, 2003, displays variable increases and decreases in SC measurements.  These 
fluctuations may be a response of SC to pumping, but because the increases and decreases 
are within the variance of the SC sensor they cannot be treated as significant.  The fluctuations 
in SC are generally within +/- 2% of the values which is within the sensors’ 5% accuracy 
tolerance.  Thus, some of the rapid increases and decreases in SC may be due to the accuracy 
tolerance of the sensor, not pumping activity. 
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Figure 89. SC measurements at lake K209P during pumping activity December 25-28, 2003 compared to 
control lake K113C. 

Figure 90 presents SC measurements at lake K209P during heavy pumping activity on 
December 30-31, 2003 compared to control lake K113C.  A slight increase during both days of 
pumping is apparent in this plot.  The magnitude of the pulses is usually small, but the timing 
appears to be related to pumping activity. 
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Figure 90. SC measurements at lake K209P during pumping activity December 30-31, 2003 compared to 
control lake K113C. 

Figure 91 shows SC measurements at lake K209P during pumping activity January 2-5, 2004 
compared to control lake K113C.  Fluctuations such as those in Figure 89 and Figure 90 are not 
seen in Figure 91.  Generally, K209P begins to rise in SC at a greater rate than K113C during 
the examined time period.  This is probably due to the shallower bathymetry at K209P.  A more 
detailed understanding of lake bathymetry is essential for future analyses to qualify if 
differences can be attributed to pumping or simply bathymetric differences.    
 

124 
 



 

 

Figure 91. SC measurements at lake K209P during pumping activity January 2-5, 2004 compared to 
control lake K113C. 

The heavy pumping activity at K209P from January 11-22, 2004 (Figure 92) is a good 
opportunity to view potential effects due to pumping.  K209P shows a marked increase about 
0.080 mS/cm while K113C shows no increase.  This may be a result of K209P’s shallower 
bathymetry and/or, possibly, the heavier pumping activity at K209P may have perturbed bottom 
sediments. Since these slight increases are usually followed by a decrease of a similar 
magnitude, this explanation seems plausible.    
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Figure 92. Averaged SC measurements at lake K209P during pumping activity January 11-22, 2004 
compared to control lake K113C. 

 

11.5 Temperature 

 
Water temperature was measured by paired thermistor sensors in a vertical profile at 15 or 30 
cm increments at the study lakes.   Thermistors near the top of the ice show a good correlation 
to ambient air temperature as expected due to conduction through the ice.  Lower thermistors, 
located in liquid water and near the sediment interface, remain above 0°C as expected.  In the 
subsequent figures, thermistors are referenced to a lake bottom datum then reduced to a 
measured distance above bottom sediment (ABS).   
 
Investigation of lake temperature was undertaken because pumping might disrupt the 
conventional thermal structure of the lake by mixing the under-ice water due to pumping 
agitation. In deep lakes, the lower under-ice water stratifies from 0 to 4°C from below the ice to 
the bottom.  Thus, the lower thermal profile shows the deepest water near 4°C since it is the 
densest.  Also, the pumping activity occurred some distance from the instrumented station, 
creating another challenge to observe any potential disturbance.  
 
Thermal profiles of the study lakes at one-month intervals after installation in the winter of 2003 
are presented in Figure 93, Figure 94, Figure 95, and Figure 96.  Thermal profiles from 
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February 2003 – May 2003 are impacted by the sustained cold weather, below -40°C, lasting 
into late February.  Beginning in April, temperatures warm and the ice gradually warms, rots and 
is nearly isothermal by the end of the freezing season in mid-June. 
 
Accurate thermal profiles were not available during the 2003-2004 winter because the strong 
summer winds moved the rafts, tangling and disorienting the vertical thermistor sensor string.  
In-situ temperatures were also collected to verify online readings.  These onsite temperature 
measurements are presented in Appendix I.  Generally, pumped and control lakes show similar 
thermal profiles and no effect from pumping activity was observed. 
 
Figure 93 shows 2002-2003 winter thermal profiles at one-month intervals at K113C.  K113C 
shows an isothermal profile throughout the winter between 0.0 – 1.0°C with the warmer and 
denser water nearer the pond bottom. 
 

 

Figure 93. Thermal profiles at control lake K113C during the winter 2002-2003 data collection period. 

Figure 94 presents thermal profiles at lake K203C.  The profile is nearly isothermal, but some 
effect from ambient air temperature is seen in the upper thermistor (155 cm ABS) in March and 
April as the uppermost thermistors became frozen in the ice.  The lower thermistors (15, 45, 75 
cm ABS) remain unfrozen but are very close to 0.0°C. 
 

127 
 



 

 

Figure 94. Thermal profiles at control lake K203C during the winter 2002-2003 data collection period. 

Figure 95 shows the expected thermal profile for lake K209P.  The upper thermistors are 
affected by the ambient air temperature.  Since the coldest temperatures occurred in February, 
the upper profile warms from February on.  Although the thermal profile at pumped lake K209P 
deviates from the control lakes, this is primarily due to lake depth as the top of the thermistor 
string was frozen in ice in the shallower lakes. 
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Figure 95. Thermal profiles at pumped lake K209P during the winter 2002-2003 data collection period. 

Similar to K209P in Figure 95, K214P shows the expected thermal profile for a tundra lake 
progressing towards spring in Figure 96.  No effect from pumping was observed. 
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Figure 96. Thermal profiles at pumped lake K214P during the winter 2002-2003 data collection period. 

 

11.6 Dissolved Oxygen 

 
Dissolved oxygen (DO) is a difficult variable to accurately measure in any freshwater system 
and the challenge is compounded when measuring under-ice concentrations in cold and 
shallow tundra lakes.  Due to the cold temperature and limited under-ice volumes for operation, 
many of the DO sensors malfunctioned on installation.  However, some DO data were obtained 
and are presented to provide some insight into winter O2 dynamics.  It is not possible to 
characterize pumping effects from these data. Dissolved oxygen measurements through the 
winter are expected to show a gradual depletion in the water column.  The depletion is a result 
of biological oxygen demand and chemical oxidation.  Most of the uptake occurs near the 
sediment interface.  In-situ measurements of DO were taken on sampling visits, but were 
affected by aerating the water column during augering.   
 
Figure 97 and Figure 98 present dissolved oxygen measurements obtained for the control lakes 
in winter.  An initial look at the data shows several rapid increases and decreases in DO 
concentration.  It is difficult to explain the substantial increases in dissolved oxygen in mid-
winter.  These increases may be due to the ice fracturing and introducing atmospheric oxygen 
into the under-ice water or may be related to oxygen exclusion during freezing. Thereafter, the 
concentrations gradually deplete as expected.  Unfortunately, no accurate DO data were 
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obtained from pumped lakes K209P and K214P so little can be said about effects from 
pumping. It is critically important to understand the mechanisms controlling the changes in DO 
and further study is warranted.  Improved methods of measuring in situ DO must be developed 
to ensure accurate assessment of these processes. 
 
Figure 97 shows dissolved oxygen measurements at lake K113C during the 2003-2004 winter.  
Oxygen concentrations under ice in early November are near 30% saturation, but then increase 
due to auguring onsite near the instrumented station on November 7, 2003.  It is not obvious 
why the DO continued to increase for several days after augering.  After this noted increase, a 
gradual depletion of oxygen in the water column is observed until the lake becomes anoxic in 
April.  Later onsite augering (February 19, 2004; March 23, 2004; May 14, 2004) was not 
detected by the DO sensor. 
 

 

Figure 97. Dissolved oxygen at control lake K113C during 2003-2004 winter data collection. 

Dissolved oxygen measurements at lake K203C for the 2002-2003 winter are presented in 
Figure 80.  K203C shows the expected gradual depletion of under-ice DO to anoxic 
concentrations in April or May. 
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Figure 98. Dissolved oxygen at control lake K203C during 2002-2003 winter data collection.  Gap in data 
due to a lack of telemetry with station. 

 

11.7 Water Quality Chemistry 

 
Under-ice concentrations of ions, nutrients, metals and carbon are analyzed for differences 
observed due to pumping.  All ions, nutrients, metals and carbon examined are excluded by ice 
growth and consequently display an increase in concentration similar to the impact of freezing 
on specific conductance (see Figure 83 and Figure 84).  Consequently, maximum 
concentrations are observed at the end of the freezing season in May when the ice has reached 
its maximum thickness.  Both pumped and control lakes show this trend of ice exclusion.  In 
other words, nutrient (nitrogen as nitrite and nitrate and ortho-phosphate), metal (calcium, iron, 
magnesium, potassium and sodium) and carbon (total and dissolved organic carbon) 
concentrations were not significantly affected by winter water withdrawal.   
 
Measurements of water quality variables are presented in Figure 99 to Figure 109.  The 
chemistry data can be found in Appendix K through M.  Dotted lines are presented as a pathway 
to follow from one data point to another for each lake. Three water quality variables were also 
tested in the laboratory, but found to be below the lower detection limit at both pumped and 
control lakes.  Ortho-phosphate, nitrogen as nitrite and total iron, were consistently below their 
respective lower detection limits of 0.01 ppm, 0.005 ppm and 0.1 ppm (Figure 105).   
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Manual measurements by handheld meters for pH are also given as a single point reading.  An 
important note is that the May 2004 data point at K214P was likely affected by an amount of 
sediment in the water sample due to the limited under-ice water volume at winter’s end.  
 
Figure 99 shows measurements of alkalinity during the study period.  Alkalinity is expected to 
increase with ice exclusion of solutes as hydroxide, carbonate and bicarbonate are rejected into 
the unfrozen water.  The study lakes show the expected response in water quality variables, 
especially in the 2003-2004 winter where prominent peaking of alkalinity occurs in May 2004 
when the ice has nearly reached its maximum thickness.   
 

 

Figure 99. Average alkalinity as CaCO3 at study lakes. 

Figure 83 Figure 100 shows measurements of pH from 2002-2004.  Measurements of pH are 
expected to decrease through the winter with ice growth and the accumulation of CO2 beneath 
the ice.  Thus, lower pH occurs in May 2003 and May 2004 for all study lakes.  In August 2003, 
K214P and K113C are within the more conventional 6.0-8.0+pH range as expected with 
sufficient alkalinity acting as a buffer to acid where K209P and K203C fall into an unexpected 
range of pH = 5.0-5.5.  After the ice decays, K214P and K113C then increase back to a more 
basic pH as expected since overland flow on the tundra picks up alkaline organic matter and 
delivers it into the lake water.  However, K209P and K203C again show acidic pH values within 
the 5.0-5.5 range despite the input.  It would be possible that K209P and K203C might have a 
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more acidic terrestrial input, but the proximity of K203C and K214P makes this hypothesis 
unlikely.     
 

 

Figure 100. In situ measurements of pH at study lakes. 

 
Figure 101 shows turbidity measurements taken at all the study lakes during the study period.  
Turbidity is also affected by the ice exclusion process.  Thus, at high ratios of ice volume to 
water volume, the water is also expected to be more turbid.  Turbidity values in May 2004, at 
maximum ice growth, meet the expectation with the highest turbidity values.  Three turbidity 
values must be qualified in Figure 101: the high value for K209P in February 2003 was likely a 
result of disruption of the bottom sediment from the auger causing an artificially high turbidity 
value as were the two high values at K203C and K214P in May 2004. 
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Figure 101. In situ measurements of turbidity at study lakes. 

Figure 102 and Figure 103 show organic carbon concentrations in the study lakes.  By 
comparing the water samples’ total carbon concentrations to dissolved carbon concentrations, it 
is apparent that most organic carbon is present in a dissolved form.  Trends in organic carbon 
also follow the ice exclusion process. 
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Figure 102. Total organic carbon concentrations at the study lakes. 
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Figure 103. Dissolved organic carbon concentrations at the study lakes. 

 
Figure 104 and Figure 105 shows nitrate concentrations during the study period.  Nitrate is an 
important nutrient in the tundra lake ecosystem.  The other minor nutrients, nitrite and ortho-
phosphate, were consistently below lower detection limits in the laboratory.  It is expected that 
more nitrate than nitrite exists in the system, as nitrite concentrations are less than 0.1 mg/L in 
typical surface waters.  Phosphorous is the limiting nutrient for tundra lakes and is therefore the 
results are not surprising.  
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Figure 104. Nitrogen as nitrate concentrations at the study lakes. 
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Figure 105. Nitrogen as nitrite concentrations at the study lakes. 

 

Figure 106 to Figure 109 present measurements of metals at the study lakes.  All metals 
analyzed show no significance difference at a 95% confidence interval between pumped and 
control lakes.  Iron analyses at pumped and control lakes were consistently below the 0.25 mg/l 
detection limit.   
 
The measurement from mid-May 2004 is less certain than the 2002-2003 winter data since the 
K214P sample likely contained sediment and K209P could not be sampled due to complete 
freezing.  Lakes are dominated by a calcium and bicarbonate ions.  All study lakes generally 
show predominance in cation concentrations as follows: Ca++ > Mg++ >= Na+ >= K+.  This 
relationship is as expected for tundra lakes.   
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Figure 106. Calcium concentrations at the study lakes. 
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Figure 107. Magnesium concentrations at the study lakes. 
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Figure 108. Sodium concentrations at the study lakes. 
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Figure 109. Phosphate concentrations at the study lakes. 

 

12 CONCLUSIONS AND RECOMMENDATIONS 

Tundra lakes on the North Slope of Alaska were monitored between September 2002 and 
August 2005 to determine the effects of winter water withdrawals for ice road construction and 
facility or field operations. Physical and chemical parameters were measured for pumped and 
control lakes. Four lakes in the Kuparuk operations area were included in the study. Lakes 
K113C and K203C were unpumped control lakes, and lakes K209P and K214P were pumped 
lakes. An early winter storm in October 2003 overturned the data collection raft at K203C, and 
all raft components were recovered in January 2004. Instrumentation was not reinstalled at this 
site. In early 2004, two additional pumped lakes were added in the Alpine Field Area. Lake 
L9312 serves as one of the facility water-supply lakes for Alpine, and lake L9817 was used for 
ice road construction and maintenance. Two research rafts were installed at L9312 to observe 
potential differences across a study lake. 
 
The lake recharge was monitored during spring snowmelt. Lakes K209P, K214P, and K113C all 
showed complete recharge during the snowmelt periods in 2003, 2004 and 2005 based on 
visual observations. Lake L9312 was completely recharged by the Colville River bank overflow 
during 2004 springmelt. In 2005, the Colville did not overflow its banks and recharge the lake. 
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The contributions of snowmelt and summer precipitation runoff from the L9312 watershed did 
recharge the lake by fall freeze-up. A clear definition of lake-full conditions is not in practice and 
would help in evaluation of lake water-use studies. It is recommended that this be based on 
outlet elevation, which can be referenced to a local datum when needed. L9817 is more remote 
and not road accessible, thus leading to less frequent observations. During September 2005, its 
small outlet stream was flowing, indicating lake-full conditions going into winter.  
 

 Recommended actions include continuation of hydrologic surveys at lake K113C, L9817 
and L9312. Lake water use from K214 is not high enough to support further application 
for water use investigations. K209 is too shallow and does not represent a good 
overwintering fish-habitat lake. 

 
K113C is a non-pumped lake, easily accessible and useful for background comparisons with 
past data. It is also representative of lakes in the Kuparuk field area. L9312 is used for facility 
operations and is pumped year-round. It has a small watershed and the potential for annual 
recharge from the Colville River. It helps represent natural lakes in river floodplain deposits. 
L9817 was used strictly for ice-road construction and was extensively monitored during the 
2004-05 winter period. L9817 was not pumped in winter 2005-06. Additional comparison years, 
without pumping, will help verify the natural lake chemistry characteristics and the presence or 
absence of effects due to pumping.  
 
Lake water-level decreases in response to pumping were detected and matched reasonably 
well with calculated values of water-level changes. Snow loading atop lake ice impacts lake 
water-level measurements, but was adequately quantified to give acceptable resolution 
compared to small changes in lake water levels due to pumping. Many lakes have less snow 
cover than adjacent tundra, due to wind erosion and redistribution of snow. This impacts the 
assessment of snow loading on lakes from standard snowfall measurements. Extensive 
measurements of snow loading effects are not recommended for regulatory compliance, but 
would be useful in developing a general relationship with snow depth monitoring sites. 
 

 We recommend uniform reporting and archiving standards for lake water use data 
(monthly use volumes) to help with future evaluation of water use practices and future 
efforts to verify the lack of, or presence of cumulative effects. This would include the 
development of lake water use METADATA standards covering issues such as lake 
volume determination methods, supporting data, lake depth information, assumed ice 
thicknesses, and permitted volume determinations. This will significantly contribute to the 
state of knowledge and understanding of tundra lakes and water use issues. This 
increased understanding should reduce risks associated with water use for both facility 
purposes and natural ecosystems. It will also help evaluate the ongoing potential effects 
of changing climate and baseline conditions. 

 The permitting of lake water usage currently falls under the Alaska Department of 
Natural Resources, Division of Water and the Division of Habitat. Historically, two 
different permit periods have been used. Annual permit periods (January 1 to December 
31) have been used for temporary water use permits and water right allocations. Fish 
Habitat permits have been typically issued on a “water year” basis, which is typically 
from October to the following September. The water year management approach 
corresponds better with the natural hydrologic cycle for tundra lakes. Adopting a uniform 
permitting period based on the water year, with a focus on appropriate recharge time 
periods would reduce risks to both water users and simplify the water management 
process. 
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 We recommend separate reporting and permitting of land-fast ice (ice that is completely 
frozen to the lake sediments) removal from lakes. This is currently reported and 
permitted as part of the under-ice pumped water. The current industry practice is to take 
ice from ice-grounded locations. The primary management issue with surface ice 
removal is the determination of the equivalent water volume replacement during spring 
breakup. In addition, the removal of surface ice from grounded areas should not 
decrease the amount of under-ice water volume, available for over-wintering fish habitat. 
The archiving of actual water volumes withdrawn from under lakes will help evaluate 
lake chemistry changes during winter months and to quantify the importance of spring 
snowmelt runoff for replacing removed lake ice and water.  

 It is also recommended that more descriptive bathymetry of each individual permitted 
lake be generated to enable more exact quantification of water and ice volumes during 
annual hydrologic cycles. In addition, we recommend that bathymetry data, including 
end results and base data, be reported and made available in standard formats to 
improve the understanding of lake hydrologic and water-use applications. 

 
Lake chemistry changes during winter periods are dominated by ice-formation processes in 
shallow lakes.  Specific conductance and ion concentrations were shown to increase throughout 
the winter due to solute exclusion processes.  Measurements of specific conductance through 
spring breakup showed that the under-ice water is diluted by fresh, low specific-conductance 
meltwater, which essentially resets the lakes’ chemistry going into summer. Thus, pumped lakes 
probably do not incur any cumulative changes in chemistry potentially generated by winter water 
withdrawals.  
 

 Understanding vertical chemistry differences in the water column and lateral chemistry 
differences across the lake would be beneficial for future studies and defining water 
management objectives. These differences can have a significant effect on regulatory 
management practices. Dissolved oxygen is particularly important to characterize so that 
predictive “end-of-winter” modeling tools and practical field auditing practices can be 
developed. 

 
Temperatures in the water column were similar between pumped and control lakes and thermal 
profiles at pumped lakes were consistent with cold, shallow arctic lakes. Predominant wind-
mixing in shallow lakes prevails over the typical lake turnover events due to temperature-density 
relationships. Deeper lakes and reservoirs may experience lake-turnover events on a biannual 
basis. Water quality variables were not observed to change during pumping. Nitrate, calcium, 
magnesium, potassium, sodium and organic carbon concentrations were shown to positively 
correlate with specific conductance.  
 
Sensors need regular maintenance to function well, and vertical surveys indicate a range in 
dissolved oxygen concentrations with depth. Single-location measurements have a lower utility; 
however, risks due to sensors freezing in the ice make this approach impractical with current 
sensor technology.  
 
The gradual depletion of dissolved oxygen observed at the control lakes meets expectations of 
under-ice oxygen dynamics. Rigorous field measurements displayed vertical differences in DO 
concentration, with the highest levels found just below the ice and lowest just above lake 
bottoms.  L9312 was observed to maintain high DO levels throughout winter months. The 
marked differences in vertical profiles clearly indicate that sampling technique is critically 
important in quantifying dissolved oxygen concentrations, and that lakes in different soil 
associations may have different dissolved-oxygen consumption rates. 
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 The use of new optical fluorescence sensor technology for measuring dissolved oxygen 

during winter months should be considered.  
 Developing a more robust measurement technique for continuously monitoring dissolved 

oxygen is recommended for future studies.   
 Understanding the mechanisms responsible for vertical differences in the water column 

and lateral differences across lakes is recommended. 
 Continuous measurements of dissolved oxygen were unfortunately not always of usable 

quality due to technical limitations and extreme conditions experienced in shallow lakes.  
Other concurrent studies indicate that these sensors need to have cleaning and 
verification on a monthly basis. We do not recommend such measurements until marked 
improvements in the technology are introduced. 

 Expanded studies related to natural DO depletion in arctic lakes and their 
geomorphologic characteristics to help identify regions with naturally low late-winter 
levels of DO is recommended   

 
Lakes and adjacent water bodies can be connected through taliks (unfrozen ground). The use 
of GPR methods is effective at identifying very shallow taliks. Resistivity methods are more 
effective at talik identification for larger lakes and river systems. Isotope analysis can also help 
identify water source information. Both of these methods can be used together, but should 
always be incorporated with standard water-level surveys. The combined approach will provide 
better evaluations of risks associated with water use on adjacent water bodies. 
 
In conclusion, physical and chemical parameters were similar between pumped and control 
lakes for the range of water use observed during the 2002-2003, 2003-2004 and 2004-2005 
winters. All lakes were completely recharged by spring snowmelt, with the exception of L9312 
during the spring of 2005. L9312 was partially recharged during spring snowmelt and summer 
2005 precipitation. This lake was potentially completely recharged, based on the assumptions 
used in defining a full lake level. In many cases, overfull conditions are measured and used to 
represent a full lake volume. All lakes were essentially chemically reset by the spring meltwater. 
Thus, at the observed water withdrawal volumes for these ice road construction seasons, 
current pumping practices appear sustainable for tundra lakes. It is recommended for further 
study to encourage greater water withdrawal to at least the maximum regulatory 30% under-ice 
volume to define at what level of pumping measurable physical and chemical changes may be 
distinguished. 
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APPENDIX A:  SCHEDULE OF METER USE AND CALIBRATION DATES 

 
The following table reports the meters that were used during field sampling and the calibration 
dates for each lake sampled. These data were collected during the Phase 1 portion of the North 
Slope Lakes project. 
 
 
Table A-1. Sampling events, meter use and calibration, and study lake information. 
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Table A-1. Sampling events, meter use and calibration, and study lake information. 
 

Sampling Event Meter(s) Utilized [Serial No.] Calibration Date Lakes Sampled 

        
mid-December 2002 YSI 650 [02J0038] 12/12/2002 K209 

  YSI 30 [00B0064] 12/13/2002 K214 
        

early-February 2003 YSI 650 [02J0038] 2/8/2003 K203 

        

late-February 2003 Lakewood [16693] 2/24/2003 K113 

  Hach Sension 1 [0314030] 2/25/2003 K203 
      K209 
      K214 
        

mid-May 2003 YSI 650 [02J0038] 5/13/2003 K113 
  YSI 30 [00B0064] 5/13/2003 K203 
      K209 
      K214 
        

late-July 2003 YSI 650 [02J0038] 7/23/2003 K113 
      K209 
      K214 
        

early-August 2003 YSI 650 [02J0038] 8/3/2003 K203 
      K209 
        

early-November 2003 YSI 30 [00B0064] 11/7/2003 K113 

      K203 
      K209 
      K214 
        

mid-January 2004 Hydrolab MiniSonde [34067] 1/11/2004 K113 

  YSI 30 [00B0064] 1/12/2004 K203 
      K209 
      K214 
        

late-February 2004 Hannah 991300 [185786] 2/22/2004 K113 

  Hach SensIon 1 [3197143] 2/22/2004 K203 
  Hach SensIon 5 [3287130] 2/22/2004 K209 
      K214 
        

late-March 2004 Hannah 991300 [185786] 3/19/2004 K113 
  Hach SensIon 1 [3197143] 3/19/2004 K214 
  Hach SensIon 5 [3287130] 3/19/2004   
  YSI 30 [00B0064] 3/19/2004   
        

mid-May 2004 Hydrolab Quanta [01865] 5/6/2004 K113 
  Hydrolab DataSonde 4a [41423] 5/7/2004 K203 
  Hannah 8733 5/13/2004 K214 
  Thermo Orion [016243] 5/13/2004   
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APPENDIX B:  RECORD OF PRESSURE TRANSDUCER CALIBRATIONS AND WATER 
SURFACE ELEVATION SURVEYS 

 
The following tables report the pressure transducer calibrations and water surface elevation 
surveys from each sampling trip. These data were collected during the Phase 1 portion of the 
North Slope Lakes project. 

 

Table B-1. Study lake K113 water-surface elevation surveys and associated pressure 
transducer calibration information. 
Table B-2. Study lake K203 water-surface elevation surveys and associated pressure 
transducer calibration information. 
Table B-3. Study lake K209 water-surface elevation surveys and associated pressure 
transducer calibration information. 
Table B-4. Study lake K214 water-surface elevation surveys and associated pressure 
transducer calibration information.  
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Table B-1. Study lake K113 water-surface elevation surveys and associated pressure 
transducer calibration information. 
 

K113C PT1 

Date PT S/N 
WSL - 

BPMSL, 
m 

Voltage 
PT slope, 

m/mV 
PT 

offset, m 
Notes 

2/14/03 17:00 GWS5B148 16.23 1.784 0.807 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/9/03 12:00 GWS5B148 16.24 1.791 0.807 14.79 Lounsbury Inc. 
survey 

7/24/03 13:00 GWS5B148 16.21 1.379 0.807 15.09 
UAF/GWS 

survey at north 
side of lake 

              

K113C PT2 

Date PT S/N 
WSL - 

BPMSL, 
m 

Voltage 
PT slope, 

m/mV 
PT 

offset, m 
Notes 

2/14/03 17:00 GWS5B131 16.24 1.835 0.798 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/9/03 12:00 GWS5B131 16.24 1.839 0.798 14.77 Lounsbury Inc. 
survey 

7/24/03 13:00 GWS5B131 16.21 1.413 0.798 15.08 
UAF/GWS 

survey at north 
side of lake 
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Table B-2. Study lake K203 water-surface elevation surveys and associated pressure 
transducer calibration information. 

  

K203C PT1 

Date PT S/N 
WSL - 

BPMSL, 
m 

Voltage 
PT slope, 

m/mV 
PT 

offset, m 
Notes 

2/13/03 20:00 GWS5B146 25.29 1.2 0.827 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/12/03 20:00 GWS5B146 25.36 1.288 0.827 24.30 Lounsbury Inc. 
survey 

8/6/03 0:00 GWS5B146 25.32 1.023 0.827 24.48 
UAF/GWS 

survey at west 
side of lake 

              

K203C PT2 

Date PT S/N 
WSL - 

BPMSL, 
m 

Voltage 
PT slope, 

m/mV 
PT 

offset, m 
Notes 

2/13/03 20:00 GWS5B128 25.29 1.354 0.808 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/12/03 20:00 GWS5B128 25.36 1.45 0.808 24.19 Lounsbury Inc. 
survey 

8/6/03 0:00 GWS5B128 25.32 1.413 0.808 24.40 
UAF/GWS 

survey at west 
side of lake 
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Table B-3. Study lake K209 water-surface elevation surveys and associated pressure 
transducer calibration information.  
 

K209P PT1 

Date PT S/N WSL (m) 
CR10x 

measurement 
(V) 

PT 
calibration 
slope (V/m) 

PT 
offset 

(m) 
Notes 

2/12/03 19:00 GWS5B118 23.64 1.332 0.835 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/15/03 11:45 GWS5B118 23.67 1.361 0.835 22.53 Lounsbury Inc. 
survey 

8/6/03 14:30 GWS5B118 23.68 0.77 0.835 23.04 
UAF/GWS 

survey at north 
side of lake 

12/4/03 15:00 GWS5B275 23.73 1.159 0.821 22.77 

new PT, 
UAF/GWS 

survey at north 
side of lake 

              

K209P PT2 

Date PT S/N WSL (m) 
CR10x 

measurement 
(V) 

PT 
calibration 
slope (V/m) 

PT 
offset 

(m) 
Notes 

2/12/03 19:00 GWS5B209 23.66 1.878 0.794 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/15/03 11:45 GWS5B209 23.67 1.885 0.794 22.17 Lounsbury Inc. 
survey 

8/6/03 14:30 GWS5B268 23.68 0.748 0.819 23.07 

new PT, 
UAF/GWS 

survey at north 
side of lake 

12/4/03 15:00 GWS5B276 23.73 1.158 0.811 22.79 

new PT, 
UAF/GWS 

survey at north 
side of lake 
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Table B-4. Study lake K214 water-surface elevation surveys and associated pressure 
transducer calibration information.  
 

K214P PT1 

Date PT S/N WSL (m) 
CR10x 

measurement 
(V) 

PT calibration 
slope (m/V) 

PT offset 
(m) 

Notes 

2/8/03 
22:00 GWS5B130 24.85 1.187 0.828 - 

WSL 
backcalculated 
from 5/15/03 

survey  

5/8/03 
15:00 GWS5B130 24.85 1.184 0.828 23.87 Lounsbury Inc. 

survey 

7/28/03 
8:00 GWS5B130 24.82 0.6 0.828 24.33 

UAF/GWS 
survey at west 

side of lake 

12/3/04 
20:00 GWS5B278  1.134 0.808  new PT, no 

survey 
              

K214P PT2 

Date PT S/N WSL (m) 
CR10x 

measurement 
(V) 

PT calibration 
slope (m/V) 

PT offset 
(m) 

Notes 

2/8/03 
22:00 GWS5B229 24.55 1.835 0.822 - 

WSL 
backcalculated 
from 5/15/03 

survey 

5/8/03 
15:00 GWS5B229 24.85 1.839 0.822 23.59 Lounsbury Inc. 

survey 

7/28/03 
8:00 GWS5B269 24.82 1.413 0.833 23.84 

new PT, 
UAF/GWS 

survey at west 
side of lake 

12/3/04 
20:00 GWS5B277  1.131 0.809 new PT, no 

survey  
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APPENDIX C:  SENSOR CHANGE-OUT LOGS 

 
 
The following table reports the logged sensor replacements at each study lake location. 
These data were collected during the Phase 1 portion of the North Slope Lakes project. 
 
 
Table C-1. Study lake sensor change-out log information. 
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Table C-1. Study lake sensor change-out log information. 
 

Sensor 1 Change Sensor 2 Change 
Date Lake 

From To From To 

2/8/2003 K214P initial install DO1 = 14209 initial install DO2 = 014206 

2/8/2003 K214P initial install SC1 = 3544 initial install SC2 = 3541 

2/8/2003 K214P initial install PT1 = GWS5B130 initial install PT2 = GWS5B229 

2/8/2003 K214P initial install TS #1 @ 0.0, 0.5, 1.5, 2.5, 3.5, 5.0 ft abs 

2/12/2003 K209P initial install DO1 = 014214 initial install DO2 = 014208 

2/12/2003 K209P initial install SC1 = 3552 initial install SC2 = 3553 

2/12/2003 K209P initial install PT1 = GWS5B118 initial install PT2 = GWS5B209 

2/12/2003 K209P initial install TS #1 @ 0.0, 0.5, 1.5, 2.5, 3.5, 4.5 ft abs 

2/13/2003 K203C initial install DO1 = 014217 initial install DO2 = 014213 

2/13/2003 K203C initial install SC1 = 3616 initial install SC2 = 3617 

2/13/2003 K203C initial install PT1 = GWS5B146 initial install PT2 = GWS5B128 

2/13/2003 K203C initial install TS #1 @ 0.0, 0.5, 1.5, 2.5, 3.5, 5.5 ft abs 

2/14/2003 K113C initial install DO1 = 014207 initial install DO2 = 014215 

2/14/2003 K113C initial install SC1 = 3555 initial install SC2 = 3559 

2/14/2003 K113C initial install PT1 = GWS5B148 initial install PT2 = GWS5B131 

2/14/2003 K113C initial install TS #1 @ 0.0, 0.5, 1.5, 2.5, 3.5, 7.0 ft abs 

7/23/2003 K113C DO1 = 014207 DO1 = 014210 DO2 removed  

7/25/2003 K214P   PT2 = GWS5B229 PT2 = GWS5B269 

7/25/2003 K214P SC1 = 3544 SC1 = 3540   

7/25/2003 K214P DO1 = 14209 DO1 = 014212 DO2 removed  

7/26/2003 K203C DO1 removed  DO2 removed  

7/26/2003 K203C TS #1 @ 0.0, 2.5 ft abs TS #2 @ 0.0, 2.5 ft abs 

7/28/2003 K209P DO1 = 014214 DO1 = 014216 DO2 removed  

7/28/2003 K209P   PT2 = GWS5B209 PT2 = GWS5B268 

12/3/2003 K214P PT1 = GWS5B130 PT1 = GWS5B278 PT2 = GWS5B229 PT2 = GWS5B277 

12/4/2003 K209P PT1 = GWS5B118 PT1 = GWS5B275 PT2 = GWS5B268 PT2 = GWS5B276 
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APPENDIX D:  SELECTED WATER WITHDRAWAL RECORDS AND EXPECTED CHANGES 
IN WATER SURFACE LEVEL 

 
 
The following tables report the water withdrawal records and the expected immediate and 
cumulative changes in water surface level based on pan bathymetry. Data was provided by 
ConocoPhillips Alaska Inc. These data were collected during the Phase 1 portion of the North 
Slope Lakes project. 
 
Table D-1. Study lake K214 2002-2003 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
Table D-2. Study lake K214 2003-2004 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
Table D-3. Study lake K214 2003-2004 winter season pumping records and expected changes 
in water-surface levels (WSL), and cumulative changes in WSL. 
Table D-4. Study lake K209 2002-2003 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
Table D-5. Study lake K209 2003-2004 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
Table D-6. Study lake K209 2003-2004 winter season pumping records and expected changes 
in water-surface levels (WSL), and cumulative changes in WSL. 
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Table D-1. Study lake K214 2002-2003 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
 

Lake K214: 2002-2003 Winter Pumping Season     

Date 
Daily 

Volume m^3 
Monthly 

Volume, m^3
Cumulative 

Volume, m^3

Expected 
immediate 
change in 
WSL, m 

Expected 
cumulative 
change in 
WSL, m 

10/19/2002 95.39 - 95.39 0.0000 -0.00005 
10/20/2002 71.54 - 166.94 0.0000 -0.00008 
10/22/2002 715.44 882.38 882.38 -0.0003 -0.00042 
12/21/2002 258.35 - 1140.73 -0.0001 -0.00054 
12/22/2002 349.77 - 1490.51 -0.0002 -0.00071 
12/23/2002 481.73 - 1972.24 -0.0002 -0.00094 
12/24/2002 491.27 - 2463.51 -0.0002 -0.00117 
12/25/2002 378.39 1959.52 2841.90 -0.0002 -0.00135 

1/9/2003 24.98 - 2866.88 0.0000 -0.00136 
1/10/2003 49.97 - 2916.85 0.0000 -0.00139 
1/11/2003 101.45 - 3018.30 0.0000 -0.00143 
1/12/2003 126.81 303.21 3145.11 -0.0001 -0.00149 
4/30/2003 842.63 842.63 3987.74 -0.0004 -0.00189 

 
Table D-2. Study lake K214 2003-2004 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
 
Lake K214: 2003-2004 Winter Pumping Season 

Date 
Daily 

Volume, 
m^3 

Monthly 
Volume, 

m^3 

Cumulative 
Volume, m^3 

Expected 
immediate 
change in 
WSL, m 

Expected 
cumulative 
change in 
WSL, m 

12/7/2003 349.77 - 349.77 -0.0002 -0.0002 
12/8/2003 906.22 - 1256.00 -0.0006 -0.0008 
12/9/2003 997.64 - 2253.64 -0.0011 -0.0018 

12/10/2003 902.25 - 3155.89 -0.0015 -0.0033 
1/31/2004 - 2539.50 5695.38 -0.0027 -0.0060 
2/29/2004 - 79.49 5774.88 -0.0027 -0.0088 
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Table D-3. Study lake K214 2003-2004 winter season pumping records and expected changes 
in water-surface levels (WSL), and cumulative changes in WSL. 
 
 
Lake K214P: 2003-2004 Winter Pumping Season 

Time Period 
Water 

withdrawal 
volume, m3

Expected 
immediate 

change in WSL, 
m 

Expected 
cumulative 

change in WSL, 
m 

12/7/2003 - 12/10/2003 3,155.89 -0.004 -0.004 

1/1/2004 - 1/31/2004 2,539.50 -0.004 -0.008 

2/1/2004 - 2/29/2004 77.49 0.000 -0.008 

 
Table D-4. Study lake K209 2002-2003 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
 
Lake K209P: 2002-2003 Winter Pumping Season 

Date 
Daily 

Volume, 
m^3 

Monthly 
Volume, 

m^3 

Cumulative 
Volume, m^3 

Expected 
immediate 
change in 
WSL, m 

Expected 
cumulative 
change in 
WSL, m 

1/20/2003 209.86 - 209.86 -0.0001 -0.0001 
1/21/2003 756.78 - 966.64 -0.0005 -0.0007 
1/22/2003 2287.82 - 3254.46 -0.0016 -0.0023 
1/23/2003 2763.19 - 6017.65 -0.0020 -0.0043 
1/24/2003 3001.67 - 9019.32 -0.0021 -0.0064 
1/25/2003 3462.73 - 12482.05 -0.0025 -0.0089 
1/26/2003 2928.54 - 15410.59 -0.0021 -0.0110 
1/27/2003 2517.44 - 17928.03 -0.0018 -0.0128 
1/28/2003 3885.32 - 21813.35 -0.0028 -0.0155 
1/29/2003 3240.15 - 25053.50 -0.0023 -0.0178 
1/30/2003 596.20 - 25649.70 -0.0004 -0.0183 
2/7/2003 107.32 - 25757.02 -0.0001 -0.0183 

2/12/2003 410.19 - 26167.21 -0.0003 -0.0186 
2/13/2003 581.10 - 26748.30 -0.0004 -0.0190 
2/14/2003 178.86 - 26927.16 -0.0001 -0.0192 
2/15/2003 35.77 - 26962.93 0.0000 -0.0192 
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Table D-5. Study lake K209 2003-2004 selected daily winter season pumping records and 
expected changes in water-surface levels (WSL), and cumulative changes in WSL. 
 
Lake K209: 2003-2004 Winter Pumping Season 

Date 
Daily 

Volume, 
m^3 

Monthly 
Volume, 

m^3 

Cumulative 
Volume, m^3 

Expected 
immediate 
change in 
WSL, m 

Expected 
cumulative 
change in 
WSL, m 

12/25/2003 31.80 - 31.80 0.0000 0.0000 
12/26/2003 2566.05 - 2597.84 -0.0018 -0.0018 
12/27/2003 3663.69 - 6261.54 -0.0026 -0.0045 
12/28/2003 335.78 - 6597.32 -0.0002 -0.0047 
12/30/2003 3161.45 - 9758.77 -0.0023 -0.0069 
12/31/2003 3507.41 - 13266.18 -0.0025 -0.0094 

1/2/2004 2711.84 - 15978.01 -0.0019 -0.0114 
1/3/2004 1780.65 - 17758.67 -0.0013 -0.0126 
1/4/2004 2509.92 - 20268.59 -0.0018 -0.0144 
1/5/2004 728.95 - 20997.55 -0.0005 -0.0150 

1/11/2004 133.55 - 21131.09 -0.0001 -0.0150 
1/12/2004 489.68 - 21620.77 -0.0003 -0.0154 
1/13/2004 673.31 - 22294.08 -0.0005 -0.0159 
1/14/2004 984.92 - 23279.01 -0.0007 -0.0166 
1/15/2004 1546.94 - 24825.95 -0.0011 -0.0177 
1/16/2004 2746.50 - 27572.44 -0.0020 -0.0196 
1/17/2004 3241.74 - 30814.19 -0.0023 -0.0219 
1/18/2004 1775.41 - 32589.59 -0.0013 -0.0232 
1/19/2004 1339.46 - 33929.06 -0.0010 -0.0242 
1/20/2004 1510.37 - 35439.43 -0.0011 -0.0252 
1/21/2004 1947.59 - 37387.02 -0.0014 -0.0266 
1/22/2004 198.73 - 37585.75 -0.0001 -0.0268 
2/5/2004 186.81 - 37772.56 -0.0001 -0.0269 
2/6/2004 246.43 - 38018.99 -0.0002 -0.0271 

2/14/2004 194.76 - 38213.75 -0.0001 -0.0272 
2/17/2004 202.71 - 38416.46 -0.0001 -0.0274 
2/18/2004 321.95 - 38738.41 -0.0002 -0.0276 
2/18/2004 405.42 - 39143.82 -0.0003 -0.0279 
2/19/2004 727.36 - 39871.19 -0.0005 -0.0284 
2/20/2004 357.72 - 40228.91 -0.0003 -0.0286 
2/21/2004 393.49 - 40622.40 -0.0003 -0.0289 
2/24/2004 314.00 - 40936.40 -0.0002 -0.0292 
2/25/2004 214.63 - 41151.03 -0.0002 -0.0293 
2/26/2004 282.20 - 41433.23 -0.0002 -0.0295 
2/27/2004 353.75 - 41786.98 -0.0003 -0.0298 
2/28/2004 504.78 - 42291.76 -0.0004 -0.0301 
3/5/2004 472.99 - 42764.75 -0.0003 -0.0305 
3/6/2004 655.82 - 43420.57 -0.0005 -0.0309 
3/7/2004 290.15 - 43710.72 -0.0002 -0.0311 
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Table D-6. Study lake K209 2003-2004 winter season pumping records and expected changes 
in water-surface levels (WSL), and cumulative changes in WSL. 
 
Lake K209: 2003-2004 Winter Pumping Season 

Time Period 
Water 

withdrawal 
volume, m3

Expected 
immediate 

change in WSL, 
m 

Expected 
cumulative 

change in WSL, 
m 

12/25/2003 - 12/28/2003 6,587.32 -0.014 -0.014 

12/30/2003 - 12/31/2003 6,668.86 -0.015 -0.029 

1/2/2004 - 1/5/2004 7,731.37 -0.018 -0.048 

1/11/2004 - 1/22/2004 16,588.21 -0.044 -0.091 

2/17/2004 - 2/21/2004 2,408.65 -0.013 -0.105 

2/24/2004 - 2/28/2004 1,669.36 -0.011 -0.116 

3/5/2004 - 3/7/2004 1,418.96 -0.012 -0.128 
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APPENDIX E:  STUDY LAKE INLET AND OUTLET COORDINATES AND SELECTED FIELD 
PHOTOGRAPHS. 

 
 
The following tables report the coordinates of the inlets and outlets of sampled lakes after 
snowmelt.  These data were collected during the Phase 1 portion of the North Slope Lakes 
project. This appendix also includes photographs of selected lake outlets. Photographs were 
taken by Braden Galloway.   
 
Table E-1. Selected study lake outlet and inlet locations. 
Figure E-1. Photograph of outlets 1 and 2 at study lake K113C. 
Figure E-2. Photograph of outlet 2 at study lake K214P. 
Figure E-3. Photograph of outlet 3 at study lake K214P. 
Figure E-4. Photograph of outlet 2 at study lake K209P. 
Figure E-5. Photograph of outlet 1 at study lake L9312P. 
Figure E-6. Photograph of outlet 1 at study lake L9817P. 
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Table E-1. Selected study lake outlet and inlet locations. 
 
Lake K214     

 Latitude (WGS 84) Longitude (WGS 84) 
Inlet 1 70 17.590 N 149 56.204 W 
Inlet 70 17.430 N 149 55.121 W 
Inlet   

   
Outlet 1 70 17.991 N 149 54.953 W 
Outlet 2 70 18.015 N 149 55.129 W 
Outlet 3 70 17.915 N 149 55.799 W 
Outlet 70 17.983 N 149 54.872 W 
Outlet 70 16.943 N 149 55.014 W 

     
Lake K113     
 Latitude (WGS 84) Longitude (WGS 84) 
Inlet 1 70 19.074 N 149 19.452 W 
Inlet 2 70 19.107 N 149 19.172 W 
Inlet 3 70 19.080 N 149 19.044 W 
     
Outlet 1 & 2 70 19.174 N 149 18.748 W 
     
Lake K209     
 Latitude (WGS 84) Longitude (WGS 84) 
Inlet 1 70 13.970 N 150 20.428 W 
Inlet 2 70 14.005 N 150 20.414 W 
Inlet 3 70 14.146 N 150 20.516 W 
     
Outlet 1 70 14.195 N 150 21.149 W 
Outlet 2 70 14.149 N 150 21.608 W 
Outlet 3 70 14.092 N 150 21.668 W 
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Figure E-1. Photograph of outlets 1 and 2 at study lake K113C. 
 

 
 
Figure E-2. Photograph of outlet 2 at study lake K214P. 
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Figure E-3. Photograph of outlet 3 at study lake K214P. 
 

 
 
Figure E-4. Photograph of outlet 2 at study lake K209P. 
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Figure E-5. Photograph of outlet 1 at study lake L9312P. 
 

 
 
Figure E-6. Photograph of outlet 1 at study lake L9817P. 
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 APPENDIX F: AERIAL PHOTOS OF STUDY LAKES 

 
 
 
The following figures include aerial photos of selected study lakes. Aerial photography provided 
by ConocoPhillips Alaska, Inc. These data were collected during the Phase 1 portion of the 
North Slope Lakes project. 
 
Figure F-1. Aerial photo of study lake K113C.  
Figure F-2. Aerial photo of study lake K214P. 
Figure F-3. Aerial photo of study lake K209P. 
Figure F-4. Aerial photo of study lake L9312P. 
Figure F-5. Aerial photo of study lake L9817P. 
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Figure F-1. Aerial photo of study lake K113C.  
 
 
 

 
 
Figure F-2. Aerial photo of study lake K214P. 
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Figure F-3. Aerial photo of study lake K209P. 
 
 

 
 

Figure F-4. Aerial photo of study lake L9312P. 
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Figure F-5. Aerial photo of study lake L9817P. 
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APPENDIX G:  AVERAGE SNOW WATER EQUIVALENCE FOR STUDY LAKE BASINS AND 
RELATED AND SNOW ABLATION DATA. 

 
 
 
The following tables report average Snow-Water Equivalent (SWE) data for study lake basins 
and snow ablation data collected during spring snowmelt periods. These data were collected 
during the Phase 1 portion of the North Slope Lakes project. SWE data is used to determine 
how much winter precipitation is available for spring snowmelt. 
 
Table G-1. Average snowpack SWE within lake basins before 2003 spring melt. 
Table G-2. Average snowpack SWE within lake basins before 2004 spring melt. 
Table G-3. Average snowpack SWE within lake basins before 2005 spring melt. 
Table G-4. Historical pre-melt snow water equivalence at WERC Betty Pingo Meteorological 
Station. 
Table G-5. Snow ablation at K113C Index Site during 2003 spring melt. Snow survey site is 100 
m north of the Spine Rd and melt was be premature due to road dust and decreased albedo of 
snowpack. 
Table G-6. Snow ablation at Betty Pingo meteorological station during 2003 spring melt. 
Table G-7. Snow ablation at Betty Pingo meteorological station during 2004 spring melt. 
Table G-8. Snow ablation at K113C Index Site during 2004 spring melt.  Snow survey site is 100 
m north of the Spine Rd and melt was be premature due to road dust and decreased albedo of 
snowpack. 
Table G-9. Snow ablation at Betty Pingo meteorological station during 2005 spring melt. 
Table G-10. Snow ablation at K113C Index Site during 2005 spring melt.  Snow survey site is 
100 m north of the Spine Rd and melt was be premature due to road dust and decreased 
albedo of snowpack. 
 
 

175 
 



 

 
Table G-1. Average snowpack SWE within lake basins before 2003 spring melt. 

Lake Basin Average SWE, cm 

K113C 10.33 
K203C 10.36 
K209P 9.76 
K214P 8.30 

 
Table G-2. Average snowpack SWE within lake basins before 2004 spring melt. 

Lake Basin Average SWE, cm 

K113C 7.06 
K214P 9.98 
K209P 11.27 

 
Table G-3. Average snowpack SWE within lake basins before 2005 spring melt. 

Lake Basin Average SWE, cm 

K113C 6.27 
K214P 6.77 
K209P 7.50 
L9312P 5.24 
L9817P 5.02 

 
Table G-4. Historical pre-melt snow water equivalence at WERC Betty Pingo Meteorological 
Station. 

Year SWE, cm Date of Measurement 

1996 5.8 19-May 
1997 12.9 19-May 
1999 9.3 15-May 
2000 8.2 20-May 
2001 8.3 21-May 
2002 7.6 20-May 
2003 10.9 17-May 
2004 8.1 19-May 
2005 7.1 28-April 
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Table G-5. Snow ablation at K113C Index Site during 2003 spring melt. Snow survey site is 100 
m north of the Spine Rd and melt was be premature due to road dust and decreased albedo of 
snowpack. 

Date SWE, cm 

5/16/2003 12:00 11.50 
5/17/2003 12:00 11.51 
5/18/2003 14:30 10.04 
5/19/2003 9:00 8.84 

5/20/2003 13:00 9.57 
5/21/2003 17:00 8.34 
5/22/2003 13:00 11.73 
5/23/2003 11:00 12.95 
5/24/2003 13:00 10.14 
5/26/2003 19:30 9.16 
5/27/2003 14:00 8.99 
5/28/2003 10:00 7.26 
5/29/2003 10:30 7.49 
5/30/2003 12:00 3.01 
5/31/2003 12:00 0 

 
Table G-6. Snow ablation at Betty Pingo meteorological station during 2003 spring melt. 

Date SWE, cm 

17-May-03 10.93 
18-May-03 10.03 
19-May-03 11.52 
20-May-03 12.74 
21-May-03 12.64 
22-May-03 12.67 
23-May-03 11.26 
24-May-03 9.50 
26-May-03 11.07 
27-May-03 11.77 
28-May-03 11.76 
29-May-03 11.49 
30-May-03 9.81 
31-May-03 10.05 
1-Jun-03 8.93 
2-Jun-03 7.15 
3-Jun-03 6.53 
4-Jun-03 0 
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Table G-7. Snow ablation at Betty Pingo meteorological station during 2004 spring melt. 
Date SWE, cm 

19-May-04 8.1 
24-May-04 2.7 
29-May-04 1.9 
31-May-04 2.6 
2-Jun-04 1.9 
3-Jun-04 1.3 
4-Jun-04 1.1 
5-Jun-04 0.5 
6-Jun-04 0 

 
Table G-8. Snow ablation at K113C Index Site during 2004 spring melt.  Snow survey site is 100 
m north of the Spine Rd and melt was be premature due to dusting and decreased albedo of 
snowpack. 

Date Avg SWE, cm 

20-May-04 5.4 
21-May-04 5.5 
24-May-04 4.2 
26-May-04 2.9 
28-May-04 1.8 
31-May-04 0.7 
2-Jun-04 0 

 
Table G-9. Snow ablation at Betty Pingo meteorological station during 2005 spring melt. 

Date SWE, cm 

28-Apr-05 7.1 
18-May-05 7.0 
20-May-05 9.5 
26-May-05 10.8 
30-May-05 5.5 
31-May-05 4.4 
1-Jun-05 4.2 
3-Jun-05 3.8 
4-Jun-05 2.4 
5-Jun-05 1.1 
6-Jun-05 0.2 
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Table G-10. Snow ablation at K113C Index Site during 2005 spring melt.  Snow survey site is 
100 m north of the Spine Rd and melt was be premature due to road dust and decreased 
albedo of snowpack. 

Date Avg SWE, cm 

16-May-05 6.1 
17-May-05 7.8 
18-May-05 4.9 
19-May-05 5.5 
22-May-05 7.9 
23-May-05 5.1 
24-May-05 5.1 
25-May-05 5.8 
26-May-05 6.1 
28-May-05 4.8 
29-May-05 2.4 
30-May-05 0.5 
31-May-05 0.0 
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APPENDIX H:  SNOW-WATER EQUIVALENCE DATA AND SNOW TRANSECT 
LOCATIONS. 

 
 
The following tables report the location and results of snow survey transects to measure Snow-
Water Equivalent (SWE). These data were collected during the Phase 1 portion of the North 
Slope Lakes project. SWE data is used to determine how much winter precipitation is available 
for spring snowmelt. 
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Lake K113C (surveyed 5/14/03) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 
84) 

SS1 23.24 5.49 70 19' 24.4" N 149 19' 33.9" W 
SS2 34.12 9.59 70 18' 38.5" N 149 19' 00.8" W 
SS3 37.50 10.28 70 18' 38.1" N 149 20' 19.7" W 
SS4 51.46 15.95 70 18' 49.2" N 149 22' 39.7" W 

          
Lake K214P (surveyed 5/14/03) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 
84) 

SS5 27.96 5.23 70 18.968' N 149 56.410' W 
SS1 22.54 4.98 70 17' 28.8" 149 55' 02.8" 
SS2 50.06 11.91 70 16' 24.7" N 149 51' 34.4" W 
SS3 54.42 13.22 70 16' 09.1" N 149 55' 15.8" W 
SS4 29.25 6.14 70 17.138' N 149 56.534' W 

          
Lake K209P (surveyed 5/15/03) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 
84) 

SS5 24.44 4.84 70 11' 27.1" N 150 19' 13.8" W 
SS1 29.70 9.42 70 23' 40.1" 149 49' 05.4" 
SS2 40.74 10.14 70 12' 30.1" 150 21' 05.3" 
SS4 58.74 16.98 70 13' 45.7" N 150 19' 33.2" W 
SS3 36.62 8.61 70 13' 07.6" N 150 23' 11.9" W 

          
Lake K203C (surveyed 5/18/03) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (NAD 
27) 

Longitude (NAD 
27) 

SS1 39.34 13.81 70 17' 07.6" 149 51' 39.5" 
SS2 32.66 8.88 70 18' 06.2" 149 51' 25.0" 
SS3 38.68 11.18 70 16.926' 149 53.526' 
SS4 24.18 7.57 70 16.941' 149 48.247' 
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Lake K113C (surveyed 5/20/04) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

SS1 13.80 5.45 70 19' 24.4" N 149 19' 33.9" W 
SS4 19.50 7.00 70 18' 49.2" N 149 22' 39.7" W 
SS3 14.00 5.80 70 18' 38.1" N 149 20' 19.7" W 
SS2 16.90 10.00 70 18' 38.5" N 149 19' 00.8" W 

          
Lake K214P (surveyed 5/21/04) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

SS5 16.40 8.10 70 18.968' N 149 56.410' W 
SS2 23.00 9.50 70 16' 24.7" N 149 51' 34.4" W 
SS3 20.60 8.40 70 16' 09.1" N 149 55' 15.8" W 
SS4 36.10 13.90 70 17.138' N 149 56.534' W 

          
Lake K209P (surveyed 5/21/04) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

SS5 38.10 13.00 70 11' 27.1" N 150 19' 13.8" W 
SS4 28.10 8.30 70 13' 45.7" N 150 19' 33.2" W 
SS3 31.70 12.50 70 13' 07.6" N 150 23' 11.9" W 
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Lake K113C (surveyed 5/16/05) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

K113 12.70 2.34 70 19.196’ N 149 19.293’ W 
K113-SS1 34.52 6.56 70 19.218’ N 149 18.948’ W 
K113-SS2 37.08 9.12 70 18.668’ N 149 18.831’ W 
K113-SS3 36.50 7.08 70 18.569’ N 149 20.369’ W 

          
Lake K214P (surveyed 5/21/05) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

K214-SS6 17.44 5.91 70 17.537’ N 149 55.133’ W 
K214-SS7 29.09 6.66 70 17.194’ N 149 55.723’ W 
K214-SS8 32.54 7.75 70 17.889’ N 149 55.937’ W 

          
Lake K209P (surveyed 5/16/05) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

K209-SS6 16.18 5.08 70 14.128’ N 150 21.237’ W 
K209-SS4 32.80 8.00 70 13.783’ N 150 19.065’ W 
K209-SS7 38.30 9.61 70 14.305’ N 150 22.122’ W 
K209-SS8 28.26 7.29 70 12.760’ N 150 19.920’ W 

          
Lake L9312P (surveyed 5/13/05) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

L9312-SS5 6.18 2.02 70 20.016’ N 150 57.081’ W 
L9312-SS6 26.74 7.70 70 19.756’ N 150 57.907’ W 
L9312-SS7 27.48 7.45 70 19.753’ N 150 55.244’ W 
L9312-SS8 27.78 3.78 70 20.121’ N 150 55.217’ W 

          
Lake L9817P (surveyed 5/14/05) 
Snow Survey 

ID 
Average 

Depth, cm 
SWE 

Latitude (WGS 
84) 

Longitude (WGS 84)

L9817-SS1 7.96 2.38 70 14.062’ N 151 20.160’ W 
L9817-SS2 27.92 5.72 70 14.165’ N 151 19.469’ W 
L9817-SS3 22.46 5.12 70 13.797’ N 151 21.322’ W 
L9817-SS4 32.54 6.87 70 14.142’ N 151 20.884’ W 
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APPENDIX I:  WATER QUALITY PARAMETERS AT STATION LOCATIONS 

 

 
The following tables report the water-quality parameters measured in-situ at various depths in 
each of the sample lakes. The depths were normally half the distance between the bottom of 
lake ice and the lake bottom. These samples were collected during the Phase 1 portion of the 
North Slope Lakes project. Data collection methods changed during this season to sample 
profiles at most locations. Exceptions would include summer samples taken near shore during 
ice-free conditions. 
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Lake Date 
Specific Conductance, 

mS/cm 

K113C 2/26/03 18:00 444 
K113C 5/14/03 15:00 788 
K113C 7/24/03 9:00 177 
K113C 11/8/03 17:15 134 
K113C 1/20/04 12:00 247 
K113C 2/23/04 20:00 1,120 
K113C 3/19/04 13:35 1,251 
K113C 5/14/04 20:00 1,330 

   
K203C 2/13/03 13:30 79 
K203C 2/25/03 12:30 612 
K203C 5/13/03 12:00 1,086 
K203C 8/5/03 21:30 267 
K203C 1/16/04 15:45 781 
K203C 2/24/04 12:45 1,137 
K203C 5/12/04 14:00 2,362 

   
K209P 12/14/02 18:00 400 
K209P 2/26/03 12:00 1,354 
K209P 5/15/03 14:30 1,106 
K209P 7/28/03 14:30 217 
K209P 8/6/03 12:00 246 
K209P 11/8/03 11:00 117 
K209P 1/19/04 13:30 454 
K209P 2/26/04 16:30 1,140 

   
K214P 12/16/02 10:00 363 
K214P 2/25/03 15:00 672 
K214P 5/14/03 10:00 1,103 
K214P 7/25/03 15:00 227 
K214P 11/7/03 16:00 294 
K214P 1/19/04 12:00 526 
K214P 2/23/04 13:00 1,384 
K214P 3/19/04 15:45 2,462 
K214P 5/12/04 8:30 4,073 
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Lake Date Temperature, C 

K113C 2/26/03 18:00 0.1 
K113C 5/14/03 15:00 0.7 
K113C 7/24/03 9:00 14.9 
K113C 11/8/03 17:15 0.9 
K113C 1/20/04 0:00 1.0 
K113C 2/23/04 20:00 7.9 
K113C 3/19/04 13:35 0.7 
K113C 5/14/04 20:00 0.0 

   
K203C 2/13/03 13:30 0.5 
K203C 2/25/03 12:30 0.1 
K203C 5/13/03 12:00 0.3 
K203C 8/5/03 21:30 7.8 
K203C 11/8/03 15:00 0.4 
K203C 1/16/04 15:45 0.0 
K203C 2/24/04 12:45 0.8 
K203C 5/12/04 14:00 0.0 

   
K209P 12/14/02 18:00 0.9 
K209P 2/26/03 12:00 0.1 
K209P 5/15/03 14:30 0.1 
K209P 7/28/03 14:30 5.4 
K209P 8/6/03 0:00 7.6 
K209P 11/8/03 11:00 0.6 
K209P 1/19/04 13:30 0.3 
K209P 2/26/04 16:30 1.1 

   
K214P 12/16/02 10:00 0.9 
K214P 2/25/03 15:00 1.8 
K214P 5/14/03 10:00 0.4 
K214P 7/25/03 15:00 12.5 
K214P 11/7/03 16:00 0.9 
K214P 1/19/04 0:00 0.1 
K214P 2/23/04 13:00 0.5 
K214P 3/19/04 15:45 1.4 
K214P 5/12/04 8:30 0.0 
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Lake Date 
Alkalinity, 
mg/L as 
CaCO3 

Turbidity, 
NTU 

K113C 2/26/03 18:00 194.8 6.26 
K113C 5/14/03 15:00   
K113C 7/24/03 9:00 54.8 5.98 
K113C 11/8/03 17:15  0.33 
K113C 1/20/04 0:00 172.4 0.53 
K113C 2/23/04 20:00   
K113C 3/19/04 13:35 340.0 7.09 
K113C 5/14/04 20:00 504.0 2.81 
K113C 1/19/05  233  
K113C 1/19/05 233  
K113C 3/16/05 430  
K113C 8/5/05 53  

    
K203C 2/13/03 13:30   
K203C 2/25/03 12:30 406.5 1.35 
K203C 5/13/03 12:00   
K203C 8/5/03 21:30   
K203C 11/8/03 15:00  0.32 
K203C 1/16/04 15:45 262.5 0.53 
K203C 2/24/04 12:45   
K203C 5/12/04 14:00 1081.0 27.10 

    
K209P 12/14/02 18:00  4.04 
K209P 2/26/03 12:00 218.5 25.01 
K209P 5/15/03 14:30   
K209P 7/28/03 14:30   
K209P 8/6/03 0:00   
K209P 11/8/03 11:00  0.54 
K209P 1/19/04 13:30 284.4 0.55 
K209P 2/26/04 16:30 350.0  
K209P 1/19/05 380  
K209P 1/19/05 380  

    
K214P 12/16/02 10:00  0.81 
K214P 2/25/03 15:00 308.3 5.41 
K214P 5/14/03 10:00   
K214P 7/25/03 15:00 82.8 7.61 
K214P 11/7/03 16:00  0.40 
K214P 1/19/04 0:00 219.6 0.35 
K214P 2/23/04 13:00   
K214P 3/19/04 15:45 884.0 2.88 
K214P 5/12/04 8:30 2147.0 31.40 
K214P 1/18/05 457  
K214P 1/18/05 452  
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L9312P 1/16/05 48  
L9312P 1/15/05 45  
L9312P 2/23/05 73.6  
L9312P 2/23/05 72.4  
L9312P 3/14/05 57.6  
L9312P 3/14/05 57.2  
L9312P 5/20/05 62  
L9312P 8/2/05 22  

    
L9817P 1/15/05 114  
L9817P 1/15/05 118  
L9817P 2/22/05 51.9  
L9817P 3/13/05 258  
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Lake DateTime (AST) pH  

K113C 2/26/03 18:00 8.67 
K113C 5/14/03 15:00 6.47 
K113C 7/24/03 9:00 8.04 
K113C 2/23/04 20:00 6.16 
K113C 3/19/04 13:35 7.64 
K113C 5/14/04 20:00 7.21 

   
K203C 2/13/03 13:30 7.60 
K203C 2/25/03 12:30 8.28 
K203C 5/13/03 12:00 5.47 
K203C 8/5/03 21:30 4.96 
K203C 1/16/04 15:45 7.15 
K203C 2/24/04 12:45 7.37 
K203C 5/12/04 14:00 6.95 

   
K209P 12/14/02 18:00 7.85 
K209P 2/26/03 12:00 8.10 
K209P 5/15/03 14:30 5.05 
K209P 7/28/03 14:30 5.35 
K209P 8/6/03 0:00 5.24 
K209P 2/26/04 16:30 7.45 

   
K214P 12/16/02 10:00 7.96 
K214P 2/25/03 15:00 8.02 
K214P 5/14/03 10:00 6.44 
K214P 7/25/03 15:00 8.27 
K214P 2/23/04 13:00 7.41 
K214P 3/19/04 15:45 7.45 
K214P 5/12/04 8:30 7.44 
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APPENDIX J:  WINTER 2004 - 2005 WATER-QUALITY DATA 

 
 
 
The following tables report the water-quality data measured in-situ at various depths in each of 
the sample lakes. These samples were collected during the Phase 1 portion of the North Slope 
Lakes project. Data collection methods changed during this season to sample profiles at most 
locations. Exceptions would include summer samples taken near shore during ice-free 
conditions. 
 
Table J-1. K113C winter 2004 - 2005 water-quality data. 
Table J-2. K209P winter 2004 - 2005 water-quality data. 
Table J-3. K214P winter 2004 - 2005 water-quality data. 
Table J-4. L9312P winter 2004 - 2005 water-quality data. 
Table J-5. L9817P winter 2004 - 2005 water-quality data. 
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Table J-1. K113C winter 2004 - 2005 water-quality data. 
K113 12/8/2004 17:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
3.85 50.67 7.02 14.87 0.0 31.4 59.9 -0.2
2.85 49.67 - 15.14 0.4 48.6 91.6 0.2
1.85 48.67 7.02 16.30 0.9 209.7 388.0 1.0
0.85 47.67 7.02 17.46 1.3 215.7 394.5 1.9

0 46.82 7.02 13.00 1.5 224.2 406.4 10.8  
 
K113 1/19/2005 17:30

Height
Above

Bottom SamplingElevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1.8 48.19 - 9.38 0.3 327.8 620.6 0.5
0.8 47.19 - 8.96 0.5 331.8 624.7 0.3  

 
K113 3/16/2005 17:29

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1.65 - 7.07 1.32 0.47 1039 1955 2.6
0.65 - 7.08 1.18 0.27 1117 2117 2.7  

 
K113 1/19/2005 17:53

Height
Above

Bottom SamplingElevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1.2 51.99 - 8.92 0.3 318.4 603.0 0.7  

 
K113 5/22/2005 16:20

Height
Above

Bottom SamplingElevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
0.0 46.66 6.96 6.7 0.35 920.4 1739.3 -  

 
K113 8/5/2005 10:35

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 51.9 8.22 11.52 11.33 152.1 205.8 1.2  

 
K113 8/5/2005 10:39

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 51.9 8.26 11.48 11.31 151.8 205.5 1  
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K113 8/5/2005 10:45

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 51.9 8.27 11.49 11.33 151.9 205.6 1.5  

 
K113 8/5/2005 12:35

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 51.9 - - 11.9 122.8 163.8 -  

 
K113 8/5/2005 12:41

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 51.9 8.23 11.38 11.62 152.9 205.4 4  

 
K113 8/5/2005 12:44

Height Above 
Bottom SamplingElevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 51.9 7.82 - 11.7 138.1 185.1 8.6

 
 
 
Table J-2. K209P winter 2004 - 2005 water-quality data. 
K209 12/9/2004 13:00

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
3.2 74.73 7.92 14.39 0.0 284.6 544.5 0.4
2.2 73.73 7.80 14.32 0.6 277.1 519.9 0.3
1.2 72.73 7.59 14.5 1.0 286.1 528.6 1.0
0.2 71.73 7.48 14.5 1.2 314.8 578.2 3.5  

 
K209 1/19/2005 13:29

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1 72.58 - 7.2 0.3 519.9 984.6 2.2

0.5 72.08 - 7.16 0.2 512.8 973.3 1.8  
 
K209 1/19/2005 13:44

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
0.5 72.58 - 8.33 0.1 528.5 1008.2 2.7  
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K209 5/22/2005
Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
Lake frozen to the bottom  
 
 
 
Table J-3. K214P winter 2004 - 2005 water-quality data. 
Troll
K214 12/3/2004 14:51 N70.534 W149 54.88

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
2.75 78.91 7.9 10.37 0.3 311.8 589.8 1.2
0.75 76.91 7.6 8.02 1.5 315.4 572.1 2.4
-0.75 75.41 7.7 2.63 2.0 380.8 680.3 24.9

Position:

 
 
Hach
K214 12/3/2004 14:55 N70.534 W149 54.88

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
2.75 78.91 - 13.10 0.5 - - -
0.75 76.91 - 11.40 1.6 - - -
-0.75 75.41 - 0.26 2.3 - - -

Position:

 
 
Troll
K214 1/18/2005 17:10 N70 17.534 W149 54.88

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1.4 73.35 - 6.08 0.3 565.1 1071.7 -0.1
0.4 72.35 - 6.19 0.4 567.8 1069.9 -0.1
-0.1 71.85 - 5.06 0.5 567.9 1068.5 -

Position:

 
 
K214 1/18/2005 17:25

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
1.4 73.35 7.41 5.12 -0.1 580 1114.1 -
0.4 72.35 7.4 3.36 -0.1 575.4 1103.7 -
-0.1 71.85 7.34 4.81 0.1 666.1 1272.0 -  

 
Troll
K214 3/16/2005 11:17

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Specific 
Conductance 

(uS/cm)
Turbidity

(NTU)
0.25 76.10 7.08 0.56 0.1 5580 10648 -  
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Table J-4. L9312P winter 2004 - 2005 water-quality data. 
Hach LDO L9312A
L9312- Hole #1 12/5/2004 10:45

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.25 4.53 - 14.30 0.5 - - -  
 
Troll
L9312- Hole #1 12/5/2004 10:47

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.25 -2.97 6.87 - 0.4 66.2 124.9 8.8  
 
Troll
L9312 - Hole #3 12/5/2004 11:34

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.50 3.70 7.14 - 0.1 62.9 119.9 2.8
2.33 2.53 7.10 - 0.8 62.7 116.6 3.6
1.33 1.53 7.03 - 1.1 62.3 114.7 4.5
0.33 0.53 6.91 - 1.2 64.8 118.9 4.9  

 
Hach LDO
L9312A - Hole #3 12/5/2004 11:35

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.50 3.70 - 17.50 0.3 - - -
2.33 2.53 - 16.00 1.0 - - -
1.33 1.53 - 15.90 1.4 - - -
0.33 0.53 - 15.90 1.6 - - -  

 
L9312 - Hole #4(2) 12/5/2004 12:31

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

5.5 3.78 7.35 - 0.5 53.0 99.6 2.9
4.25 2.53 7.35 - 0.9 52.9 97.8 3.4
3.25 1.53 7.35 - 1.3 52.7 96.2 3.8
2.25 0.53 7.34 - 1.6 52.7 95.3 4.1  

 
Hach LDO
L9312 - Hole #4 12/5/2004 12:37

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.25 2.57 - 17.10 0.8 - - -
3.25 1.57 - 16.60 1.2 - - -
2.25 0.57 - 16.60 2.0 - - -
1.25 -0.43 - 16.70 2.5 - - -  
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Troll
L9312-2 12/5/2004 17:00

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

7 0.53 7.48 - 0.1 49.8 95.1 0.9
5.42 2.11 7.48 - 1.0 50.7 93.6 1.2
4.42 3.11 7.48 - 1.3 50.8 92.8 1.3
3.42 4.11 7.45 - 1.7 50.7 91.3 1.5
2.42 5.11 7.41 - 2.0 50.7 90.4 1.7
1.42 6.11 7.37 - 2.2 50.4 89.3 1.8
0.42 7.11 7.08 - 2.5 49.2 86.3 1.7  

 
Troll
L9312-6 12/5/2004 17:45

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

- 3.86 7.43 - 0.5 56.1 105.2 3.6
- 2.53 7.46 - 1.0 53.2 98.3 3.5
- 1.53 7.43 - 1.3 52.6 96.1 3.9
- 0.53 7.41 - 1.6 52.4 94.7 4.0
- -0.47 7.37 - 1.9 52.0 93.1 4.0
- -1.47 7.20 - 2.1 51.7 91.9 4.0
- -2.47 6.91 - 2.3 57.9 102.4 4.5  

 
Hach LDO
L9312- Hole #6 12/5/2004 18:13

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.75 -2.47 - 14.70 2.7 - - -  
 
Troll
L9312B (Raft) 12/5/2004 18:44 N70 19.961 W150 56.755

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

7.25 4.03 7.51 - 0.5 53.04 99.6 6.8
5.75 2.53 7.49 - 1.1 51.21 94.3 4.1
4.75 1.53 7.47 - 1.5 50.59 91.9 4.3

Position:

 
 
Hach LDO
L9312B - Hole #2 12/5/2004 18:44

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

5.75 2.53 - 17.80 0.0 - - -
4.75 1.53 - 17.70 0.2 - - -  
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Troll
L9312 12/5/2004 19:15 L9312 A N70 20.017 W150 56.401

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.5 4.03 7.53 - 0.5 52.19 98.1 5.9
5 2.53 7.52 - 0.9 51.61 95.6 6.2
4 1.53 7.51 - 1.3 51.61 94.2 6.3
3 0.53 7.5 - 1.6 51.71 93.5 6.3
2 -0.47 7.45 - 1.9 51.39 92.1 6.3
1 -1.47 7.23 - 2.1 51.62 91.9 6.2
0 -2.47 6.94 - 2.3 64.01 113.1 7.8

Position:

 
 
Troll
L9312A 12/5/2004 19:26

Height
Above
Bottom

Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.5 4.03 7.53 - 0.5 52.2 98.1 5.9
5 2.53 7.52 - 0.9 51.6 95.6 6.2
4 1.53 7.51 - 1.3 51.6 94.2 6.3
3 0.53 7.50 - 1.6 51.7 93.5 6.3
2 -0.47 7.45 - 1.9 51.4 92.1 6.3
1 -1.47 7.23 - 2.1 51.6 91.9 6.2
0 -2.47 6.94 - 2.3 64.0 113.1 7.8  

 
Hydrolab Quanta
L9312A1- Trial1 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.95 2.53 7.08 14.34 0.1 - 126.0 -
2.95 0.53 6.96 14.10 0.9 - 122.0 -
0.95 -1.47 6.55 10.50 1.4 - 134.0 -  

 
Hydrolab Quanta
L9312A1- Trial2 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.95 2.53 6.85 14.27 0.1 - 125.0 -
2.95 0.53 6.87 14.13 0.9 - 121.0 -
0.95 -1.47 6.48 9.80 1.4 - 129.0 -  

 
Hydrolab Quanta
L9312B2 - Trial1 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 6.86 14.41 0.2 - 119.0 -
3.05 0.63 6.86 14.20 1.3 - 115.0 -
1.05 -1.37 6.54 6.24 1.8 - 121.0 -  
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Hydrolab Quanta
L9312B2 - Trial2 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 14.50 0.2 - 119.0 -
3.05 0.63 - 13.90 1.2 - 116.0 -
1.05 -1.37 - 6.49 1.8 - 121.0 -  

 
Hydrolab Quanta
L9312B2 - Trial3 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 6.81 13.70 0.4 - 118.0 -
3.05 0.63 6.83 13.90 1.3 - 115.0 -
1.05 -1.37 6.59 4.00 1.8 - 121.0 -  

 
Hach LDO
L9312B2 - Trial1 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 18.70 0.5 - - -
3.05 0.63 - 18.60 1.0 - - -
1.05 -1.37 - 9.22 1.8 - - -  

 
Hach LDO
L9312B2 - Trial2 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 18.60 0.2 - - -
3.05 0.63 - 18.60 0.8 - - -
1.05 -1.37 - 13.20 1.8 - - -  

 
Hach LDO
L9312B2 - Trial3 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 18.60 0.2 - - -
3.05 0.63 - - 0.9 - - -
1.05 -1.37 - - - - - -  

 
Troll
L9312B3 - Trial1 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 16.03 0.6 79.05 - -0.3
3.05 0.63 - 17.06 1.5 78.22 - -0.1
1.05 -1.37 - 7.29 2.4 79.91 - 1.3  
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Troll
L9312B3 - Trial2 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 12.19 0.8 79.02 - -0.1
3.05 0.63 - 14.79 1.5 78.59 - 0.1
1.05 -1.37 - 7.48 2.4 80.41 - 1.8  

 
Troll
L9312B3 - Trial3 1/16/2005 14:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 - 13.64 0.7 79.62 - 0.7
3.05 0.63 - 15.74 1.6 77.12 - 1.3
1.05 -1.37 - 4.06 2.5 80.6 - -  

 
Hydrolab Datasonde
L9312B- Trial1 1/16/2005 15:30

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 7.45 17.28 0.7 90.6 169.0 -
3.05 0.63 7.45 15.18 1.9 87.0 155.8 -
1.05 -1.37 7.45 2.30 2.3 91.1 160.8 -  

 
Hydrolab Datasonde
L9312B- Trial2 1/16/2005 15:30

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 7.39 17.28 0.7 90.6 169.0 -
3.05 0.63 7.43 15.18 1.9 87 155.8 -
1.05 -1.37 7.46 5.55 2.3 91.1 160.8 -  

 
Hydrolab Datasonde
L9312B- Trial3 1/16/2005 15:30

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 7.41 15.3 0.7 91.3 170.4 -
3.05 0.63 7.46 16.8 1.6 88.6 160.4 -
1.05 -1.37 7.49 7.41 2.2 91.6 162.1 -  

 
Hydrolab Datasonde
L9312A2 - Trial1 1/16/2005 17:20

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 7.52 15.93 0.7 96.8 181.0 -
3.05 0.63 7.49 16.83 1.4 95.2 173.1 -
1.05 -1.37 7.53 13.54 1.7 102.1 184.2 -  
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Hydrolab Datasonde
L9312A2 - Trial2 1/16/2005 17:38

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 7.48 16.36 0.6 98.2 184.0 -
3.05 0.63 7.54 17.31 1.3 96 175.3 -
1.05 -1.37 7.57 12.51 1.7 102 183.9 -  

 
Hydrolab Datasonde
L9312A2 - Trial3 1/16/2005 18:05

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.05 3.63 7.52 16.53 0.6 97.2 182.0 -
3.05 0.63 7.55 17.14 1.4 94.6 172.0 -
1.05 -1.37 7.6 16.63 1.7 100.4 181.2 -  

 
Troll
L9312A - Trial1 1/16/2005 18:12

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.95 2.53 - 13.22 0.1 78.97 150.8 -0.4
2.95 0.53 - 13.80 0.4 78.76 148.6 -0.4
0.95 -1.47 - 13.76 1.8 83.38 149.8 0.8  

 
Troll
L9312A - Trial2 1/16/2005 18:25

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.95 2.53 - 17.18 0.6 82.1 153.8 -0.1
2.95 0.53 - 17.53 1.5 81.23 147.2 0.3
0.95 -1.47 - 15.37 1.9 84.69 151.8 1.5  

 
Troll
L9312A - Trial3 1/16/2005 18:38

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.95 2.53 - 16.15 0.7 81.19 151.5 0
2.95 0.53 - 16.89 1.3 80.62 147.4 0
0.95 -1.47 - 15.49 1.9 84.16 150.9 1  
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Troll
L9312A-4 (raft) 2/23/2005 13:40

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

- 2.53 7.10 16.02 0.2 87.9 166.9 0.3
- 1.53 7.08 16.26 1.0 86.9 160.5 4.3
- 0.53 7.06 - 1.3 87.8 160.5 5.9
- -0.47 6.97 - 1.5 88.9 161.2 2.0
- -1.47 6.79 - 1.7 92.2 166.0 1.2
- -2.47 6.66 4.26 1.9 95.7 171.1 -
- -1.47 6.84 9.39 1.8 91.4 164.1 2.8
- -0.47 6.99 12.61 1.6 89.2 161.1 0.8
- -1.47 7.08 14.20 1.3 87.2 159.1 0.1  

 
Troll
L9312- 3 2/23/2005 13:40

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

5.90 2.53 7.16 16.57 0.3 87.8 166.4 3.9
4.90 1.53 7.16 16.70 0.9 86.5 160.5 1.5
3.90 0.53 7.13 16.63 1.5 85.8 155.8 0.9
2.90 -0.47 7.02 16.33 1.8 86.5 155.3 0.7
1.90 -1.47 6.75 8.55 2.1 90.6 161.2 1.5
0.90 -2.47 6.70 5.98 2.2 97.6 172.9 2.5  

 
Troll
L9312- 2 2/23/2005 13:40

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

5.80 2.46 7.10 16.08 0.2 91.1 172.9 0.5
4.80 1.46 7.05 16.12 0.8 91.6 170.1 0.8
3.80 0.46 7.01 16.34 1.3 92.9 169.5 2.3
2.80 -0.54 6.83 13.97 1.7 94.7 170.8 5.9
1.80 -1.54 6.67 6.31 2.0 92.1 164.2 1.8
0.80 -2.54 6.66 4.19 2.1 96.3 171.1 11.5  

 
Troll
L9312- 1 2/23/2005 13:40

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1.50 2.46 6.67 10.23 0.3 105.3 199.6 1.1
0.50 -2.84 6.65 10.31 0.5 106.3 200.0 1.8  

 
Troll
L9312- Raft SH 3/14/2005 10:23

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1.05 1.43 6.46 7.77 0.6 134.5 251.5 2.0
0.05 0.43 6.45 7.42 1.0 135.7 250.3 8.1  
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Troll
L9312- Raft MP 3/14/2005 12:04

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.95 1.43 6.76 12.45 - 120.5 - 3.1
3.95 0.43 6.73 13.01 1.4 120.4 219.3 4.7
2.95 -0.57 6.70 12.83 1.8 120.3 216.0 7.9
1.95 -1.57 6.70 12.85 2.1 120.3 213.5 14.9
1.45 -2.07 6.50 7.60 2.6 127.8 223.7 8.8
0.95 -2.57 6.49 5.37 2.6 134.3 234.7 -  

 
Troll
L9312- Raft A 3/14/2005 12:04

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.15 1.43 6.88 14.40 0.8 118.9 221.2 3.9
3.15 0.43 6.83 14.15 1.6 117.4 212.0 8.0
2.15 -0.57 6.72 13.75 2.0 119.4 212.7 19.4
1.15 -1.57 6.42 12.13 2.4 122 214.9 21.5
0.65 -2.07 6.26 10.69 2.4 122.3 215.2 20.5
0.15 -2.57 6.25 8.37 2.4 125.4 220.4 19.0  

 
Troll
L9312- Raft B 3/14/2005 12:04

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.15 2.43 6.65 13.48 0.2 121.4 230.7 3.5
5.15 1.43 6.68 13.48 0.7 121.1 225.7 5.6
4.15 0.43 6.59 12.66 1.5 121.8 221.0 9.7
3.15 -0.57 6.45 11.70 2.0 120.9 215.7 12.3
2.15 -1.57 6.20 4.13 2.2 119.1 210.7 6.3
1.15 -2.57 6.15 3.50 2.3 125.8 221.9 3.1
0.15 -3.57 6.16 3.23 2.3 128 225.8 -  

 
Troll
L9312 - Survey Hole 4/21/2005 11:16

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.5 -0.63 6.38 6.26 2.1 136.3 242.3 4
0.5 -0.63 6.36 6.24 2.1 136.4 242.4 4.4
0.0 -1.13 6.31 6.02 2.2 136.9 242.2 6.2
0.0 -1.13 6.34 5.95 2.3 137.1 242.5 6.1  

 
Hach LDO
L9312 - Survey Hole 4/21/2005 11:16

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.5 -0.63 - 6.20 2.3 - - -
0.5 -0.63 - 6.20 2.3 - - -
0.0 -1.13 - 6.10 2.4 - - -
0.0 -1.13 - 6.00 2.4 - - -  
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Troll
L9312B 4/21/2005 11:44

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.7 1.37 6.56 11.08 0.4 123.1 232.5 3.4
4.7 1.37 6.54 11.07 0.3 123.0 232.5 3.5
3.7 0.37 6.54 11.21 1.2 121.9 223.2 3.7
3.7 0.37 6.55 11.26 1.6 122.7 222.2 3.4
2.7 -0.63 6.64 10.88 2.5 125.4 220.1 0.8
2.7 -0.63 6.59 10.81 2.4 125.1 219.8 2.1
1.7 -1.63 6.51 10.60 2.8 127.8 221.8 2.5
1.7 -1.63 6.46 10.57 2.9 128.0 221.9 3.6
0.7 -2.63 6.38 9.20 3.0 133.4 230.0 5.5
0.7 -2.63 6.41 8.94 3.0 133.7 230.5 4.1
0.7 -2.63 6.38 8.77 3.0 133.8 230.6 4.1
0.7 -2.63 6.43 8.63 3.0 133.7 230.4 3.6
0.2 -3.13 6.33 8.00 3.0 133.9 230.6 5.4
0.2 -3.13 6.34 7.84 3.1 134.2 231.1 5.4
0.2 -3.13 6.34 7.72 3.1 135.1 232.6 6.0  

 
Hach LDO
L9312B 4/21/2005 11:44

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.7 1.37 - 10.70 0.3 - - -
4.7 1.37 - 10.60 0.4 - - -
3.7 0.37 - 10.50 1.6 - - -
3.7 0.37 - 10.10 2.0 - - -
2.7 -0.63 - 9.50 2.6 - - -
2.7 -0.63 - 9.40 2.6 - - -
1.7 -1.63 - 9.50 3.0 - - -
1.7 -1.63 - 9.40 3.1 - - -
0.7 -2.63 - 7.30 3.1 - - -
0.7 -2.63 - 7.00 3.2 - - -
0.7 -2.63 - 6.80 3.2 - - -
0.7 -2.63 - 6.70 3.1 - - -
0.2 -3.13 - 6.10 3.1 - - -
0.2 -3.13 - 5.70 3.1 - - -
0.2 -3.13 - 5.50 3.1 - - -  
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Troll
L9312 - Mid Point 4/21/2005 12:42

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.7 1.37 6.72 15.50 0.5 132.6 249.7 1.5
4.7 1.37 6.75 15.42 0.5 132.5 249.4 1.5
3.7 0.37 6.73 15.80 1.1 129.7 239.0 1.8
3.7 0.37 6.71 15.85 1.5 129.8 235.6 1.6
3.7 0.37 6.72 15.82 1.6 129.5 234.6 1.6
2.7 -0.63 6.7 15.95 2.1 130.5 231.7 2.1
2.7 -0.63 6.69 15.81 2.4 131.1 231.1 2.4
2.7 -0.63 6.7 15.73 2.4 131.2 230.9 2.6
1.7 -1.63 6.68 16.07 2.9 132.3 229.2 2.8
1.7 -1.63 6.65 16.08 2.9 132.6 229.5 3.8
0.7 -2.63 6.66 16.12 3.3 134.2 229.0 3.4
0.7 -2.63 6.64 16.00 3.3 134.5 229.7 4.1
0.2 -3.13 6.56 15.65 3.4 134.9 229.9 4.9
0.2 -3.13 6.58 15.51 3.4 135.1 230.1 4.1  

 
Hach LDO
L9312 - Mid Point 4/21/2005 12:42

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.7 1.37 - 14.30 0.5 - - -
4.7 1.37 - 14.20 0.6 - - -
3.7 0.37 - 14.10 1.6 - - -
3.7 0.37 - 13.70 1.9 - - -
3.7 0.37 - 13.70 1.9 - - -
2.7 -0.63 - 13.80 2.5 - - -
2.7 -0.63 - 13.60 2.6 - - -
2.7 -0.63 - 13.60 2.7 - - -
1.7 -1.63 - 14.00 3.1 - - -
1.7 -1.63 - 13.90 3.2 - - -
0.7 -2.63 - 13.60 3.5 - - -
0.7 -2.63 - 13.40 3.5 - - -
0.2 -3.13 - 13.20 3.6 - - -
0.2 -3.13 - 13.10 3.6 - - -  

 
Troll
L9312A 4/21/2005 14:08

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4 1.37 6.67 13.59 0.3 127.5 241.1 1.7
4 1.37 6.61 13.60 0.3 127.6 241.5 3.3
3 0.37 6.58 13.68 1.4 126.5 230.6 3.8
3 0.37 6.59 13.67 1.3 126.8 231.6 4.0
3 0.37 6.58 13.63 1.6 127.2 230.2 4.3
2 -0.63 6.56 13.39 2.1 127.6 226.7 4.4
2 -0.63 6.59 13.33 2.2 128.1 227.0 4.4
1 -1.63 6.46 12.72 2.8 129.9 225.4 5.2
1 -1.63 6.50 12.60 2.8 129.8 225.3 4.9
0 -2.63 6.49 11.65 3.1 133.4 229.5 12.0
0 -2.63 6.46 11.54 3.1 134.4 231.1 14.3  
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Hach LDO
L9312A 4/21/2005 14:08

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4 1.37 - 12.80 0.6 - - -
4 1.37 - 12.70 0.6 - - -
3 0.37 - 12.70 1.5 - - -
3 0.37 - 12.40 1.7 - - -
3 0.37 - 12.20 1.9 - - -
2 -0.63 - 11.80 2.5 - - -
2 -0.63 - 11.60 2.6 - - -
1 -1.63 - 11.20 3.1 - - -
1 -1.63 - 11.00 3.2 - - -
0 -2.63 - 0.40 3.3 - - -
0 -2.63 - 0.20 3.3 - - -  

 
Troll
L9312B 5/20/2005 17:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.83 0.39 5.1 11.95 2.1 116.8 - -3.1
2.83 -0.61 6.26 10.89 3.1 119.3 - -3
1.8 -1.61 6.06 10.66 3.4 122.1 - -3.4
0.8 -2.61 6.06 10.71 3.4 122.7 - -3.5  

 
Troll
L9312A 5/20/2005 17:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.08 0.39 6.86 16.01 2.3 119.8 - -3.5
2.08 -0.61 6.7 14.73 3.2 121.8 - -3.6
1.1 -1.61 6.62 12.71 3.4 122.6 - -2.6  

 
Troll
L9312 -3 (SH) 5/20/2005 17:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.3 1.39 6.63 7.96 0.2 114.7 - 2.4  
 
Troll
L9312 -2 5/20/2005 17:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.25 0.39 6.82 12.75 2.3 119.1 - -3.6
2.25 -0.61 6.8 11.62 2.9 121.6 - -3.3
1.3 -1.61 6.81 11.53 3.3 123.6 - -2.8  
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Troll
L9312 -1 (MP) 5/20/2005 17:00

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.67 0.39 6.71 12.79 1.8 115.6 - -4.2
2.67 -0.61 6.7 12.22 2.8 119.9 - -4.2
1.7 -1.61 6.75 13.36 3.5 124.1 - -4.1  

 
Troll
L9312 8/2/2005 14:31

Height
Above

Bottom Sampling Elevation pH
DO

(mg/L)
Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1 6.84 7.77 11.00 9.0 56.75 81.8 -
1 6.84 7.59 11.00 9.5 57.42 81.6 -

 
 
Table J-5. L9817P winter 2004 - 2005 water-quality data. 
Troll
L9817 12/6/2004 15:45 L9817 N70 14.090 W151 19.929

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

7 51.88 7.02 11.77 0.2 244.8 464.4 0.4
6 50.88 7.02 - 1.0 248.1 457.6 0.4
5 49.88 7.02 - 1.3 249.3 454.8 0.5
4 48.88 7.02 11.65 1.8 253.7 456.0 0.7
3 47.88 7.02 12.14 2.1 261.6 465.8 1.4
2 46.88 7.02 - 2.4 278.2 488.8 2.3
1 45.88 7.02 0.28 2.7 349.6 610.0 -

Position:

 
 
Hydrolab Quanta
L9817 12/6/2004 17:00 L9817 N70 14.090 W151 19.929

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.2 49.88 7.66 14.79 0.4 - 413 -
5.2 48.88 7.64 - 1.1 - 407 -
4.2 47.88 7.67 14.71 1.6 - 407 -
3.2 46.88 7.71 - 1.8 - 412 -
2.2 45.88 7.64 - 2.1 - 422 -
1.2 44.88 7.64 5.41 2.4 - 466 -

Position:

 
 
Hydrolab Quanta
L9817 1/15/2005 12:00 L9817 - Repeat of hole #1 N70 14.09 W151 19.929

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.9 49.37 7.18 10.18 -0.4 - 649 -
3.9 48.37 7.09 10.01 0.0 - 646 -
2.9 47.37 7.07 8.04 0.5 - 644 -
1.9 46.37 7.00 6.94 0.8 - 638 -
0.9 45.37 7.05 3.8 1.2 - 640 -
0.4 44.87 7.40 3.36 1.4 - 691 -

Position:
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Hydrolab Datasonde
L9817 1/15/2005 12:00 L9817 N70 14.090 W151 19.929

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.9 49.37 6.26 10.47 0.5 - 520.4 0.3
3.9 48.37 6.38 9.56 0.8 - 520.1 0.3
2.9 47.37 6.42 7.05 1.4 - 516.7 0.3
1.9 46.37 6.53 5.71 1.6 - 519.5 0.3

Position:

 
 
Hydrolab Quanta
L9817 1/15/2005 12:00 L9817 - Hole #4 N70 14.011 W151 19.484

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.1 49.37 7.88 5.30 0.5 392.4 738.9 2.5
1.1 48.37 8.16 4.92 0.1 380.3 724.9 2.0
0.6 47.87 8.15 4.82 0.5 379.8 714.1 9.2

Position:

 
 
Troll
L9817 1/15/2005 15:00 L9817 - Hole #2 (Repeat) N70 14.071 W151 19.873

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.9 49.37 - 9.08 0.1 381.2 727.2 0.6
2.9 48.37 - 8.83 0.2 381.3 724.5 0.5
1.9 47.37 - 8.63 0.5 380.6 714.8 0.5
0.9 46.37 - 8.35 1.0 383.4 708.7 0.6

Position:

 
 
Hydrolab Quanta
L9817 1/15/2005 15:00 L9817 - Hole #2 N70 14.071 W151 19.873

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.9 49.37 5.41 11.35 0.0 - 554.9 0.4
2.9 48.37 5.43 10.62 0.4 - 547.6 0.4
1.9 47.37 5.44 10.04 0.9 - 546.8 0.3
0.9 46.37 5.46 9.80 1.2 - 544.9 0.3

Position:

 
 
Hydrolab Quanta
L9817 1/15/2005 16:40 L9817 - Hole #9 [No Coords]

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.2 49.37 6.98 9.11 -0.3 - 635 -
1.2 48.37 6.96 9.09 0.3 - 630 -
0.7 47.87 6.96 8.99 0.4 - 627 -

Position:
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Hydrolab Quanta
L9817 1/15/2005 16:40 L9817 - Hole #8 [No Coords]

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.2 49.37 7.23 8.53 -0.4 - 666 -
2.2 48.37 7.12 8.32 0.0 - 663 -
1.2 47.37 7.06 8.15 0.4 - 660 -
0.7 46.87 7.02 8.11 0.7 - 658 -
0.2 46.37 6.98 8.04 0.7 - 656 -

Position:

 
 
Hyrdolab Quanta
L9817 1/15/2005 16:40 L9817 - Hole #4 [No Coords]

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.1 49.37 7.88 5.30 0.5 392.4 738.9 -
1.1 48.37 8.16 4.92 0.1 380.3 724.9 -
0.6 47.87 8.15 4.82 0.5 379.8 714.1 -

Position:

 
 
Hydrolab Quanta
L9817 1/15/2005 16:40 L9817 - Hole #3 (repeat) N70 14.052 W151 19.833

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.9 49.37 6.96 10.45 -0.3 - 672 -
3.9 48.37 6.83 10.29 0.0 - 670 -
2.9 47.37 6.83 9.65 0.3 - 667 -
1.9 46.37 6.83 9.01 0.7 - 665 -

Position:

 
 
Troll
L9817 1/15/2005 16:40 L9817 - hole #3 N70 14.052 W151 19.833

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

4.9 49.37 7.44 8.84 0.7 386.8 722.3 1.3
3.9 48.37 6.85 8.9 0.4 376.6 710.9 0.5
2.9 47.37 7.24 8.78 0.7 367.3 685.9 0.5
1.9 46.37 6.57 8.63 1.0 378.9 699.1 0.6
0.9 45.37 6.7 8.23 1.4 382.3 695.1 1.2

Position:

 
 
Hydrolab Datasonde (Ice to 3.6 HAB)
L9817 2/22/2005 11:34 L9817 N70 14.073 W151 20.118

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.5 51.15 6.78 3.79 -0.7 - 1045.0 -
5.5 50.15 6.81 3.70 -0.7 - 1040.0 -
4.5 49.15 6.78 3.68 -0.7 - 1080.0 -
3.5 48.15 6.79 3.69 -0.5 - 1013.0 -
2.5 47.15 6.78 3.70 -0.2 - 1008.0 -
1.5 46.15 6.79 3.43 0.3 - 1019.0 -
0.5 45.15 6.84 0.47 0.7 - 1096.0 -

Position:
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Troll (Ice to 3.6 HAB)
L9817 2/22/2005 11:34 L9817 N70 14.073 W151 20.118

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

6.5 51.15 6.69 2.68 0.3 543.6 1028.7 2.5
5.5 50.15 6.74 2.39 0.2 539.3 1024.3 2.5
4.5 49.15 6.77 2.18 0.1 532.4 1013.8 2.5
3.5 48.15 6.79 2.05 0.1 530.9 1011.3 3.2
2.5 47.15 6.82 2.06 0.3 533.1 1007.8 3.3
1.5 46.15 6.81 1.8 0.7 538.2 1004.3 5
0.5 45.15 6.83 0.45 1.0 550.8 1016.3 15.3

Position:

 
 
Troll (Ice to 1.5 HAB)
L9817 2/22/2005 14:19 L9817 N70 13.997 W151 19.999

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.8 51.15 6.85 5.48 0.1 275.6 526.3 6.2
2.8 50.15 6.8 4.77 0.1 263.4 502.8 6.1
1.8 49.15 6.77 4.29 0.1 257.2 491.2 7.1
0.8 48.15 6.75 3.57 0.1 486.6 928.9 6.4
-0.2 47.15 6.77 2.17 0.1 483.6 923.2 47.2

Position:

 
 
Troll
L9817 2/22/2005 15:19 L9817 N70 14.1 W151 20.365

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1.4 47.15 6.86 10.04 0.4 413.1 778.9 4.8
0.4 46.15 6.82 9.9 0.8 544.3 1010.7 13.6
1.4 47.15 6.87 2.26 0.7 520.9 971.4 4.2
0.4 46.15 6.85 1.7 1.1 531.7 978.6 12.6

Position:

 
 
Troll
L9817 2/22/2005 15:48 L9817 N70 14.048 W151 20.070

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1.6 47.15 6.88 6.77 0.1 570 1086.5 2.3
1.6 47.15 6.87 4.07 0.3 573.5 1086.9 1.5
0.6 46.15 6.85 2.8 0.4 567.5 1069.3 1.9

Position:

 
 
Troll
L9817 2/22/2005 16:18 L9817 N70 14.030 W151 20.029

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.8 48.15 6.88 3.3 0.2 548.2 1041.9 3.2
2.8 47.15 6.87 2.28 0.3 542.9 1028.5 3.4
1.8 46.15 6.83 2.09 0.5 544.3 1022.3 3.2
0.8 45.15 6.83 0.82 0.7 566.4 1056.2 3.7

Position:
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Troll
L9817 2/22/2005 16:37 L9817 N70 14.080 W151 20.223

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.2 50.95 6.89 2.42 0.3 532.3 1008.8 2.9
1.2 49.95 6.88 2.19 0.6 536.1 1002.6 4.2
0.2 48.95 6.81 1.45 0.8 551.9 1025.9 7.6

Position:

 
 
Troll
L9817 3/13/2005 10:56 L9817 Hole 8 N70 14.018 W151 19.805

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1.35 47.01 6.78 0.59 0.3 1543 2926.4 9.1
0.35 46.01 6.78 0.38 0.5 1652 3107.2 -

Position:

 
 
Troll
L9817 3/13/2005 11:27 L9817 Hole 11 (PH) N70 14.113 W151 20.168

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.95 47.01 6.74 0.52 0.8 1274 2365.6 13.1
-0.05 46.01 6.76 0.12 0.7 1385 2585.5 -

Position:

 
 
Troll
L9817 3/13/2005 11:27 L9817 Hole 12 (A) N70 14.101 W151 20.027

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.35 47.01 6.76 0.66 0.2 1700 3226.5 6
1.35 46.01 6.77 0.59 0.5 1726 3248.7 8.3
0.35 45.01 6.82 0.34 0.7 1996 3722.1 -

Position:

 
 
Troll
L9817 3/13/2005 13:27 L9817 Hole 13 N70 14.103 W151 19.88

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.45 47.01 6.78 0.32 0.3 1470 2778.9 16.5
1.45 46.01 6.75 0.26 0.4 1616 3050.4 11.7
0.45 45.01 6.73 0.26 0.5 1801 3385.0 -

Position:

 
 
Troll
L9817 3/13/2005 11:44 L9817 Hole 2 N70 14.071 W151 19.870

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

1.8 47.01 6.72 0.65 0.6 1093 2048.4 6.7
0.8 46.01 6.73 0.44 0.6 1212 2273.9 9.2

Position:
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Troll
L9817 3/13/2005 12:12 L9817 Hole 3 N70 14.029 W151 19.792

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

3.1 47.01 6.72 0.4 0.2 1352 2568.8 10.1
2.1 46.01 6.72 0.17 0.5 1372 2580.6 12.1
1.1 45.01 6.74 0.11 0.7 1449 2705.9 11.4
1.1 45.01 6.75 0.31 0.7 1499 2800.3 9.6

Position:

 
 
Troll
L9817 3/13/2005 12:51 L9817 Hole 4 N70 14.018 W151 19.805

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0.6 48.01 6.81 0.38 0.3 1472 2791.7 7.9

Position:

 
 
Troll
L9817 3/13/2005 12:51 L9817 Hole 9 N70 14.042 W151 20.158

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

0 47.01 6.71 0.54 0.2 1284 2443.1 -

Position:

 
 
Troll
L9817 3/13/2005 18:27 L9817 Hole 1 N70 14.09 W151 19.929

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.4 47.01 6.68 0.42 0.3 897 1697.5 8.4
1.4 46.01 6.66 0.23 0.5 916.4 1720.5 10.4
0.4 45.01 6.78 0.19 0.9 973.7 1806.7 34.7

Position:

 
 
Troll
L9817 3/13/2005 18:39 L9817 Hole 14 N70 14.114 W151 19.835

Height
Above

Bottom
Sampling 
Elevation pH

DO
(mg/L)

Temp
( C )

Conductivity
(uS/cm)

Conductance 
(uS/cm)

Turbidity
(NTU)

2.5 47.06 6.74 0.43 0.5 977 1837 9.9
1.5 46.06 6.72 0.42 0.5 1030 1939 7.1
0.5 45.06 6.8 0.31 0.7 1061 1979 12.5
-0.5 44.06 7.08 0.19 0.9 1063 1970 -

Position:
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APPENDIX K:  ANION CONCENTRATIONS 

 
 
 
The following tables report the anion concentrations as determined by from WERC laboratory 
analysis of water samples collected at study lakes. These samples were collected during the 
Phase 1 portion of the North Slope Lakes project. Most samples represent a collection point 
halfway between the bottom of ice and the lake bottom. Exceptions would include summer 
samples taken near shore during ice-free conditions. 
 
Table K-1. Measured anion concentrations at lake K113C. 
Table K-2. Measured anion concentrations at lake K203C 
Table K-3. Measured anion concentrations at lake K209P. 
Table K-4. Measured anion concentrations at lake K214P. 
Table K-5. Measured anion concentrations at lake L9312P. 
Table K-6. Measured anion concentrations at lake L9817P. 
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 Table K-1. Measured anion concentrations at lake K113C.  ldl= lower than detection level.  Lab 
detection level for nitrite and nitrate= 0.625 ppm, phosphate= 2.5 ppm.  Standard deviations are 
given where multiple concentration readings were available. 

Nitrite - (NO2
- ) ppm Nitrate - (NO3

- ) ppm Phosphate - (PO4
3- ) ppm 

Date 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

2/26/2003 ldl - 2 4.000 0.28 2 ldl - 2 
5/14/2003 ldl - 2 9.400 1.27 2 ldl - 2 
7/24/2003 ldl - 2 4.200 0.14 2 ldl - 2 
11/8/2003 ldl - 1 ldl - 1 ldl - 1 
1/20/2004 ldl - 1 ldl - 1 ldl - 1 
3/19/2004 1.683 0.18 2 0.910 - 1 3.970 - 1 
5/14/2004 ldl - 2 ldl - 1 ldl - 2 
7/13/2004 ldl - 1 ldl - 1 ldl - 1 
12/8/2004 - - - ldl - 2 ldl - 2 
1/19/2005 - - - ldl - 2 ldl - 2 
3/16/2005 ldl     ldl     ldl     
5/22/2005 ldl - 2 ldl - 2 ldl - 2 
8/5/2005 ldl - 2 ldl - 2 ldl - 2 

 

 
Table K-2. Measured anion concentrations at lake K203C.  ldl= lower than detection level.  Lab 
detection level for nitrite and nitrate= 0.625 ppm, phosphate= 2.5 ppm.  Standard deviations are 
given where multiple concentration readings were available. 

Nitrite - (NO2
- ) ppm Nitrate - (NO3

- ) ppm Phosphate - (PO4
3- ) ppm 

Date 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

2/23/2003 ldl - 3 3.600 0.10 3 ldl - 3 
5/13/2003 ldl - 1 8.400 - 1 ldl - 1 
6/1/2003 ldl - 3 4.567 0.65 3 ldl - 3 
8/5/2003 ldl - 1 4.250 - 1 ldl - 1 
1/16/2004 ldl - 1 ldl - 1 ldl - 1 
5/12/2004 ldl - 2 3.290 4.65 2 1.250 1.77 2 
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Table K-3. Measured anion concentrations at lake K209P.  ldl= lower than detection level.  Lab 
detection level for nitrite and nitrate= 0.625 ppm, phosphate= 2.5 ppm.  Standard deviations are 
given where multiple concentration readings were available. 

Nitrite - (NO2
- ) ppm Nitrate - (NO3

- ) ppm Phosphate - (PO4
3- ) ppm 

Date 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

12/14/200
2 

ldl - 1 3.640 - 1 ldl 
- 1 

2/26/2003 ldl - 3 4.150 0.05 3 ldl - 1 

5/15/2003 ldl - 3 
10.00

0 0.17 3 ldl - 3 
6/1/2003 ldl - 3 5.000 0.92 3 ldl - 3 
8/6/2003 ldl - 1 5.000 - 1 ldl - 1 

7/15/2004 ldl - 2 ldl - 2 ldl - 2 
12/9/2004 ldl - 2 ldl - 2 ldl - 2 
1/19/2005 ldl - 2 ldl - 2 ldl - 2 

 
  
Table K-4. Measured anion concentrations at lake K214P.  ldl= lower than detection level.  Lab 
detection level for nitrite and nitrate= 0.625 ppm, phosphate= 2.5 ppm. Standard deviations are 
given where multiple concentration readings were available.  

Nitrite - (NO2
- ) ppm Nitrate - (NO3

- ) ppm Phosphate - (PO4
3- ) ppm 

Date 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

12/16/200
2 ldl - 2 3.745 0.29 2 ldl - 2 

2/25/2003 ldl - 2 4.400 0.14 2 ldl - 2 
5/14/2003 ldl - 2 8.550 0.92 2 ldl - 2 
6/25/2003 ldl - 2 5.150 0.07 2 ldl - 2 
11/7/2003 ldl - 2 ldl - 2 ldl - 2 
1/19/2004 ldl - 2 ldl - 2 ldl - 2 
3/19/2004 ldl - 2 ldl - 2 ldl - 2 
5/12/2004 ldl - 3 6.030 4.41 3 ldl - 5 
12/3/2004 - - - 0.815 1.15 2 ldl - 2 
1/18/2005 - - - ldl - 2 ldl - 2 
3/16/2005 ldl - 2 ldl - 2 ldl - 2 
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Table K-5. Measured anion concentrations at lake L9312P.  ldl= lower than detection level.  Lab 
detection level for nitrite and nitrate= 0.625 ppm, phosphate= 2.5 ppm.  Standard deviations are 
given where multiple concentration readings were available. 

Nitrite - (NO2
- ) ppm Nitrate - (NO3

- ) ppm Phosphate - (PO4
3- ) ppm 

Date 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

3/23/2004 ldl - 1 5.565 7.87 2 ldl - 1 
5/13/2004 - - - - - - ldl - 2 
12/5/2004 - - - ldl - 1 ldl - 1 
1/16/2005 - - - ldl - - ldl - - 
2/23/2005 ldl - 5 ldl - 5 ldl - 5 
3/14/2005 ldl - 2 ldl - 2 ldl - 2 
4/21/2005 ldl - 2 ldl - 2 ldl - 2 
5/21/2005 ldl - 2 ldl - 2 ldl - 2 
8/2/2005 ldl - 2 ldl - 2 ldl - 2 

 
 
Table K-6. Measured anion concentrations at lake L9817P. ldl= lower than detection level.  Lab 
detection level for nitrite and nitrate= 0.625 ppm, phosphate= 2.5 ppm.   Standard deviations are 
given where multiple concentration readings were available. 

Nitrite - (NO2
- ) ppm Nitrate - (NO3

- ) ppm Phosphate - (PO4
3- ) ppm 

Date 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

3/28/2004 ldl - 1 ldl - 1 ldl - 1 
4/28/2004 - - - - - - ldl - 3 
7/19/2004 ldl - 2 ldl - 2 ldl - 2 
12/6/2004 - - - - - - ldl - 2 
1/15/2005 - - - - - - ldl - 2 
2/22/2005 ldl - 2 ldl - 2 ldl - 2 
3/13/2005 ldl - 2 ldl - 2 ldl - 2 
4/1/2005 ldl - 2 ldl - 2 ldl - 2 
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APPENDIX L:  DISSOLVED AND TOTAL CARBON CONCENTRATIONS 

 
 
 
The following tables report the dissolved and total carbon concentrations as determined by from 
WERC laboratory analysis of water samples collected at study lakes. These samples were 
collected during the Phase 1 portion of the North Slope Lakes project. Most samples represent 
a collection point halfway between the bottom of ice and the lake bottom. Exceptions would 
include summer samples taken near shore during ice-free conditions. 
 
Table L-1. Measured dissolved and total carbon concentrations at lake K113C. 
Table L-2. Measured dissolved and total carbon concentrations at lake K203C. 
Table L-3. Measured dissolved and total carbon concentrations at lake K209P. 
Table L-4. Measured dissolved and total carbon concentrations at lake K214P. 
Table L-5. Measured dissolved and total carbon concentrations at lake L9312P. 
Table L-6. Measured dissolved and total carbon concentrations at lake L9817P. 
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Table L-1. Measured dissolved and total carbon concentrations at lake K113C.  Standard 
deviations are given where multiple concentration readings were available. 

Dissolved Organic Carbon 
(ppm) Total Organic Carbon (ppm) 

Date Sample ID 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples

2/26/2003 K113 22.00 0.71 2 22.05 0.78 2 
5/13/2003 K113 15.08 4.70 2 19.50 - 1 
1/20/2004 K113 7.01 2.88 4 - - - 
3/19/2004 K113 14.71 5.67 4 - - - 
5/14/2004 K113 16.32 2.93 6 - - - 
7/13/2004 K113 5.41 2.29 7 - - - 
12/8/2004 K113-(Raft) 12.41 - 1 12.41 - 1 
1/19/2005 K113 15.90 0.37 2 16.22 0.12 2 
3/16/2005 K113-(Raft) 27.85 - 1 28.84 - 1 
5/22/2005 K113 36.18 2.53 2 37.12 1.13 2 
8/5/2005 K113-(Shore) 4.80 - 1 7.80 - 1 

 
 
Table L-2. Measured dissolved and total carbon concentrations at lake K203C.  Standard 
deviations are given where multiple concentration readings were available. 

Dissolved Organic Carbon 
(ppm) Total Organic Carbon (ppm) 

Date Sample ID 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples

2/23/2003 K203 14.45 0.07 2 14.75 0.64 2 
5/13/2003 K203 21.50 - 1 26.20 - 1 
1/16/2004 K203 15.01 1.84 3 - - - 
5/12/2004 K203 15.43 8.12 3 - - - 

 
 
Table L-3. Measured dissolved and total carbon concentrations at lake K209P.  Standard 
deviations are given where multiple concentration readings were available. 

Dissolved Organic Carbon 
(ppm) Total Organic Carbon (ppm) 

Date Sample ID 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples

12/14/200
2 

K209 13.90 
- 1 

13.10 
- 1 

2/26/2003 K209 12.65 0.07 2 12.70 0.14 2 
5/15/2003 K209 20.45 2.90 2 24.45 2.90 2 
12/3/2004 K209 16.58 0.56 2 15.55 0.84 2 
1/19/2004 K209 5.92 0.03 3 - - - 
7/15/2004 K209 4.61 1.26 5 - - - 
1/19/2005 K209 25.66 0.28 2 25.88 0.14 2 
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Table L-4. Measured dissolved and total carbon concentrations at lake K214P.  Standard 
deviations are given where multiple concentration readings were available. 

Dissolved Organic Carbon 
(ppm) Total Organic Carbon (ppm) 

Date Sample ID 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples

12/16/200
2 

K214 9.20 
- 1 

8.90 
- 1 

2/25/2003 K214 11.75 0.64 2 11.80 0.42 2 
5/14/2003 K214 20.25 1.75 3 23.40 0.90 3 
1/19/2004 K214 9.30 3.58 4 - - - 
3/19/2004 K214 17.93 2.55 2 - - - 
5/12/2004 K214 21.24 7.22 6 - - - 
7/14/2004 K214 1.84 1.85 7 - - - 
12/3/2004 K214 12.38 0.06 2 12.59 0.29 2 
1/18/2005 K214 18.80 0.33 2 17.38 0.97 2 

 
  
Table L-5. Measured dissolved and total carbon concentrations at lake L9312P.  Standard 
deviations are given where multiple concentration readings were available. 

Dissolved Organic Carbon 
(ppm) 

Total Organic Carbon 
(ppm) 

Date Sample ID 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

3/23/2004 L9312 5.42 0.31 3       
5/13/2004 L9312 4.45 3.83 4       
7/17/2004 L9312 1.45 1.74 4       
8/17/2004 L9312 3.43 4.49 7 5.64 9.67 5 
12/5/2004 L9312 7.81 0.99 2 6.33 0.08 2 
1/16/2005 L9312 8.31 0.44 2 7.55 0.30 2 
2/23/2005 L9312 7.64 0.06 2 7.97 0.42 2 
3/14/2005 L9312 7.18 1.41 2 8.22 0.04 2 
4/21/2005 L9312 6.84 0.56 2 7.22 0.19 2 
5/21/2005 L9312 9.24 0.09 2 9.33 0.42 2 
8/5/2005 L9312 (Shore) 6.88 - 1 17.07 - 1 
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Table L-6. Measured dissolved and total carbon concentrations at lake L9817P.  Standard 
deviations are given where multiple concentration readings were available. 

Dissolved Organic Carbon 
(ppm) Total Organic Carbon (ppm) 

Date Sample ID 

Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples

3/28/2004 L9817 8.27 3.00 4 - - - 
4/28/2004 L9817 10.46 5.29 2 - - - 
7/19/2004 L9817 ldl - 8 - - - 
12/6/2004 L9817 9.52 0.04 2 9.70 0.26 2 
1/15/2005 L9817 10.77 0.55 2 11.88 0.18 2 
2/22/2005 9817 14.79 - 1 14.88 - 1 
3/13/2005 L9817 18.27 0.27 2 20.10 - 1 
4/1/2005 9817 20.91 - 1 21.51 - 1 
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 APPENDIX M:  METAL CONCENTRATIONS 

 
 
 
The following tables report the metal concentrations as determined by from WERC laboratory 
analysis of water samples collected at study lakes. These samples were collected during the 
Phase 1 portion of the North Slope Lakes project. Most samples represent a collection point 
halfway between the bottom of ice and the lake bottom. Exceptions would include summer 
samples taken near shore during ice-free conditions. 
 
Table M-1. Measured metal concentrations at lake K113C. 
Table M-2. Measured metal concentrations at lake K203C. 
Table M-3. Measured metal concentrations at lake K209P. 
Table M-4. Measured metal concentrations at lake K214P. 
Table M-5. Measured metal concentrations at lake L9312P. 
Table M-6. Measured metal concentrations at lake L9817P. 
 
 

219 
 



 

Table M-1. Measured metal concentrations at lake K113C.  Standard deviations are given 
where multiple concentration readings were available. 

Sodium - (Na ) ppm Calcium - (Ca) ppm Magnesium - (Mg) ppm 
Date 

Mean Std. Dev. Samples Mean 
Std. 
Dev. Samples Mean 

Std. 
Dev. Samples 

2/26/200
3 

17.30 
1.80 3 

81.97 
6.58 3 

27.47 
1.86 3 

6/1/2003 8.00 0.86 2 63.23 6.15 2 20.46 0.16 2 
5/13/200
3 

23.85 
1.10 3 

125.10 
7.42 3 

18.78 
0.46 3 

7/24/200
3 

8.00 
 - 1 

63.23 
-  1 

20.46 
-  1 

2/23/200
4 - -  - 

0.01 
-  1 - -  - 

3/19/200
4 - -  - 

0.07 
-  1 - -  - 

5/14/200
4 - -  - 185.05 0.02 2 19.05 0.04 2 
7/13/200
4 - -  - 22.79 1.64 4 - -  - 
12/8/200
4 10.78 0.74 2 49.80 0.51 2 4.79 0.46 2 
1/19/200
5 16.85 0.21 2 76.16 4.58 2 8.22 0.08 2 
3/16/200
5 32.93 0.69 2 150.36 1.75 2 14.06 0.28 2 
5/22/200
5 42.90 0.28 2 310.40 0.57 2 34.59 2.22 2 
8/5/2005 3.36  - 1 30.46   1 2.14 -  1 

 
 
Table M-2. Measured metal concentrations at lake K203C.  Standard deviations are given 
where multiple concentration readings were available. 

Sodium - (Na) ppm Calcium - (Ca) ppm Magnesium - (Mg) ppm 
Date 

Mean Std. Dev. Samples Mean 
Std. 
Dev. Samples Mean Std. Dev. Samples 

2/23/200
3 

10.55 
4.95 3 

67.20 
1.50 3 

9.45 
3.15 3 

5/13/200
3 

16.20 
 - 1 

128.30 
 - 1 

18.40 
-  1 

Jun-03 8.61 0.90 3 68.49 8.93 3 19.89 3.83 3 
8/5/2003 8.92  - 1 70.70 -   1 21.03 -  1  
5/12/200
4 -  - - 375.57 2.20 2 40.72 0.13 2 

 
 
Table M-3. Measured metal concentrations at lake K209P.  Standard deviations are given 
where multiple concentration readings were available. 

Sodium - (Na) ppm Calcium - (Ca) ppm Magnesium - (Mg) ppm 
Date 

Mean Std. Dev. Samples Mean 
Std. 
Dev. Samples Mean Std. Dev. Samples 
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12/14/200
2 

7.24 
 - 1 

66.99 
 - 1 

10.09 
-  1 

2/26/2003 7.15 0.05 3 67.00 1.90 3 10.22 1.77 3 

5/15/2003 21  - 1 
108.9
0  - 1 16.50 -  1 

Jun-03 7.96 1.32 3 62.70 10.03 3 18.50 3.07 3 
8/6/2003 7.96  - 1 62.70   1 18.50 -  1 
7/15/2004 - -  - 25.36 2.94 3 - -  - 
12/9/2004 9.48 0.25 2 71.04 1.81 2 8.37 0.14 2  

1/19/2005 18.38 0.32 2 
128.6
6 0.54 2 18.16 2.70 2 
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Table M-4. Measured metal concentrations at lake K214P.  Standard deviations are given 
where multiple concentration readings were available. 

Sodium - (Na) ppm Calcium - (Ca) ppm Magnesium - (Mg) ppm 
Date 

Mean 
Std. 
Dev. Samples Mean Std. Dev. Samples Mean 

Std. 
Dev. Samples 

12/16/200
2 10.68 4.82 3 67.17 1.49 3 9.44 3.13 3 
2/25/2003 11.00 3.10  3 55.50 3.10 3 7.00 0.70 3 

5/14/2003 18.60 3.80 3 
127.6
0 2.00 3 16.85 0.35 3 

6/25/2003 10.32 0.34 2 82.50 2.15 2 29.62 8.62 2 

5/12/2004 - -  - 
948.2
2 11.56 2 82.87 0.12 2 

7/14/2004 - -  - 31.97 3.36 3 -  - - 
12/3/2004 11.28 -  2 86.94 2.12 2 7.53 0.19 2 

1/18/2005 22.08 0.39 2 
153.8
0 1.58 2 19.41 8.03 2 

3/16/2005 91.48  - 1 
645.0
0  - 1 60.27  - 1 

 
 
Table M-5. Measured metal concentrations at lake L9312P.  Standard deviations are given 
where multiple concentration readings were available. 

Sodium - (Na) ppm Calcium - (Ca) ppm Magnesium - (Mg) ppm 
Date 

Mean 
Std. 
Dev. Samples Mean Std. Dev. Samples Mean 

Std. 
Dev. Samples 

5/13/2004 - -  - 13.84 0.31 2 4.84 0.14 2 
7/17/2004 - -  - 6.02 0.12 6 - -  - 
8/17/2004 -  - - 6.30 0.02 4 - -  - 
12/5/2004 3.50 0.49 2 7.76 0.47 2 3.27 0.19 2 
1/16/2005 4.84 0.16 2 9.88 0.88 2 4.00 0.42 2 
2/23/2005 6.15 0.64 2 11.45 0.23 2 4.91 0.04 2 
3/14/2005 6.85 0.01 2 12.29 0.20 2 5.33 0.02 2 
4/21/2005 7.62 0.14 2 12.95 0.07 2 5.79 0.12 2 
5/20/2005 6.66 0.34 2 17.21 0.13 2 6.43 0.01 2 
8/2/2005 2.32  - 1 13.50  - 1 2.25 -  1 

 
 
Table M-6. Measured metal concentrations at lake L9817P.  Standard deviations are given 
where multiple concentration readings were available. 

Sodium - (Na) ppm Calcium - (Ca) ppm Magnesium - (Mg) ppm 
Date 

Mean 
Std. 
Dev. Samples Mean Std. Dev. Samples Mean Std. Dev. Samples 

4/28/2004 -  - - 86.38 0.78 3 37.91 0.67 3 
7/19/2004 - -  - - -  - -  - - 
12/6/2004 14.75 0.71 2 37.82 0.42 2 12.75 0.16 2 
1/15/2005 23.00 0.42 2 56.72 2.21 2 19.86 0.18 2 
2/22/2005 38.10  - 1 87.88 -  1 35.06 -  1 
3/12/2005 47.06 -  1 110.9 -  1 42.67 -  1 
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Apr-05 63.69 1.48 2 
153.9
0 8.34 2 61.01 1.94 2 

 

223 
 



 

 
 

APPENDIX N:  KUPARUK DEADARM ISOTOPE AND WATER CHEMISTRY 

 
 
 
The following tables report the isotope and water chemistry at the Kuparuk Deadarm 
Reservoirs. Tundra ponds, river water and concurrent precipitation were sampled for stable 
isotope analysis at the Water and Environmental Research Center, University of Alaska 
Fairbanks.  The samples were sealed until laboratory analysis. 
 
Table N-1. Measured isotope and water chemistry. 
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Table N-1. Measured isotope and water chemistry. 
 
08/20/04 Conductivity Location H O 
Deadarm Kuparuk 116 cell#1 -142.51 -18.68 
Deadarm Kuparuk 116 cell#1 -141.82 -18.42 
Deadarm Kuparuk 116 cell#1 -142.47 -18.56 
Deadarm Kuparuk 102 cell#2 -144.06 -18.84 
Deadarm Kuparuk 102 cell#2 -144.82 -18.89 
Deadarm Kuparuk 102 cell#2 -145.04 -18.82 
Deadarm Kuparuk 106 cell#3 -142.55 -18.64 
Deadarm Kuparuk 106 cell#3 -142.46 -18.58 
Deadarm Kuparuk 106 cell#3 -143.48 -18.57 
Deadarm Kuparuk 97.8 cell#4 -148.66 -19.23 
Deadarm Kuparuk 97.8 cell#4 -149.40 -19.47 
Deadarm Kuparuk 97.8 cell#4 -149.19 -19.57 
Deadarm Kuparuk 88.5 cell#5 -150.53 -19.42 
Deadarm Kuparuk 88.5 cell#5 -149.81 -19.55 
Deadarm Kuparuk 88.5 cell#5 -150.11 -19.45 
Kuparuk river east 
channel 104 KUPRiver -139.55 -18.66 
 104 KUPRiver -138.96 -18.43 

pond near dead arm 253
pond near dead 
arm -100.80 -13.35 

 253  -101.26 -12.64 
  -97.75 -10.76 
  -98.64 -10.63 
  -96.96 -10.27 

pond near dead arm 333
pond near dead 
arm -86.37 -12.18 

 333  -93.70 -11.26 
  -93.22 -10.38 
   -92.51 -10.22 
   -92.14 -9.83 
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Abstract 

From 2004 through 2007, four partial field seasons focused on energy-related geology in the Port Moller, Chignik, 
Ugashik Lakes, and Puale Bay areas of the Bristol Bay region, Alaska Peninsula.  These new geologic  field data 
and laboratory analyses codify fundamental reservoir, source, seal capacity, and thermal maturity characteristics of 
basin targets, places the Miocene Bear Lake Formation reservoir data in a stratigraphic and sequence stratigraphic 
framework, and summarizes the petroleum system geology and  hydrocarbon potential of this frontier basin.  All 
data are public.  All data through the 2006 field season have been published in peer-reviewed Division of Geological 
& Geophysical Surveys (AKDGGS) reports www.dggs.dnr.state.ak.us/publications; www.dog.dnr.state.ak.us/oil.   

This compilation represents the  final report on the Bristol Bay-Alaska Peninsula.  A State Areawide Oil and Gas 
Lease Sale was held most recently on February 28, 2007.  Resource assessment is unavailable for the onshore area 
and beyond the scope of this report.   However, mean resource estimates for offshore federal waters of Bristol Bay 
basin are estimated as 230 million barrels of oil and natural gas liquids, and 6.8 TCF gas (U.S. Minerals 
Management Service report, Sherwood, 2000).  

On the southeast side of the Alaska Peninsula, oil seeps (1/2 barrel of oil/day; oil viscosity of API ~18) from the 
Jurassic age Shelikof Formation.  Kamishak Formation limestone (Triassic) yields total organic carbon to 2.4% 
(hydrogen and oxygen indices 598 to 474 and 21 to 22.  On the northwest side of the Alaska Peninsula the main 
reservoir play may be the 9,000 feet thick, Miocene age, Bear Lake Formation, which yields porosity and 
permeability from 1 to 35% and 0.001 to 1,000 millidarcies (outcrop and core: North Aleutian COST #1).  More 
than 20 wells have been drilled on the Alaska Peninsula; most reported oil and gas shows, but none has produced 
commercially.   

Twenty-six (26) outcrop samples from Alaska Peninsula formations: Bear Lake (11 samples), Stepovak (2 samples), 
Tolstoi (5 samples), Staniukovich (4 samples), and Kamishak (4 samples), were analyzed using mercury injection 
capillary pressure (MICP) as prospective hydrocarbon seals based on reservoir seal position within perspective 
petroleum play concepts.  The best quality seals (Sneider Seal Classification, Sneider, 1997) are Sneider Type A and 
occur in the Bear Lake, Kamishak and Tolstoi Formations.  The rock types largely consist of  claystone and 
limestone (Kamishak Limestone), but also include argillaceous siltstone and argillaceous sandstone. The porosity in 
the Type A seals ranges from 1.22 percent (Kamishak limestone) to 20.2 percent (Bear Lake argillaceous siltstone); 
but in all cases the rocks have a fine scale pore structure that supports high capillary pressures. 

New outcrop geochemical data for Mesozoic source rocks of the Alaska Peninsula are presented alongside similar 
pre-existing data from Tertiary units of the North Aleutian basin, facilitating direct comparison of key characteristics 
that determine the type and quantity of expelled petroleum.  Consisting of total organic carbon, Rock-Eval pyrolysis, 
kerogen petrography, and vitrinite reflectance data from samples of Triassic Kamishak and Jurassic Kialagvik 
Formation exposures at Puale Bay, the new data confirm previous descriptions of these source rock units as highly 
oil-prone.  More importantly, this new dataset establishes important distinctions between the two Mesozoic 
formations, and provides constraints on the stratigraphic variations and lithofacies associations of the quantity and 
type of organic matter within each unit.  Additionally, the Puale Bay vitrinite reflectance data is the first to confirm 
the section’s immature to early oil-window thermal maturity previously indicated only by pyrolysis data.   

The same geochemistry is here applied to Tertiary formations penetrated in the North Aleutian Shelf COST 1 well 
and a small population of outcrop coal samples.  These data provide details supporting the conclusion reached by 
previous workers that the Cenozoic backarc basin fill is dominated by terrestrially-sourced coaly kerogen, and is 
most prospective for natural gas.  Though certain facies may possess marginal capability to generate petroleum 
liquids, particularly carbonaceous mudstones within the Tolstoi Formation and some coals of the Bear Lake 
Formation, high matrix adsorption effects are likely to limit expulsion efficiency, minimizing the likelihood of 
significant Tertiary-sourced oil accumulations in the basin.  Given the geologic parameters bearing on the 
hydrocarbon potential of the on-shore Bristol Bay-Alaska Peninsula lands within the State Area Wide Lease Sale, 
gas resources, within Tertiary reservoirs are the most likely play type. 

All rock samples and reports collected and written for the Bristol Bay-Alaska Peninsula are archived, at the DGGS 
Geologic Materials Center, Eagle River, for future use. 
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Introduction 

Results summarized in the chapters contained in this volume are based on four partial field seasons (2004-2007) 
which focused on basin analyses, petroleum reservoir characterization and source rock potential of the Alaska 
Peninsula, from Port Moller, Cathedral River, and Pavlov Bay on the southwest to Puale Bay on the northeast 
(Figure 1).  All of these chapters have undergone outside peer review, and this entire volume is publicly available on 
the Alaska Division of Geological and Geophysical Surveys’ web site (http://www.dggs.dnr.state.ak.us).  The 
DGGS website has a searchable database with all project reports, including this report; all publications may be 
purchased as paper copies from DGGS.  

Alaska’s frontier Bristol Bay basin reopened for state leasing in 2005 after a two decade hiatus.  The new annual 
area-wide sale, encompassing some 5.8 million acres, contains only 11 wells drilled, all between 1959 and 1985.  
Only 35 exploration wells have been drilled on Alaska Peninsula (that number includes the off-shore NAS COST-1 
well (figure 2).  Alaska Peninsula drilling began in 1902 with the Costello-1 well (728 feet).  The last on-shore well 
was Bear Creek-1 (14,374 feet, 1959).  In 1982 the off-shore North Aleutian Stratigraphic COST-1 was completed 
to 17,155 feet, bottoming in Eocene age 
Tolstoi Formation (Sherwood and 
others, 2006).  Many Alaska Peninsula 
wells reported gas shows, and many 
were within the Miocene age Bear Lake 
Formation (Hite, 2004).  Oil or gas 
shows were also reported in the 
majority of Alaska Peninsula wells, 
however, no oil or gas was 
commercially produced, and since oil 
was the exploration target, drilling 
ended.  Sherwood and others (2006) 
estimate 5.473 TCF (trillion cubic feet) 
of natural gas reserves in the Bear Lake 
Formation-Stepovak Formation 
(Miocene-Oligocene) offshore gas play.  
Mean total resource estimates for 
offshore federal waters of the Bristol 
Bay basin are 230 million barrels of oil 
and natural gas liquids, and 6.8 TCF 
gas (Sherwood, 2006).  Resource 
assessment is unavailable for the 
onshore area and is not addressed in 
this report. 

Studies reported on here were focused on the northwestern Alaska Peninsula, which parallels the thick southeastern 
side of the asymmetric back-arc Bristol Bay basin (some authors refer to this as the north Aleutian basin).  Cenozoic 
basin fill thicknesses range from greater than 6,000 meters (greater than 19,000 feet) below state waters to zero in 
nearby uplifts (figure 1).  The Black Hills uplift 40 kilometers (25 miles) southwest of Port Moller, and the 
Staniukovich Peninsula area, 8 kilometers (5 miles) southwest of Port Moller indicate substantial local uplift.  Here 
exposed Mesozoic strata which are within the oil-window.  A complex subsidence and uplift history makes the 
Bristol Bay’s southern margin prospective for structural and stratigraphic plays in both Mesozoic and Tertiary 
hydrocarbon systems (Decker, this report). 

Mesozoic sources generate oil and gas seeps (1/2 barrel of oil/day; oil viscosity of API ~18) on the southeastern 
Alaska Peninsula in the Wide Bay and Oil Creek areas (Reifenstuhl and others, 2004; Finzel and others, 2005).  
Nearby, in Puale Bay, the Triassic age Kamishak Formation limestone yields total organic carbon to 5.3 percent 
with hydrogen and oxygen indices 598 to 474 and 21 to 22 respectively.  These Mesozoic rocks probably source a 
vigorous seep of thermogenic methane on a major surface anticline in the sale area (Port Moller hot spring, 
northeastern Staniukovich Peninsula; Decker and others, 2005).  Mesozoic sandstones are degraded by zeolites, but 
may constitute gas reservoirs, particularly where highly fractured.  Jurassic gas reservoirs may be sealed by Lower 
Cretaceous marine mudstones, which analyses indicate locally good seal capacity (Strauch and others, 2006; 
Loveland and others, 2007; Helmold and others, this report; Bolger and others, this report).   

Figure 1.  Location map of Alaska Peninsula, State Division of Oil and Gas 
Areawide Lease Sale, and general location of field stations and samples. 
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Depending on maturity, Upper Cretaceous to Tertiary coals and carbonaceous mudstones may be excellent sources 
for either thermogenic or biogenic gas (Clough, this report).  RockEval and kerogen analyses suggest that Paleogene 
coals and shales may generate some light oil or condensate, and isotopic- and gas-wetness data support a liquids-
associated thermogenic origin for some Tertiary gas shows (Decker, this report).  Several Tertiary sandstones would 
be fair to excellent oil or gas reservoirs, particularly the Miocene Bear Lake Formation and equivalents (Helmold 
and others, this report).  Mudstones 
interbedded with reservoir sands locally 
indicate good seal capacity (Bolger and 
others, this report).  The Tertiary system 
of Cook Inlet is partially analogous to the 
Alaska Peninsula and southern Bristol 
Bay. 

Information in this report is particularly 
relevant to hydrocarbon-resources and 
exploration models within the state 
Division of Oil and Gas’ yearly Alaska 
Peninsula area-wide lease sale; more 
information about the area-wide lease sale 
is available on the Division of Oil and 
Gas (DOG) website 
(http://www.dog.dnr.state.ak.us).  This 
site also contains a variety of Bristol Bay 
and Alaska Peninsula information 
including: geology, well locations and 
details, cross sections, area-wide lease 
sale maps, and public seismic data.  

Previous work 

The earliest U.S. Geological Survey published references regarding the northern Alaska Peninsula are by Martin 
(1921), who summarized petroleum in Alaska, and Capps (1923), who addressed the northeastern Alaska 
Peninsula’s mineral resources.  Martin (1926), reviewed the Mesozoic stratigraphy across Alaska, and Smith (1926), 
summarizing the geology and oil development of the Cold Bay (Puale Bay) district.  An internal oil company report 
(Hanna and others, 1937) reviews petroleum geology aspects of the Bear Creek anticline, southwest of Puale Bay.   

Burk (1965) created a comprehensive Geological Society of America Memoir with a wealth of information and 
maps summarizing the geology, structure, and stratigraphy of the Alaska Peninsula.  Wisehart (1971) studied the 
paleoenvironment of the upper and middle Miocene age Bear Lake Formation, followed by Lyle and others (1979) 
who provided the most detailed information on the petroleum-reservoir and source-rock potential of Alaska 
Peninsula area Tertiary and associated Mesozoic rocks.  Lower and Middle Jurassic stratigraphic details in the Puale 
Bay area were defined by Imlay and Detterman (1977).  

Wilson and others (1985) recognized the pronounced structural and thermal differences across the Bruin Bay fault, 
which runs along the center of the northern Peninsula terrane (Silberling and others, 1985).  Wilson and others 
(1985) defined the exposures on the west side of the Alaska Peninsula as the Iliamna subterrane, rocks structurally 
complex and overmature in terms of oil and gas potential.  In contrast, rocks of the Chignik subterrane lie east of the 
Bruin Bay fault and are only weakly to moderately folded and are well within the thermal range of oil and gas 
generation (for example, Puale Bay).  Supporting geologic data was geochronology and whole-rock geochemistry 
(Wilson and others, 1981), mapping (Wilson and others, 1995; Detterman and others, 1987), potassium-argon ages 
(Wilson and others, 1994), and megafossils (Detterman and others, 1981.  Detailed stratigraphic framework of the 
Alaska Peninsula by Detterman and others (1996) constrained the geologic and depositional history of the Alaska 
Peninsula.  Geologic mapping and regional geology culminated in digital data for geologic framework of the Alaska 
Peninsula at 1:500,000 scale (Wilson and others, 1999) and the integrated geologic bedrock map of the Alaska 
Peninsula Wilson and others, 2006).  An oil and gas assessment Molenaar (1995) was part of a national assessment. 

Kirschner (1988) compiled the oil and gas basins of Alaska including seismic cross sections; two of which are the 
North Aleutian and St. George basins.  Regional tectonic history of the Bering Sea and Tertiary basins of the 

Figure 2.  Alaska Peninsula, generalized basin thickness, and wells.
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Bearing shelf was treated in significant detail by Worrall (1991) in a Geological Society of America Special Paper.  
The tectonic evolution of the Bristol Bay, in particular, was interpreted by Walker and others (2003).   

The North Aleutian Shelf Co-
Owned Stratigraphic Test well 
#1 (NAS COST#1) was 
completed to 17,155 feet (3,833 
meters) in 1983, and Turner and 
others (1988) compiled a 
geological and operational 
summary.  Later, Sherwood and 
others (2006) an extensive data 
report including all the down-
hole sampling and tests. 

The Bristol Bay Native 
Corporation summarized the 
salient points of exploration 
history. stratigraphy, petroleum 
geology, oil and gas potential, 
and land ownership (Hite, 
2004), and Helmold and 
Brizzolara (2005) addressed 
reservoir quality of Tertiary 
sandstones. 

The Alaska Division of 
Geological and Geophysical 
Surveys, along with the Alaska 
Division of Oil and Gas began 
field studies in 2004 in the 
Puale Bay and Wide Bay 
regions (Reifenstuhl and others, 
2004; Reifenstuhl and others, 
2005).  This group has 
published numerous reports, 
including: sedimentology, 
stratigraphy, and hydrocarbon 
reservoir-source rock potential 
of Tertiary and Mesozoic strata 
(figure 3) from outcrop and 
subsurface samples (Finzel and 
others, 2005).  Finzel and others 
(2005) also provided a detailed 
interpretation of the Bear Lake 
Formation based on several 
measured sections, Mickey and 
others (2005) provided a 
Biostratigraphy study of the 
northwestern Alaska Peninsula 
and Bristol Bay based on 11 
wells, which included the NAS 

Figure 3.  Generalized 
stratigraphy of the Alaska 
Peninsula (modified from 
Hite, 2004) 
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 COST #1 well, Blodgett and Clautice (2005) gave an historic account of the oil and gas seeps of the northern 
Alaska Peninsula, Decker and others (2006) present a wide ranging report, covering details of eight measured 
sections of the Bear Lake, Stepovak, and Tolstoi formations, the character of the Miocene-Pliocene unconformity, 
out crop structure of the Naknek Formation in the Black Hills uplift, and the Bear Lake Formation in Herendeen 
Bay, organic geochemistry and coal evaluation, isotope geochemistry of thermogenic gas seep in Herendeen Bay, 
and geochemistry disproving the existence of the historically-reported oil seeps in the greater Dillingham area,  
Strauch and others, (2006) and Loveland and others (2007), reported reservoir- and seal-quality analyses from 
outcrop samples based on porosity and permeability and mercury injection capillary pressure data, which indicated 
good reservoirs within the Bear Lake Formation and good seals locally in Tertiary and Cretaceous rocks, Gillis and 
others (2007) discussed the petroleum system in the Port Moller area, Sralla (2007) presents the hydrocarbon 
potential in the Herendeen Bay region, Sralla and Blodgett (2007) address the reservoir potential of the Triassic 
Kamishak Formation in Puale Bay area, Blodgett and Sralla (2008) review and interpret the Permian/Triassic 
unconformity and hydrocarbon potential in the Puale Bay region, Blodgett and others (2008) report and interpret a 
suite of Jurassic through Pliocene megafossils, and Finzel and others (in press) detail their observations, 
interpretations and implications of the stratigraphic framework, depositional environment and reservoir 
characteristics of the Bear Lake Formation in a frontier, gas-prone basin. 
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Executive Summary 

This four-year Bristol Bay-Alaska Peninsula program was a geologic research effort funded jointly by the U.S. 
Department of Energy through the Alaska Energy Technology Development Laboratory (University of Alaska 
Fairbanks), and by the Alaska Division of Geological & Geophysical Surveys (AKDGGS), the Alaska Division of 
Oil and Gas (AKDOG), and the Bristol Bay Native Corporation.  AKDGGS was the lead agency for all field work 
and data compilation with important collaboration with AKDOG.  This final report presents a summary of the 
fundamental reservoir characteristics of potential basin targets, and evaluates the Tertiary and Mesozoic petroleum 
systems that partly control the hydrocarbon potential of this frontier basin.  Participating geologists were from: 
AKDGGS, AKDOG, University of Alaska Fairbanks, Purdue University, Bristol Bay Native Corporation 
(consultant), U.S. Geological Survey, energy companies, and consulting firms.  All data through the 2006 field 
season have been published in peer-reviewed Division of Geological & Geophysical Surveys (AKDGGS) reports 
www.dggs.dnr.state.ak.us/publications; www.dog.dnr.state.ak.us/oil.  All rock and data is archived at the AKDGGS 
Geologic Materials Center, Eagle River, Alaska.   

Regionally, rocks of the Alaska Peninsula are part of the tectonic assemblage known as the Peninsular terrane.  This 
investigation addressed a 510 km (320 mile) long portion of the Alaska Peninsula.  More than 20 wells have been 
drilled on the Alaska Peninsula; most reported oil and gas shows, but none has produced commercially.  Publicly 
available subsurface seismic and well-log data has been integrated to develop a projection of the regional subsurface 
nature and extent of the principle target reservoirs.  Regional geophysics, including magnetics and gravity have been 
incorporated into the basin analysis.   

Prospective reservoir lithologies have been quantified using petrophysics (about 300 porosity and permeability 
samples) and indicate viable reservoirs, particularly in the Miocene age Bear Lake Formation.  Based on detailed 
point-count analyses, conventional core analyses, and SEM examination of samples from three exploratory wells 
(Arco North Aleutian COST #1, Amoco Becharof State #1, and General Petroleum Great Basins #1), sandstones 
with favorable reservoir properties are present in the Milky River, Bear Lake and Stepovak formations and may 
yield economically viable petroleum reservoirs. Sandstones in older, more deeply buried strata are likely to be of 
lower reservoir quality.  

Reservoir prospectivity is supported and documented by petrographic analysis, microprobe analyses, facies analysis, 
and stratigraphic section measurements.  Defining stratigraphy through facies analysis, depositional environment 
interpretation, and net sand assessment is based on measured outcrop exposures in the Bear Lake Formation.  
Measured sections (1,800 feet) of Bear Lake include greater than 11 meters (33 feet) of coal, and sand/shale ratio of 
50/1 (Upper Cretaceous Chignik Formation rocks include locally thick, laterally discontinuous coal also).  The top 
of the Bear Lake Formation is locally defined by an angular unconformity.  Rare exposures define this contact 
between the steeply dipping and locally tightly folded Bear Lake Formation and the gently dipping Milky River 
Formation.  Publicly available seismic data suggest that this unconformity may be a regional feature, but that its 
characteristics change offshore, particularly in the North Aleutian Shelf COST #1 well area.  There, it appears to be 
both an unconformity and a downlap surface, with clinoforms of the Milky River Formation prograding northward 
over the Bear Lake Formation. 

Reservoir seal capacity was evaluated through mercury injection capillary pressure (MICP), using 26 outcrop 
samples: Bear Lake (11), Stepovak (2), Tolstoi (5), Staniukovich (4), and Kamishak (4).  Samples are prospective 
hydrocarbon seals based on reservoir seal position within perspective petroleum play concepts.  The best quality 
seals are Sneider (1997) Type A and occur in the Bear Lake, Kamishak and Tolstoi Formations. Overall, the Type A 
seals represent approximately 40 percent of the samples collected (11 out of 26) and largely consist of rock visually 
characterized as claystone and limestone (Kamishak Limestone), but also include a few of the argillaceous siltstone 
and argillaceous sandstone samples.  The porosity in the Type A seals ranges from 1.22 percent (Kamishak 
limestone) to 20.2 percent (Bear Lake argillaceous siltstone); but in all cases the rocks have a fine scale pore 
structure that supports high capillary pressures. 

Organic geochemistry of source rock material from wells and outcrop provides details of thermal maturity, source 
rock affinity, and whether the source material is gas- or oil-prone.  Tying the seismic to the several available wells 
further defines basin architecture and delineates potential hydrocarbon play types.  Offshore federal water resource 
estimates are 230 million barrels of oil and natural gas liquids, and 6.8 TCF gas (mean values: U.S. Minerals 
Management Service report, Sherwood, 2000). 
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An oil seep (1/2 barrel of oil per day with an oil viscosity of API ~18) near Oil Creek, southwest of Puale Bay flows 
from a vegetated area that is within 200 meters (600 feet) Jurassic age  Shelikof Formation outcrops.  Gas associated 
with the Oil Creek oil seep is 91% methane, 7% nitrogen, and 2% carbon dioxide.   

The Kamishak Formation is considered in some models as a hydrocarbon play.  The Triassic age, shallow-water 
Kamishak Formation crops out in Puale Bay northeast of the Oil Creek oil seep.  The mean TOC for all Kamishak 
Formation samples is 1.52% with a high of 5.28%; 18 of 31 samples were greater than 1.0% indicating that many 
lithofacies are potential sources but only 10 samples had >2% TOC indicating very good source potential.  Tmax 
values average 434°C for Kamishak samples indicating that it is near the boundary of immature and mature source 
rocks.  This is supported by the relatively low PI values averaging 0.09.   HI values range from 8 to 785 (mean 380) 
and OI values range from 8 to 806 (mean of 108).  On a van Krevelen diagram, Kamishak Formation samples range 
from Type 1 (very oil prone) to Type III (gas prone), averaging as Type II (oil prone) kerogen.  Paleobiogeographic 
affinities of faunal elements suggest that the Kamishak Formation was part of the Peninsular terrane and was 
situated in a tropical to subtropical setting during Late Triassic time.   Structural evidence indicates active tectonism 
during Kamishak Formation deposition.  The Kamishak Formation has close faunal ties with the Chulitna, 
Alexander, and Farewell terranes of southern Alaska, but apparently was separated at a significant distance from the 
Wrangellia terrane, which likewise was also situated at a warm, low-latitude position during Late Triassic time.  
South of the Puale Bay-area Kamishak Formation outcrops, one Jurassic age Naknek Formation sample yields a 
maximum of 2.2% TOC, and locally, at Dear Mountain, the basal Chisik Conglomerate Member of the Naknek 
Formation includes tens of meters of oil-charged (dead or decomposed) delta-front sandstone.  Whereas TOC and 
Rock-Eval pyrolysis data indicate that some facies in the Kamishak Formation are potential source rocks that are 
immature to barely mature, very few facies contain the requisite porosity to serve as potential reservoir rocks.  Some 
rudstone beds within the nodular limestone and conglomerate unit do contain macroscopic secondary porosity, 
overall the reservoir potential of the Kamishak Formation is poor. 

The main reservoir play beneath the Bristol Bay coastal plain, State Area Wide Lease Sale, and State waters is 
considered to be the 9,000 feet thick, Miocene age, Bear Lake Formation.  In this area, the Bear Lake Formation 
play is considered to have the most favorable reservoir prospectivity.  Bear Lake Formation petrophysics yield 
porosity and permeability from 1 to 35% and 0.001 to 1,000 millidarcies based on samples from both outcrop and 
the North Aleutian COST #1 core.  The COST well was drilled to 17,155 feet, all in Tertiary age rock.  Bottom-hole 
rocks were Early to Middle Eocene age Tolstoi Formation sandstone, siltstone with coal. 

Petroleum system evaluation is a critical component of any hydrocarbon exploration program, and analyses based on 
new outcrop geochemical data for Mesozoic source rocks of the Alaska Peninsula are here compared to similar pre-
existing data from Tertiary units of the North Aleutian basin, facilitating direct comparison of key characteristics 
that determine the type and quantity of expelled petroleum.  New data including total organic carbon, Rock-Eval 
pyrolysis, kerogen petrography, and vitrinite reflectance data from Triassic Kamishak Formation and Jurassic 
Kialagvik Formation exposures at Puale Bay, confirm previous descriptions of these source rock units as highly oil-
prone.  More importantly, these new data establish distinctions between the two Mesozoic formations, and provide 
constraints on the stratigraphic variations and lithofacies associations of the quantity and type of organic matter 
within each unit.  Additionally, the Puale Bay vitrinite reflectance data is the first to confirm the section’s immature 
to early oil-window thermal maturity previously indicated only by pyrolysis data.   

Detailed geochemistry is here applied to Tertiary formations penetrated in the North Aleutian Shelf COST #1 well 
and a small population of our outcrop coal samples.  These data suggest that the Cenozoic backarc basin fill is 
dominated by terrestrially-sourced coaly kerogen, and is most prospective for natural gas.  Though certain facies 
may possess marginal capability to generate petroleum liquids, particularly carbonaceous mudstones within the 
Tolstoi Formation and some coals of the Bear Lake Formation, high matrix adsorption effects are likely to limit 
expulsion efficiency, minimizing the likelihood of significant Tertiary-sourced oil accumulations in the basin. 

Apatite fission tract analyses of North Aleutian Shelf COST #1 well samples yield burial and uplift history for the 
Bristol Bay basin area.  Equilibrium bottom-hole temperatures, and lithologic thermal conductivities indicate a 

present-day day heat flow of 56 mW/m2, or a mean geothermal gradient of 31 °C/km. Vitrinite and apatite fission-
track data are consistent with a simple Tertiary burial history and a paleo-heat flow similar to current values.  Drill 
hole stratigraphy has not experienced higher burial temperatures in the past. Data also indicate minimal erosion has 
occurred in the penetrated section and that the present-day temperatures have only recently been achieved.  
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Experimental 

The first phase, in 2004, was 11 days (May 24 to June 4) of helicopter-supported fieldwork in the Puale Bay and 
Wide Bay areas, northeast Alaska Peninsula (Reifenstuhl and others, 2004).  Our primary goal for this field 
investigation was to sample and better understand the source rock potential and stratigraphy of the Mesozoic age 
(Jurassic and Triassic) section, and sample oil seeps in the Oil Creek area.  Base camp facilities were at Grizzly 
Skins Lodge near the Kajulik River and Becharof Lake.    

The second phase, in 2004, was 11 days (August 23 to September 2) of helicopter-supported fieldwork in the Port 
Moller, Herendeen Bay, and Bear Lake areas, focusing on reservoir and source potential in the Tertiary section.  Of 
particular interest was the Miocene Bear Lake Formation, its age, depositional setting, provenance, and reservoir 
potential (Reifenstuhl and others, 2005; Finzel and others, 2005 and Finzel and others, in press).   The Pliocene age 
Milky River Formation was surveyed for age, depositional environments and possible reservoir characteristics.  
Base camp facilities were at Bear Lake Lodge on Bear Lake. 

In 2005, from August 1 to August 18 the field program sampled reported ‘oil seeps’ east and south of Dillingham for 
two days (all analytical returns were positive for iron bacteria and negative for any petroleum).  One day in Puale 
Bay, involved re-sampling the Kamishak and Kialagvik formations for source rock analyses.  Finally, 15 days were 
focused in the Port Moller area, based at Bear Lake Lodge, collecting information addressing mainly the Tertiary 
stratigraphic section (Decker and others, 2005; Finzel and others, 2005; Finzel and others, in press), and selected 
outcrops on the southeast side of the Alaska Peninsula.   

In 2006, helicopter-supported field operations were based at Bear Lake Lodge, east of Port Moller from July 31 
trough August 14 by geologists Rocky Reifenstuhl, Robert Gillis, Andrea Strauch, and petroleum geologist Paul 
Decker.  This 2006 effort focused on source rock, reservoir quality, seal capacity (Strauch and others, 2006), and 
recording the structural architecture of onshore Mesozoic and Tertiary petroleum systems near Port Moller (Decker 
and others, this report).  Assessing coal quality in the Tertiary section and the Late Cretaceous Coal Valley Member 
of the Chignik Formation was also an objective in the Port Moller region and in the Chignik area (Clough and 
others, in preparation). 

In 2007, field operations were based in King Salmon from August 6 to 15.  Objectives included gaining structural 
data bearing on Bristol Bay basin-edge structures from the Ugashik Lakes in the south, to the Bruin Bay fault as it 
cuts through Katmai National Monument, on the north (Gillis and others, this report).  Ugashik Lake area kinematic 
indicators bear on the subsurface ‘Ugashik sub-basin’ (Decker and others, this report).  A second objective was 
systematically measuring the Kamishak Formation for lithologic details, paleoenvironmental interpretation, 
petrographic analyses (Whalen and Beatty, this report), source rock (Decker, this report), seal and reservoir 
characteristics (Bolger and others, this report), and paleontology (Blodgett, this report).  Finally, the Middle Jurassic 
Kialagvik Formation was sampled in some detail for source rock (Decker and others, this report).  Both the 
Kamishak and Kialagvik formations crop-out and were sampled in Puale Bay. 

During the four field seasons listed above, more than 500 outcrop field stations and samples were collected.  These 
rock samples have been archived at the State of Alaska DNR, Geologic Materials Center, Eagle River, Alaska.   
Field data are from the Mesozoic and Tertiary stratigraphic section (figure 3).  Mesozoic samples from the northeast 
side of the Alaska Peninsula are from the Kamishak Formation (Triassic), Talkeetna Formation (Lower Jurassic), 
Kialagvik Formation (Middle Jurassic), Shelikof Formation (Middle Jurassic), and Naknek Formation (Upper 
Jurassic).  Mesozoic age samples from the greater Port Moller area are from the Herendeen Limestone (Lower 
Cretaceous) and the Coal Valley Member (Upper Cretaceous) of the Chignik Formation.  Several Upper Jurassic age 
Naknek Formation localities were collected southwest of Port Moller from the David River uplift, near the Cathedral 
River 1 well site.  Tertiary-age outcrops in the greater Port Moller area include the Tolstoi Formation (Eocene), 
Stepovak Formation (Oligocene), Bear Lake Formation (Miocene), and Milky River Formation (Pliocene).   

Regional Geologic Setting 

The Bristol Bay basin is a northeast-trending, sediment-filled structural depression that lies beneath the northwestern 
lowlands of the Alaska Peninsula and the Bering Sea shelf.  The basin (sometimes referred to as the North Aleutian 
basin) is asymmetric, with at least 6,000 m (19,700 ft) of Cenozoic strata near the southeastern margin; these strata 
thin to the northwest (Sherwood and others, 2006; Decker and others, this report, Kirschner, 1988; Walker and 
others, 2003; Finzel and others, 2005).  Three major phases of Cenozoic subsidence have been documented: (1) 
fault-controlled subsidence due to Paleocene and Eocene (Tolstoi Formation) extensional and strike-slip faulting; (2) 
late Eocene to middle Miocene (Stepovak and Bear Lake formations) flexural subsidence caused by crustal loading 
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due to emplacement of a volcanic arc; and (3) late Miocene to Holocene (upper Bear Lake and Milky River 
formations) asymmetric subsidence from depositional loading along the basin’s southeastern margin 
contemporaneous with sediment influx from the Alaska Peninsula (Worrall, 1991; Walker and others, 2003; Finzel 
and others, 2005; Finzel and others, in press).   

The Cenozoic stratigraphy of the Alaska Peninsula consists mainly of sedimentary strata with a smaller, and variable 
amount of intercalated volcaniclastic and primary volcanic strata.  Formations include a range of marine and 
nonmarine depositional environments (Detterman and others, 1996; Finzel and others, 2005; Finzel and others, in 
press).  The Paleocene to Eocene Tolstoi Formation is 659 m (2,160 ft) thick and onlaps the underlying Mesozoic 
sedimentary and plutonic rocks.  This formation consists mainly of fluvial floodplain and shallow marine deltaic 
sedimentary strata.  The Stepovak Formation consists of about 2,000 m (6,560 ft) of Upper Eocene to Oligocene 
volcaniclastic deep–water turbidites and shallow marine sandstone that intertongue with primary volcanic strata 
along the southwestern side of the peninsula.  Exposures of the Upper Oligocene to earliest middle Miocene Unga 
Formation are limited to Unga Island on the Pacific side of the peninsula; this unit consists predominately of coarse-
grained terrestrial strata.  The Bear Lake Formation consists of up to 2,360 m (7,740 ft) of sedimentary strata that 
locally overlie the Stepovak and Tolstoi Formations.  The character of this lower contact is typically a 
disconformity, or sometimes an angular unconformity.  The upper contact of the Bear Lake Formation is 
characterized onshore by a complex series of angular unconformities between the locally steeply dipping and tightly 
folded Bear Lake Formation and the overlying gently dipping Milky River Formation (Finzel and others, 2005; 
Finzel and others, in press).  Publicly available seismic data suggest that this unconformity may be a regional 
feature, but that its characteristics change offshore (Decker and others, 2005).  There, gently dipping reflectors of the 
Bear Lake Formation are truncated by an interpreted erosional surface onto which strong reflectors representing 
clinoforms in the Milky River Formation prograde toward the northwest (Decker and others, 2005).   This 
unconformity may be related to emplacement of upper Miocene plutons in the Aleutian volcanic arc (Wilson and 
others, 1999).  The Milky River Formation is 465 m (1525 ft) thick at its type section in the Sandy River 1 well 
(Detterman and others, 1996).  Both in outcrop and in the subsurface, the Milky River Formation is a complex 
mixture of primary volcanic and volcaniclastic rock types (Detterman and others, 1996; Helmold and Brizzolara, 
2005). 
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Results and discussion 

 

Mesozoic and Cenozoic Source Rock Characteristics, Puale Bay Outcrops and North Aleutian COST 1 Well 
P.L. Decker 

Abstract 

New outcrop geochemical data for Mesozoic source rocks of the Alaska Peninsula are presented alongside similar 
pre-existing data from Tertiary units of the North Aleutian basin, facilitating direct comparison of key characteristics 
that determine the type and quantity of expelled petroleum.  Consisting of total organic carbon, Rock-Eval pyrolysis, 
kerogen petrography, and vitrinite reflectance data from samples of Triassic Kamishak and Jurassic Kialagvik 
Formation exposures at Puale Bay, the new data confirm previous descriptions of these source rock units as highly 
oil-prone.  More importantly, this dataset establishes important distinctions between the two Mesozoic formations, 
and provides constraints on the stratigraphic variations and lithofacies associations of the quantity and type of 
organic matter within each unit.  Additionally, the Puale Bay vitrinite reflectance data is the first to confirm the 
section’s immature to early oil-window thermal maturity previously indicated only by pyrolysis data.  The same 
approach applied to Tertiary formations penetrated in the North Aleutian Shelf COST 1 well and a small population 
of outcrop coal samples provides details supporting the conclusion reached by previous workers that the Cenozoic 
backarc basin fill is dominated by terrestrially-sourced coaly kerogen, and is most prospective for natural gas.  
Though certain facies may possess marginal capability to generate petroleum liquids, particularly carbonaceous 
mudstones within the Tolstoi Formation and some coals of the Bear Lake Formation, high matrix adsorption effects 
are likely to limit expulsion efficiency, minimizing the likelihood of significant Tertiary-sourced oil accumulations 
in the basin. 

Introduction 

The Alaska Peninsula hosts potential petroleum systems of both Mesozoic and Cenozoic age (Finzel and others, 
2005; Sherwood and others, 2006; Decker and others, 2006; Reifenstuhl and others, 2007), but commercial 
production has not yet been achieved from either one.  A significant difference between these two petroleum 
systems is that source rocks of the Mesozoic system contain dominantly oil-prone marine organic matter (Wang, 
1988; Magoon and Anders, 1992), whereas those of the Cenozoic system are dominated by gas-prone terrestrial 
kerogens (Dow, 1983; Flett, 1988; Sherwood and others, 2006).   

Surface petroleum seeps on the southeastern side of the northern Alaska Peninsula leave no doubt that the Mesozoic 
petroleum system contains effective oil and gas source rocks.  At least fourteen historically active seeps of oil and/or 
flammable gas near Wide Bay, Becharof Lake, and Puale Bay have been catalogued by Blodgett and Clautice (2005) 
as emanating from Jurassic rocks of the Chignik subterrane, the southeastern block of the Alaska Peninsula terrane 
(fig. 1; Wilson and others, 1985; 1999).  Biomarker and isotopic evidence link these seeping hydrocarbons to the 
underlying Upper Triassic Kamishak and Middle Jurassic Kialagvik formations (fig. 2; Magoon and Anders, 1992).  
In contrast, the Quaternary-covered northwestern side of the northern Alaska Peninsula (Bristol Bay Lowlands area) 
is devoid of active hydrocarbon seeps.  There, in the northeast portion of the North Aleutian basin, the three wells 
that penetrate the full Cenozoic sedimentary and volcanic section of the Ugashik sub-basin (Decker and others, 2008 
this volume), are interpreted to pass directly into Mesozoic igneous and metamorphic basement of the Iliamna 
subterrane of the Alaska Peninsula terrane (Wilson and others, 1985; 1999), without encountering source-prone 
Mesozoic sedimentary rocks (fig. 1).   

On the southern Alaska Peninsula, Chignik subterrane units are uplifted and exposed along the southern margin of 
the main North Aleutian/Bristol Bay basin southwest of Port Moller.  Thermogenic natural gas seeps vigorously 
from fractured Cretaceous Herendeen Formation at Port Moller hot spring, apparently derived from underlying 
Mesozoic sources (Decker and others, 2005).  Minor oil shows occur in Tertiary strata in several wells within and 
along this edge of the North Aleutian basin, but Sherwood and others (2006) consider it unlikely that oil-prone 
Chignik subterrane source rock units underlie substantial areas of the basin offshore, and view the coaly nonmarine 
to shallow marine Tertiary section there as primarily prospective for natural gas. 

This report presents recently obtained total organic carbon, Rock-Eval pyrolysis, organic petrography, and vitrinite 
reflectance (Ro) thermal maturity data from outcrops of the Triassic Kamishak and Jurassic Kialagvik formations at 
Puale Bay (figs. 3- 5).  These data are used to describe their petroleum source rock characteristics and to draw 
contrasts between them and the Tertiary formations of the North Aleutian/Bristol Bay basin, mainly as documented 
from similar data types in the North Aleutian Shelf COST #1 well (fig. 1; Dow, 1983; Turner and others, 1988; 
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Sherwood and others, 2006).  This study is neither a comprehensive overview of regional source rock geochemistry 
nor an exhaustive compilation or treatment of all the relevant data available from a variety of sources.  It is intended 
to present new outcrop data in context with existing data, and to provide insight into the fundamental differences in 
the Mesozoic and Cenozoic petroleum systems noted above.   

Source rock evaluation approach 

The data considered here address the fundamental parameters required to describe a rock’s potential and 
effectiveness as a petroleum source: (1) the quantity or richness of organic matter, (2) the quality or type of organic 
matter, and (3) the thermal maturity or extent of heating (Peters and Cassa, 1994).  The following overview 
introduces many of the terms and concepts used in source rock characterization.  Key references for further reading 
on analytical procedures, applications, and pitfalls of these techniques include Espitalie and others (1977, 1985), 
Dow (1977), Tissot and Welte (1984), Peters (1986), Langford and Blanc-Valleron (1990), and Peters and Cassa 
(1994). 

 

 

 

 

 

Figure 1.  Location map of the Alaska Peninsula showing generalized geologic units, tectonic elements, and localities 
referred to in text.  Abbreviations as follows: PB = Puale Bay, WB = Wide Bay, BL = Becharof Lake, Usb = Ugashik 
sub-basin, PMhs = Port Moller hot spring (gas seep), Cs =Chignik sub-terrane (in places covered by Cenozoic overlap 
succession), Is = Iliamna sub-terrane, BBF = Bruin Bay fault, ULFS = Ugashik Lakes fault system, DRZ = David 
River zone.  Geologic age units after Beikman (1980); basin isopachs from Kirschner (1988). 
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The quantity of organic matter in a source rock is 
expressed simply as total organic carbon (TOC), the 
kerogen content as a percentage of the total sample 
weight.  TOC varies from approximately 0.5% in lean 
source rocks to more than 50% in true coals (e.g., Peters 
and Cassa, 1994).  Many good to excellent source shales 
fall in the 1-5% range, and carbonaceous shales, 
siltstones, and other coaly lithologies span the range of 
TOC up to 50%.  Modern geochemical laboratories 
quantify TOC using standardized combustion equipment 
and techniques. 

It is essential to understand the types of kerogen that 
constitute the organic content because some kerogens are 
rich enough in hydrogen that they can generate both oil 
and gas (Types I , II, and II-III mixtures), whereas others 
contain limited hydrogen and are capable of generating 
only gas (Type III), and others are essentially inert (Type 
IV).  Kerogen determinations can be accomplished 
visually using microscopy techniques, or via elemental 
analysis, with the resultant H/C and O/C atomic ratios 
plotted on a traditional Van Krevelen diagram.  A third 
screening method, now widely employed, uses TOC in 
conjunction with the results of Rock-Eval pyrolysis, a 
controlled heating procedure that quantifies the amounts 
of pre-existing volatile hydrocarbon (S1), pyrolyzable 
hydrocarbon (S2), and carbon dioxide (S3) released from 
the rock sample over specific temperature ranges.  Two 
key parameters determined by these measurements are 
hydrogen index (HI = S2/TOC x 100) and oxygen index 
(OI = S3/TOC x 100), which are typically plotted as 
proxies for atomic ratios on a modified Van Krevelen 
diagram to distinguish kerogen types.  Normalized to their 
TOC content, sources containing oil-prone Type I and II 
kerogens yield more hydrocarbons (higher HI) and less 
carbon dioxide (lower OI) than gas-prone Type III or inert 
Type IV kerogens.  Peters (1986) cautioned that pyrolysis 
techniques commonly overestimate the liquid 
hydrocarbon generative potential of samples containing 
Type III coaly kerogen, and advises that elemental 
analyses (atomic H/C and O/C ratios) and organic 
petrography should be used in conjunction with Rock-
Eval and TOC data to determine whether oil-prone 
kerogens are present in sufficient proportions for coals 
and carbonaceous shales to be effective oil source rocks.  

Langford and Blanc-Valleron (1990) argued the merits of an alternative means of kerogen characterization by 
applying linear regression analysis to graphs of S2 vs. TOC.  There is error in the measurement of S2 due to 
retention of some of the pyrolyzed hydrocarbon within the rock matrix (Katz, 1983; Espitalie and others, 1985; 
Peters, 1986; Langford and Blanc-Valleron, 1990); the smaller the TOC, the larger this error becomes.  This in turn 
leads to low-side bias in the calculation of hydrogen index from individual samples with low TOC, causing 
organically-lean samples to appear to contain more gas-prone Type III kerogen than they actually do.  According to 
Langford and Blanc-Valleron (1990), because HI is defined as S2/TOC x 100, the true average hydrogen index of a 
given sample population is best determined from the slope of the S2 vs. TOC regression line, not by the arithmetic 
mean of the individual HI values.  Furthermore, the x-intercept of the regression line represents the threshold 
organic content required for that source rock to generate and release measurable hydrocarbon upon pyrolysis.  The 
y-intercept directly indicates the hydrocarbon adsorption capacity, meaning the amount of hydrocarbon that is 

Figure 2.  Composite stratigraphic column for the Alaska 
Peninsula from Beeman and others, 1996.  
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retained within the source rock matrix upon pyrolysis.  Langford and Blanc-Valleron (1990) maintained that the 
regression approach thus provides true average HI at the same time as it corrects for and quantifies the adsorptive 
effect, providing meaningful a meaningful basis for distinguishing among source rock populations that may appear 
very similar on traditional (H/C vs. O/C) or modified (HI vs. OI) Van Krevelen diagrams.  

During natural generation of oil and gas, kerogens mature (convert) into hydrocarbons across a range of 
temperature, which varies to some extent depending on the duration of heating.  Knowledge of the thermal maturity 
level is critical to source rock evaluation, both for determining how much oil or gas may have been generated, and 
for understanding whether the measured TOC and hydrogen index values represent the source’s original generative 
potential.  The organic carbon and pyrolyzable hydrocarbon content of high maturity source rocks is reduced 
compared to their original (pre-maturation) values, much of it having already been spent in generating hydrocarbon, 
so at advanced maturity levels, even good source rocks will yield screening results similar to poor or non-source 
samples.   

Thermal maturity can be quantified in various ways.  Rock-Eval yields a general maturity parameter Tmax, the 
temperature (°C) at which the maximum release of pyrolyzable hydrocarbon (S2 peak) occurs during pyrolysis.  
More reliable thermal maturity data can often be derived from careful microscopy techniques, including vitrinite 
reflectance (Ro), thermal alteration index (TAI), and conodont alteration index (CAI).  The vitrinite reflectance scale 
is the most widely employed in petroleum maturation studies; it measures the percentage of light reflected from 
various kerogen macerals, calibrated to the reflectance of vitrinite kerogen.  Ro values are typically reported as the 
mean value of the in-situ kerogen population in a given sample.   

Stratigraphic overview of Triassic-Jurassic source rock succession, Puale Bay 

Lower Mesozoic units of the Chignik subterrane are well exposed at the entrance and northeast shore of Puale Bay 
(figs. 3-5), but previous work has yielded varied lithologic descriptions and significant differences of opinion 
regarding the position and nature of formation contacts (e.g., Hanson, 1957; Wang and others, 1988; Detterman and 
others, 1986; Wilson and others, 1999; Blodgett and Sralla, in press).  Detterman and others (1983, 1987, 1996) 
were the first to extend the geographic range of the Upper Triassic Kamishak and Lower Jurassic Talkeetna 
formations from Cook Inlet to Puale Bay, and established a local reference section of the Lower and Middle Jurassic 
Kialagvik Formation there in recognition of important differences relative to the unit’s type section at Wide Bay.  
These formations are locally faulted and gently folded, but most beds strike northeast and dip 15-30° to the 
northwest.   

Kamishak Formation.  Wang and others (1988) described an approximately 700 m-thick upward succession of coral 
biomicrite, carbonate conglomerate, bedded spicular chert, and volcanic breccia at Puale Bay, most of which is now 
assigned to the Upper Triassic Kamishak Formation, but the upper part of which may extend into the Lower Jurassic 
Talkeetna Formation as mapped by Detterman and others (1987).  Detterman and others (1996) measured 800 m of 
Kamishak Formation in the same exposures.  They described the bulk of the formation above the corralline 
bioclastic facies as consisting of thin- to medium-bedded gray limestones, with no mention of bedded chert.  
Observations recorded by DGGS and DOG geologists are consistent with those of Blodgett and Sralla (in press), 
who describe much of the formation at Puale Bay as consisting of “thinly-bedded, dark brown to gray, argillaceous 
limestone and silty, calcareous shale”.   

Wang and others (1988) considered the base of the Triassic section to be truncated by faulting within the coral 
facies, but Hanson (1957), Blodgett and Sralla (in press), and Blodgett (this volume) placed the base of the Triassic 
section farther east at an angular unconformity (fig. 4b) underlain by volcanic agglomerates they considered to be of 
probable Permian age on the basis of lithologic similarity to volcanic breccias apparently interbedded with Middle 
Permian limestones (Hanson, 1957) that outcrop on small islands near the entrance to Puale Bay.  Detterman and 
others (1987; 1996, fig. 6) and Wilson and others (1999) considered the volcanic breccias part of the Triassic 
section, and extended the outcrop belt of lower Kamishak Formation still farther east to Cape Kekournoi (fig. 3).  To 
the northwest, the gradational upper contact of the Kamishak with the overlying Lower Jurassic volcanic and 
volcaniclastic deposits mapped as Talkeetna Formation (Detterman and others, 1987; 1996; Wilson and others, 
1999) has been picked where clastic sediments become predominant over limestone (Detterman and others, 1996).   
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Figure 3.  Simplified geology of Puale Bay exposures referred to in text showing location of source rock 
sampling stations in the Kamishak Formation (blue labels) and Kialagvik Formation (orange labels).  Mapping 
adapted from USGS maps (Detterman and others, 1987; Wilson and others, 1999), some labels modified to 
reflect uncertainties described in text .  Map units as follows: Pv? = Permian(?) volcanic breccia unconformably 
underlying Triassic Kamishak Formation; Trv? = Triassic(?) volcanic breccia (note that both Pv? and Trv? 
were mapped by USGS as Trv); Trk = Kamishak Formation; Jt = Talkeetna Formation; Jk = Kialagvik 
Formation; Js = Shelikof Formation; Q = Quaternary, undifferentiated.  Js/Jk contact can arguably be placed 
farther north, immediately overlying the farthest northwest samples, here considered to be from the uppermost 
part of the Kialagvik Formation.  
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During the 2007 DGGS field program, Whalen (this volume) and Blodgett (this volume) made detailed 
measurements and reinterpretations of parts of the Kamishak Formation interval described by Wang and others 
(1988) and Detterman and others (1996).  The source rock samples discussed in this report include a number 
collected in these re-described intervals, but also represent other parts of the formation, including the lowermost 
Kamishak section farther east near the purported basal unconformity recognized by Hanson (1957) and Blodgett and 
Sralla (in press).  The overlying Talkeetna-equivalent section was not sampled for source rock evaluation. 

Kialagvik Formation.  The Lower and Middle Jurassic Kialagvik Formation is largely time-equivalent to the 
Tuxedni Group, the source rock for most of the oils in upper Cook Inlet region (Magoon and Anders, 1992).  
Detterman and others (1996) described the 790 m-thick Kialagvik section at Puale Bay as dominated by 
rhythmically interbedded siltstone and sandstone of deepwater affinity, with local intervals of massive, disorganized 
conglomerate.  They noted the lithologic similarity of this section to the upper part of the unit’s principal reference 
section at Wide Bay.  In contrast, the lower part of the Wide Bay section consists of nearshore marine deposits.  The 
Puale Bay exposures are poorly fossiliferous relative to other exposures, leading to a lack of confident correlations 
between the Wide Bay and Puale Bay exposures, and with the section penetrated in the Bear Creek 1 well between 
the two outcrop areas (Detterman and others, 1996).   

Figure 4. Outcrop photographs of the Upper Triassic Kamishak Formation limestone near the entrance of Puale 
Bay.  (a) View to west of lower part of formation on south facing shoreline west of Cape Kekournoi and east 
entrance to Puale Bay. (b) Angular unconformity 2.2 km west of Cape Kekournoi; basal Kamishak overlies 
volcanic breccia of probable Permian age (see text for discussion).  (c) Thin- to medium-bedded finely crystalline 
limestone from lower Kamishak Formation.  Sample 07PD198a collected at center of photo is excellent oil-prone 
source rock (TOC = 5.28%, HI = 756 mg/g).  (d) Thick-bedded bioclastic limestone facies is represented by poor 
to non-source lithologies, and is of more interest as potential reservoir facies. 
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At Puale Bay, the contact with the underlying Talkeetna Formation is a conglomerate-mantled erosional 
unconformity.  The contact with the overlying Shelikof Formation is considered conformable, and has been 
repeatedly revised, most recently by Allaway (1984).  The formation is locally transected by subvertical dikes, and 
cut by steep faults with various amounts of displacement.  Truncation surfaces, channel profiles, and clinoforms or 
lateral accretion surfaces in the rhythmically interbedded siltstones and sandstones above the massive conglomerates 
in the lower to middle part of the formation suggest complex deepwater depositional patterns, possibly accompanied 
by local slumping. 

Cursory observations during geochemical sampling suggest that, with the exception of local conglomeratic 
packages, lithologies of the Kialagvik Formation at Puale Bay may reflect a general upward gradation to more 
proximal, probably shallower water deposition (see fig. 5).  The dark gray fissile siltstones of the lower portion 
transition upward to medium to light gray blocky siltstones and interbedded sandstones of the middle portion, where 
some beds contain deformed lenses of coal 0-3 cm thick.  Continuing up-section, this interval becomes increasing 
lighter gray with thicker carbonaceous to coaly sandstone beds.  The upper part of the formation consists of reddish-
gray to reddish-brown weathering siliceous siltstone and sandstone that form steep, south-facing slopes on the 
northeast side of Puale Bay.  It is unclear to us whether the Kialagvik-Shelikof contact as mapped there by 
Detterman and others (1987) and Wilson and others (1999) is consistent with the redefinition of the contact by 
Allaway (1984) or the lithologic descriptions of this stratigraphic interval by Detterman and others (1996).   

 

 

 

 

Figure 5.  Outcrop photographs of the Lower and Middle Jurassic Kialagvik Formation sandstones and siltstones on the 
northeast shore of Puale Bay.  (a) Twelve source rock samples (07RR027-038) were collected from reddish-brown 
weathering siliceous siltstone and sandstone interpreted here as uppermost Kialagvik (Jk) just below the contact with the 
overlying Shelikof Formation (Js) at the base of the cliff-forming light gray sandstone (dashed line).  (b) Generally 
upward coarsening and thickening succession from the middle to upper Kialagvik Formation.  The finest grained 
intervals consist of rhythmically bedded blocky siltstone and fine sandstone.  (c) Lower portion of the Kialagvik is also 
rhythmically bedded, but contains common dark gray fissile siltstone.  Quaternary unconformity (dashed line) is overlain 
by unconsolidated deposits (Q). (d) Laminated to medium-bedded sandstones from the upper part of the section shown in 
(b) contain abundant carbonaceous laminae and thin, commonly deformed coal lenses in addition to common carbonate 
concretions, suggestive of proximity to a deltaic sediment source, possibly under marginal marine conditions. 
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Twelve samples assigned to the uppermost Kialagvik Formation in this report (07RR027a through -038a) were 
collected in the thick reddish weathering, silicified interval at the northwestern end of the sampling traverse (fig. 5a); 
this interval was mapped by Detterman and others (1987) as the lowermost portion of the Shelikof Formation.  

Stratigraphic overview of Cenozoic formations, North Aleutian Shelf COST #1 well  

Drilled in 1982-83 to a depth of 17,155 ft (5229 m) the North Aleutian Shelf COST 1 well penetrated clastic strata 
of Eocene through Pleistocene age in the North Aleutian back-arc basin without reaching lithologic or acoustic 
basement (Turner and others, 1988; Mickey and others, 2005).   Composed of sandstone, conglomerate, siltstone, 
mudstone, and coal, the well’s nonmarine to shallow marine succession was initially divided into five major seismic 
sequences (I-V) and subdivided into eleven zones defined by lithologic, depositional, diagenetic, seismic, and 
petrophysical characteristics (Turner and others, 1988).  More recent studies have assigned formation names to the 
well (Finzel and others, 2005; Sherwood and others, 2006; Decker and others, 2006).  Three of the interpretive 
formation tops used in this report correspond to sequence-bounding seismic horizons defined by Turner and others 
(1988).  In the absence of condensed marine shales or carbonates, the lithologies of greatest interest as potential 
source rocks include coals, carbonaceous mudstones, and siltstones. 

Tolstoi Formation. The interval 10,380-17,155’ MD in the NAS COST 1 well, corresponding to seismic sequence V 
of Turner and others (1988), is considered entirely Eocene in age (Mickey and others, 2005) and is assigned to the 
Tolstoi Formation (Sherwood and others, 2006).  This thickness of more than 2000 m (nearly 6800 ft) represents 
only a partial penetration of the formation.  Older strata are present in the 1355 m-thick reference section at Ivanof 
Bay on the Alaska Peninsula, where the Tolstoi includes a rain forest megaflora assemblage of Late Paleocene age 
(Detterman and others, 1996).  Interpretation of publicly available seismic data (Turner and others, 1988; Finzel and 
others, 2005; Sherwood and others, 2006) indicates the COST well penetrated one of several grabens that 
accommodated or preserved the early basin filling sequence.  In outcrop, the Tolstoi Formation varies from 
dominantly shallow marine strata at its type section on Pavlof Bay to progressively more nonmarine environments 
toward the northeast near Chignik Bay.  In the COST well, most of the formation consists of nonmarine 
volcaniclastic sandstone, conglomerate, siltstone, carbonaceous mudstone, and abundant coal, with transitional 
marine deposits restricted to approximately the upper 100 m (Turner and others, 1988).  The base and top of the 
formation are unconformable onshore (Detterman and others, 1996), and probably are in the offshore as well 
(Worrall, 1991).  Two abrupt lithologic breaks are present in the lower part of the Tolstoi interval drilled in the 
COST well (seismic horizons E and F).  Turner and others (1988) interpreted these surfaces as possible 
unconformities, presumably generated by drops in relative sea level associated with the basin’s early faulting 
history.  Sherwood and others (2006) have reinterpreted at least one of these as a fault with significant stratigraphic 
separation.   

Stepovak, Bear Lake Formation, and Milky River Formations.  The Late Eocene through Pliocene interval of the 
NAS COST 1 well records an overall trend toward increasingly marine conditions (Turner and others, 1988, fig. 90).  
The Eocene-Oligocene Stepovak Formation is here assigned to the interval 5,675-10,380’ MD, corresponding to 
seismic sequences III and IV of Turner and others (1988).  Their seismic sequence II between 2,510’ and 5,675’ 
MD), probably spanning Late Oligocene to Late Miocene time (Turner and others, 1988; Mickey and others, 2005), 
is interpreted as a relatively continuous offshore depositional record of the depositional cycles represented onshore 
by the Unga sandstone and Bear Lake Formation.   

Nonmarine fluvial-deltaic sandstone, conglomerate, finer clastics, and coals dominate the lower part of the Stepovak 
(seismic sequence IV), whereas microfossil assemblages (Turner and others, 1988) indicate that the upper Stepovak 
(seismic sequence III) was deposited in inner to middle shelf environments.  These conditions continued during 
deposition of the lower part of the Bear Lake-Unga cycle before yielding to marginal marine intertonguing of 
diatomaceous marine strata and lignite-bearing nonmarine to delta-plain environments during deposition of the 
upper Bear Lake Formation.   

The unconformity separating the Bear Lake and Milky River formations shows only subtle discordance in seismic 
data within the backarc basin (Finzel and others, 2005, fig. 4.7), but becomes profoundly angular in the outcrop belt 
northeast of Port Moller (Decker and others, 2005).  Microfossils from the Pliocene Milky River Formation in the 
COST well (interpreted here as the interval 1560-2510’ MD) are interpreted to reflect cold water conditions with 
slight deepening from the middle to the outer shelf (Turner and others, 1988).  Unconsolidated Quaternary 
glaciomarine deposits constitute the section above 1560’ MD (Turner and others, 1988; Mickey and others, 2005). 
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Mesozoic source rock characteristics 

DGGS and DOG geologists collected 38 samples from the Kamishak Formation and 39 samples from the Kialagvik 
Formation for source rock evaluation at Puale Bay during 2004, 2005, and 2007 (fig. 3).  TOC, Rock-Eval, and 
vitrinite reflectance data from these samples are presented in Table 1.  This sample suite represents various 
lithologies from the lower, middle, and upper parts of each unit, but time constraints prohibited achieving a uniform 
stratigraphic sample distribution in either formation and most samples are not precisely positioned relative to the 
measured sections of Whalen (this volume), Wang and others (1988), or Detterman and others (1996).   

Kerogen type and total organic carbon.  On a modified Van Krevelen plot (fig. 6), more than half of the Kamishak 
samples plot near the highly oil-prone Type I and II kerogen curves, with approximately 15% yielding hydrogen 
indices in the 700-800 mg/g range.  Approximately 15% of samples appear to be oil- and gas-prone Type II-III 
kerogen mixtures, and about one-third contain mostly gas-prone Type III kerogen, including several highly oxidized 
samples (oxygen indices above 200 mg/g) that are off-scale, and not shown on the plot.   

Organic petrography analysis of 20 Kamishak Formation samples documents the relative abundance of oil-prone 
liptinite, gas-prone vitrinite, and inert kerogen types. Liptinitic kerogen is overwhelmingly dominant, averaging 85% 
of the organic matter, and representing 90-95% in approximately two-thirds of the samples analyzed (Table 1). 
Vitrinite makes up an average of 8% and inert kerogen an average of 7%.  Samples from the coral-rich bioclastic 
facies contained the highest proportions of vitrinite (up to 25%), and inert kerogen (up to 30%) and the lowest 
proportion of liptinite (55-65%).  These results are broadly consistent with the pyrolysis-based kerogen 
determinations for the Kamishak illustrated by figure 6. 

The pyrolysis data of figure 6 suggest that kerogens of the Kialagvik Formation are only slightly less oil-prone than 
those of the Kamishak, with nearly 30% plotting near the Type I and II curves with HI values greater than 300 mg/g, 
reaching a maximum HI of 680 mg/g.  More than one-third of Kialagvik samples could be interpreted on this plot as 
either Type II-III mixtures or Type I-II kerogens at advanced thermal maturity (not the case, as discussed below), 
and the remaining one-third or so appear from figure 6 to consist of gas-prone Type III or inert Type IV kerogens. 

Microscopic organic analyses of 28 Kialagvik Formation samples indicate that, on average, liptinite constitutes 79% 
and vitrinite represents 19% of the organic matter, with the remaining 2% being inert kerogen (Table 1).  Liptinite 
makes up 90% or more of the kerogen in approximately two-thirds of the samples. Vitrinite constitutes 55-90% of 
the kerogen in one fourth of the samples; these are siltstones and a thin coal from exposures near the middle of the 
formation.  These Kialagvik organic petrography results are broadly consistent with the kerogen determinations 
inferred from the pyrolysis data, although many of the samples with very high liptinite:vitrinite ratios do not have 
correspondingly high HI values associated with good Type I and II source rocks.   

Figure 7 is a graph of hydrogen index vs. total organic carbon, an effective means of screening source rock samples 
for both the quantity and type of organic matter present.  The colored fields in the background are loosely defined 
and non-unique, but they suggest the hydrocarbon products that would be expected to generate from samples as they 
mature.  They also reflect a suite of interrelated characteristics including kerogen type, lithology, depositional 
environment, and thermal maturity.  Both TOC and HI decrease with increasing maturity as described above, so the 
fields do not accurately reflect the original characteristics of highly mature source rocks.  The data show a strong 
correlation between TOC and HI, with samples richer in organic content appearing to consist of the more oil prone 
kerogens, although Langford and Blanc-Valleron (1990) cautioned that pyrolysis experiments systematically under-
predict the S2 (and thus HI) values of low-TOC samples.  This is due largely to matrix adsorption effects, discussed 
in the subsequent section.   

Considering the uncorrected pyrolysis results at face value, fully half of the Kamishak Formation limestones plot as 
good to excellent oil source rocks, having TOC values in the 1-5% range and HI values greater than 300 mg/g.  A 
few Kamishak samples fall in the lean oil or gas source categories, and about one-third contain less than 0.5% TOC, 
probably too lean to consider source-prone.  These correspond to the one-third of samples that are typed as Type III 
kerogen from the modified Van Krevelen plot (fig. 6), marked by low HI and elevated OI.   
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Table 1.  Total organic carbon, Rock-Eval pyrolysis, mean vitrinite reflectance, and kerogen compositional analysis 
data for Kamishak and Kialagvik Formation samples collected at Puale Bay 2004-2007. 

 
The silty mudstones of the Kialagvik Formation follow a trend similar to the Kamishak samples on the plot of HI vs. 
TOC (fig. 7).  More than one-third of the Kialagvik mudstones have good to excellent TOC values in the 1-4% 
range; most of these have HI values in the range associated with oil-prone Type II kerogen (300-650 mg/g).  Nearly 
15% of Kialagvik mudstones rank a step lower in terms of source rock quality.  With TOC values in the 0.8-2% 
range and HI values ranging from 200-300 mg/g, these samples would likely generate gas-oil mixtures.  Almost 
20% of the Kialagvik mudstones plot as lean to fair gas source rocks, and about 30% rank here as nonviable 
hydrocarbon sources.  Nonviable source rocks may be too lean in organic matter, thermally overmature (again, not 
the case), contain too much inert kerogen, or have high matrix adsorption capacity.  Two coaly Kialagvik samples 
are clearly differentiated from the Kialagvik mudstones in Figure 7 by their high TOC values (48 and 70%).  These 
coaly samples have unusually low OI values, and plot misleadingly on the modified Van Krevelen diagram among 
the potential high-maturity Type I or II sources (fig. 6).  Based on these samples, the thin lenses of coal observed in 
outcrop in the middle part of the Kialagvik Formation would be expected to contribute mainly dry gas.  
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Table 1 continued.  Total organic carbon, Rock-Eval pyrolysis, mean vitrinite reflectance, and kerogen 
compositional analysis data for Kamishak and Kialagvik Formation samples collected at Puale Bay 2004-2007. 

 
Average hydrogen index and hydrocarbon adsorption capacity.  Figure 8 presents graphs of pyrolyzable 
hydrocarbon (S2) versus TOC, in which source rock sample populations plot in distinct linear trends suited to 
regression analysis (Langford and Blanc-Valleron, 1990).  Figure 8a plots the entire data range for Mesozoic and 
Cenozoic samples, including coals and carbonaceous shales; Figure 8b plots a restricted data range (TOC <20%, S2 
<50 mg/g), needed to resolve the bulk of the samples and to analyze the differences in their regression lines.   
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Figure 6.  Modified Van Krevelen diagram, showing kerogen type determination from Rock-Eval pyrolysis data.  
See text for caveats of typing kerogens from coaly strata using this approach.
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Figure 7.  Both the quantity and type of organic matter are readily apparent in a plot of hydrogen index (HI) versus 
total organic carbon (TOC).  Samples are plotted on loosely defined fields that suggest expected hydrocarbon 
products and reflect other characteristics such as kerogen type, lithology, depositional environment, and maturity.  
These fields are non-unique, and should be considered in light of other available information, particularly in the 
case of coals and other rocks containing coaly kerogens.  

 

Figure 8.  Graphs of hydrolyzed hydrocarbon (S2) versus total organic carbon (TOC; Langford and Blanc-
Valleron, 1990).  Inverted stratigraphic order maximizes data visibilit.  (a) Full data range, including coals and 
highly carbonaceous mudstones.  See text for discussion; (b) Restricted data range, for resolution of TOC < 20% 
and S2 < 50 mg/g.  Linear regression equations determine true average HI (slope x 100) and hydrocarbon 
adsorptive capacity (y-intercept) of each sample population.  Type I-II boundary shown corresponds to HI = 650.   
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The Kamishak regression line has the steepest slope, corresponding to a “true average” HI (in the sense of Langford 
and Blanc-Valleron; 1990) of 745 mg/g, suggesting a strong predominance of Type I kerogen in the formation.  This 
is in substantially higher than the arithmetic average of the individual HI values, calculated at 359 mg/g for the same 
population of samples, presumably because of the adsorption of much of the pyrolyzed hydrocarbon from low TOC 
samples.   Kialagvik mudstones yield a slightly lower slope corresponding to an average HI of 654 mg/g, near the 
Type I-II boundary, compared to the corresponding arithmetic mean HI of 235 mg/g.  The y-intercepts of these 
regressions indicate the Kamishak limestones have an adsorptive capacity of 2.663 mg of pyrolyzable hydrocarbon 
per gram of source rock, compared to 3.145 mg/g for the Kialagvik mudstones, consistent with the observation of 
Langford and Blanc-Valleron (1990) that clay matrix is more adsorptive than carbonate matrix.  

Thermal maturity.  In mapping patterns of thermal maturity on the Alaska Peninsula, Molenaar (1996) lacked 
outcrop vitrinite reflectance data from the Puale Bay-Wide Bay area.  He described the Middle Jurassic rocks in the 
area as undermature (Ro < 0.6%) based on reflectance data from the nearby Bear Creek 1 and Wide Bay 1 wells, and 
the Upper Triassic outcrop section as immature to barely mature based on Rock-Eval Tmax data (Magoon and 
Anders, 1992; Wang, 1988).  Table 1 and figure 9c present new outcrop vitrinite reflectance results from the 
Kamishak Formation (23 samples) and the Kialagvik Formation (28 samples) at Puale Bay.  These samples yield 
mean Ro values ranging from 0.43 to 0.86% (averaging 0.60%) in the Kamishak and from 0.44 to 0.71% (averaging 
0.54%) in the Kialagvik. This confirms the immature to early oil window thermal maturity interpretations of 
previous workers. Given this low thermal maturity, the Kamishak and Kialagvik formations’ source characteristics 
revealed by TOC and Rock-Eval analyses above appear to represent their original generative potential, little biased 
by loss of organic carbon and hydrogen content that would accompany greater maturation. 

Figure 10 is a cross-plot of Tmax versus mean Ro for all Kamishak and Kialagvik Formation samples collected in 
2007.  Note that despite the normally strong positive correlation between these pyrolysis-based and microscopy-
based maturity measures (e.g., Peters, 1986; Peters and Cassa, 1994), the regression line for the Kamishak data has a 
very low correlation coefficient, and the Kialagvik regression actually has a negative slope, implying an unlikely 
inverse correlation.  As noted by Peters (1986), Tmax is a crude and often unreliable indicator of the thermal 
maturity of individual samples. In this case, the poor correlation between Tmax and mean Ro is driven mainly by 
high and low outliers in the Tmax data.  Even so, the Tmax data as a whole aptly characterize the overall population 
as mainly immature to early oil window maturity. 

Molenaar (1996) observed that, despite paleo-burial to depths estimated in excess of 4000 m, the Triassic-Jurassic 
section at Puale Bay remains only early mature.  He concluded that the geothermal gradient during Late Cretaceous-
Paleogene maximum burial must have been significantly lower than the present-day geothermal gradient defined by 
wells in the Ugashik sub-basin, where the 0.6% Ro isograd (the top of the oil window) is reached at about 3000 m. 

Mesozoic source facies summary and stratigraphic relationships.  In Figures 9a and b, TOC and HI from the Puale 
Bay samples are plotted as a function of longitude, a proxy for relative stratigraphic position, since the samples are 
from a generally northwest-dipping succession.  Sampling gaps are clearly evident in this plot, as they are on the 
map (fig. 3), particularly in the Kamishak Formation. Although the data are not uniformly distributed, the Kamishak 
data reveal multiple, high-frequency fluctuations in source rock richness and apparent kerogen type.  

The highest quality source rocks from the  Kamishak Formation represent a range of lithologies described in outcrop 
as light to medium gray or tan weathering, medium to dark gray, brown, or black fresh, micritic to finely crystalline, 
thinly ripple-laminated to medium bedded, argillaceous, fossiliferous to coquinoid limestone, typically with fetid 
odor.  The bioclastic and adjacent knobby-weathering, nodular limestone facies are marginal to non-source 
lithologies. The new organic carbon content and pyrolysis data from the Kamishak Formation agree relatively well 
with that from 41 samples analyzed by Wang and others (1988, fig. 4).  That paper does not present tabular data, but 
their graphs indicate that approximately half of the samples from their measured section exceeded 1% TOC, and at 
least 80% were identified as consisting of Type I or II kerogen.   

The Kialagvik TOC and HI data suggest a more systematic upward trend of decreasing source rock quality, with rich 
oil-prone facies (fissile, dark gray siltstones) in the lower part of the unit yielding to leaner gas-prone facies (blocky 
medium gray siltstones) in the middle, and highly variable oxidized and silicified lithologies at the top dominated by 
non-source and gas-prone samples.  Liptinitic kerogen makes up 90% or more of the organic matter in all nine of the 
samples analyzed by organic petrography from the lower part of the formation, whereas vitrinite accounts for 55-
90% of the kerogen from the seven samples analyzed near the middle part of the formation. This pattern is 
consistent with the possible upward coarsening and/or shoaling trend noted in observations of the Kialagvik 
Formation at this locality.  Interestingly, liptinite is the dominant kerogen type in the uppermost part of the 
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formation, but the source rock quality of this interval appears limited due to low total organic content, high 
adsorptive capacity, perhaps compounded by diagenetic alteration.  

Cenozoic source rock characteristics 

Most of the Tertiary samples considered here are from the NAS COST 1 well, where more than 420 TOC and Rock-
Eval analyses and 120 elemental analyses (Sherwood and others, 2006, Appendix 2) represent the Tolstoi, Stepovak, 
Bear Lake (including the possible Unga-equivalent interval), and Milky River formations.  Previous analyses of the 
well data (Dow, 1983; Turner and others, 1988; Sherwood and others, 2006), have reached many of the conclusions 
supported by this report, clearly demonstrating the Tertiary section of the North Aleutian basin to be predominantly 
gas-prone.  Nonetheless, much of this well data is presented here to facilitate direct comparison with the data from 
the Mesozoic outcrops at Puale Bay.   Results from twelve additional Bear Lake Formation outcrop samples 
collected by DGGS geologists during 2004 and 2005, nine of which are coals with more than 50% TOC, are plotted 
as a discrete data series on the graphs, distinct from the Bear Lake samples in the well.  Populations of outcrop 
samples collected by DGGS workers from other Tertiary units are probably too small to stand alone as the basis of 
meaningful observations, and are omitted from this discussion in favor of examining the larger datasets available in 
the well. 

Kerogen type and total organic carbon.  Taken at full value without regard to the previously discussed problems in 
using only pyrolysis techniques for kerogen characterization in coaly organic matter, the modified Van Krevelen 
plot (fig. 6) would suggest that the Cenozoic samples include a wide range of kerogen macerals, including inert 
(Type IV), gas-prone (Type III), and possibly liquid-prone (Type I-II and II-III) forms.  Given the shallow marine to 
nonmarine depositional setting in the North Aleutian basin, it is not surprising that many of the well samples, 
including nearly all from the Stepovak, Bear Lake, and Milky River formations appear to consist mostly of gas 
prone or inert kerogens.  However, the large number of Tolstoi Formation samples and the small group of coals from 
the Bear Lake outcrop belt that have elevated HI values (> 200 mg/g) and low OI values (< 25 mg/g), merit some 
consideration as potential liquid-prone source rocks, particularly those with HI in excess of 300 mg/g.  Most samples 
with HI greater than 200 mg/g are from an interval of the Tolstoi Formation between 12,000 and 15,700’ MD 
(Sherwood and others, 2006, fig. 21). 

Kerogen typing from organic microscopy in the NAS COST 1 well (Turner and others, 1988, fig. 93) indicates that 
much of the Tolstoi interval with HI in excess of 200 mg/g also contains 15-25% liptinitic kerogen as a mix of 
amorphous (Type 1 algal, sapropelic or structureless) and exinite (Type I-II structured herbaceous, lipid-rich) 
macerals.  Atomic ratio data are also available for a subset of the samples from the well (Dow, 1983; Sherwood and 
others, 2006).  Most of the samples with HI values greater than 200 mg/g that were also analyzed for elemental 
composition have H/C ratios between 0.8 and 1.0, placing them in the marginal range for oil expulsion (Powell and 
Boreham, 1994; Hunt, 1991; Peters and Cassa, 1994) albeit near the Type III curve on a Van Krevelen diagram 
(Sherwood and others, 2006, fig. 22).   

The HI vs. TOC plot (fig. 7) suggests correctly that the Tertiary succession consists of a mix of lithologies, 
including non-source sandstones and siltstones in addition to source-prone mudstones, carbonaceous shales (~6-50% 
TOC), and true coals (> 50% TOC).  There is significant overlap between samples of the Stepovak, Bear Lake, and 
Milky River Formation, whereas above about 1% TOC, most Tolstoi samples define a substantially higher HI trend 
than the younger formations.  All but a few of the Tertiary samples with HI > 200 mg/g also have TOC values above 
3-4%; those with HI ranging 300-400 mg/g are mostly carbonaceous shales of the Tolstoi Formation and a few of 
the coals from the Bear Lake outcrop belt.  Several Tolstoi samples have HI greater than 450 mg/g paired with 
widely scattered TOC values; a few with TOC elevated above 4% could potentially represent either restricted 
marine or lacustrine shales.  The high HI values of those with low TOC values may result from spuriously low TOC 
measurements, since HI is defined by the S2/TOC ratio.  These exceptions and caveats notwithstanding, the 
distinctly higher HI vs. TOC trend of the main Tolstoi population relative most samples from the other Tertiary 
formations is noteworthy. 

Average hydrogen index and hydrocarbon adsorption capacity.  S2 vs. TOC regression lines for the Tolstoi, 
Stepovak, and Bear Lake sample populations from the NAS COST 1 well are shown on the graph of Figure 8b.  The 
smaller Milky River population, in addition to being statistically less robust, is of little consequence as a potential 
thermogenic or biogenic source in the North Aleutian basin (shallow burial, organically lean), and is not subjected to 
regression analysis.  The small group of true coals from outcrops of the Bear Lake Formation is analyzed 
independently (non-coal outcrop samples excluded) in Figure 8a.   
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Figure 9.  TOC, HI, and mean Ro of Kamishak and Kialagvik Formation samples from Puale Bay .  Samples are 
plotted as a function of longitude, a proxy for relative stratigraphic position since these samples are from a 
generally northwest-dipping succession. The relationship to stratigraphic thickness is variable, depending on local 
fluctuations in dip magnitude and direction.  Detterman and others (1996) report a 404 m-thick section of Lower 
Jurassic Talkeetna Formation strata between the Kamishak and Kialagvik Formations at this location. Dashed 
black curves are highly smoothed, visually-fit trends through the TOC and HI data, reflecting relatively high-
frequency fluctuations in organic richness and apparent kerogen type throughout Kamishak deposition, versus a 
more systematic upward trend of decreasing source rock quality in the Kialagvik Formation.  Vitrinite reflectance 
values average 0.60 in the Kamishak Formation and 0.54 in the Kialagvik Formation; these marginal maturity 
values indicate that the TOC and HI data represent original generative potential, with very little bias attributable to 
transformation of organic matter to hydrocarbon. 
 

The Tertiary sample populations cluster into relatively distinct trends in these S2 vs. TOC graphs.  The Tolstoi 
regression has the steepest slope, equating to a true average HI of 319 mg/g, consistent with a substantial Type II 
kerogen content.  In the lower part of the Stepovak Formation, a single sidewall core sample (from 8314’ MD) plots 
as an outlier near the center of Figure 8a (TOC = 49.5%, S2 = 181 mg/g).  This sample is excluded from the 
Stepovak regression, since it is for all practical purposes a coal whereas the other samples represent a range of 
muddy to sandy clastic lithologies.  The resulting regression reveals that non-coal sources of the Stepovak 
Formation have a true average HI of 167 mg/g.  The non-coal population from the Bear Lake interval in the COST 
well has a still lower slope, representing a true average HI of 123 mg/g.   Both of these are below the 200 mg/g HI 
boundary suggested as an approximate upper limit for gas-prone Type III kerogen (Langford and Blanc-Valleron, 
1990; Peters and Cassa, 1994).If these results are accepted as valid and representative HI values, the Stepovak and 
Bear Lake formations would be expected to generate only dry gas, but the Tolstoi Formation could potentially 
generate light hydrocarbon liquids in addition to gas.  Coals and coaly organic matter are now well accepted as the 
source of oil accumulations in Australia, Indonesia, and other areas (Clayton, 1993; Powell and Boreham, 1994; 
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Figure 10.  Cross-plot of Rock-Eval Tmax versus Ro for Kamishak and Kialagvik Formation source rock samples 
from Puale Bay outcrops. 
 
Fleet and Scott, 1994; Peters and Cassa, 1994), and multiple lines of geochemical evidence demonstrate that coals 
from the Eocene Kulthieth Formation may source some of the natural oil seeps in the Gulf of Alaska region (Van 
Kooten and others, 2002).  However, as noted previously, the liquid petroleum potential of source rocks containing 
coaly kerogens is commonly overestimated by pyrolysis techniques (Peters, 1986).  Elemental analyses and organic 
petrography data must also be considered to determine whether coaly sources will generate and expel liquids.  
Effective oil-prone coals not only have HI in excess of 200 mg/g, but they also have atomic H/C ratio of at least 0.8-
0.9 and liptinitic kerogen content of at least 15-20% (Hunt, 1991; Powell and Boreham, 1994; Peters and Cassa, 
1994). 

The limiting factor in the effectiveness of coaly strata as oil source rocks is their low expulsion efficiency (Fleet and 
Scott, 1994), largely a function of high hydrocarbon adsorption capacity.  As an illustration, consider the regression 
through the small data set of coals from Bear Lake Formation outcrops (fig. 8a).  Although the steep slope of the 
regression indicates that these coals have a high average HI (594 mg/g) consistent with the potential for generating 
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liquid petroleum, the regression line is shifted far to the right, with a large negative y-intercept.  The adsorptive 
capacity of the Bear Lake outcrop coals is 222 mg of hydrocarbon per gram of source rock, nearly two orders of 
magnitude higher than that of the Kamishak carbonates, meaning that relatively little of the hydrocarbon generated 
would be expelled.    

Thermal maturity. Figure 11 is a plot of vitrinite reflectance vs. depth from the NAS COST 1 well, showing a well-
defined linear maturity gradient.   

A significant offset in the profile at 15,620’ MD in the Tolstoi Formation is attributable either to erosion at an intra-
formational unconformity or omission of section by normal faulting (Sherwood and others, 2006, fig. 17).  Based on 
this gradient, the main oil generation window (0.6-1.35% Ro) extends from approximately -12,300’ (-3750 m) 
subsea (~12,400’ MD) to about -18,500’ (-5640 m) subsea (below the well’s total depth).  Substantial gas generation 
is expected from carbonaceous and coaly source intervals now and previously within the oil window (Boreham and 
Powell, 1993; Sherwood and others, 2006), and ongoing dry gas generation is expected within the lower part of the 
Tertiary sedimentary section filling the graben at the well.  Burial history modeling (Sherwood and others, 2006, fig. 
30) estimates that Tolstoi strata at the floor of the graben where the well was drilled entered the main oil window 
during latest Eocene or earliest Oligocene time (~34 Ma), and passed into the main gas generation window during 
latest Oligocene time (~24 Ma).   

 

 

 

 

      Figure 11.  Vitrinite reflectance profile for NAS COST 1 well from Sherwood and others, 2006 
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Sherwood and others (2006, fig. 30) describe a geothermal gradient through most of the NAS COST 1 well of 
16.7°F/1000 ft (30.5°C/km), virtually the same as the 31°C/km gradient calculated at the well as part of a fission 
track geochronology study by Bergman and others (in prep.).  Molenaar (1996) derived somewhat higher present-
day geothermal gradients from onshore wells, averaging 34.6°C/km near the edge of the backarc basin onshore in 
the Bristol Bay Lowlands, and averaging 36.5°C/km in the volcanic arc/outcrop belt.  Seismic, biostratigraphic, and 
fission-track data (Turner and others, 1988; Sherwood and others, 2006; Bergman and others, in prep.) support the 
interpretation that the backarc basin, and in particular the graben drilled by the COST well, has experienced a simple 
subsidence history, reaching maximum temperatures in the recent past. 

Cenozoic source facies summary.  Taken together, the TOC, Rock-Eval pyrolysis data, organic microscopy, atomic 
ratio, and thermal maturity data from the NAS COST 1 well indicate that the Tertiary succession of the North 
Aleutian basin contains abundant gas-prone source facies in the Tolstoi, Stepovak, and Bear Lake Formations.  
However, only the deeper portions of the basin (below about -3750 m subsea) are expected to have experienced 
significant thermogenic generation.  Some coaly siltstones, carbonaceous mudstones, and shales of the Tolstoi 
Formation penetrated in the well between 12,000’ and 15,700’ MD may meet the criteria (Hunt, 1991; Powell and 
Boreham, 1994; Peters and Cassa, 1994) for coaly sources that are at least marginally capable of generating and 
expelling light hydrocarbon liquids.  This is in keeping with the findings of Sherwood and others (2006) that the 
minor oil shows from the lower part of the NAS COST 1 well yield carbon isotope values, pristane/phytane ratios, 
and biomarker signatures tying them to Tertiary terrigenous source facies rather than the marine source rocks of the 
Jurassic and Triassic units. 

Discussion and conclusions 

Despite major lithologic contrasts between the carbonate-dominated Triassic Kamishak Formation and the 
siliciclastic mudstones, siltstones, and sandstones of the Jurassic Kialagvik Formation, Rock-Eval, TOC, and 
kerogen petrography analyses indicate that both units contain highly oil-prone source facies.  True average hydrogen 
indices in the 650-750 mg/g range determined from S2-TOC regressions reflect the strong predominance of Type I-
II kerogen, consistent with liptinite contents averaging approximately 80-85% in both units, despite the local 
occurrence of thin vitrinitic coals in the Kialagvik Formation. 

In contrast, Cenozoic formations as penetrated in the North Aleutian Shelf COST 1 well in are considerably more 
gas-prone, in keeping with the preponderance of terrestrially-derived coaly kerogen. Although interpreted as mostly 
nonmarine at this location, the Eocene Tolstoi Formation’s true average hydrogen index of 319 mg/g suggests its 
carbonaceous shale facies may possess marginal capability to generate petroleum liquids, but the elevated adsorptive 
capacity associated with coaly kerogens may limit expulsion efficiency. A small population of Miocene Bear Lake 
Formation coals collected in outcrop have a true average HI of nearly 600 mg/g, but their adsorptive capacity is 
nearly two orders of magnitude higher than the other units’; any heavy hydrocarbons generated are unlikely to 
migrate out of these coals. The Bear Lake Formation and Eocene-Oligocene Stepovak Formation shales and 
carbonaceous shales from the COST well nearly all appear capable of generating only dry gas upon thermogenic 
maturation.  However, at least in the deep graben penetrated by the well, the thermogenic generation zone lies 
entirely within and below the Tolstoi Formation. 
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Reservoir quality of 84 Tertiary sandstones from three exploratory wells,  
Bristol Bay basin, Alaska Peninsula 

K.P. Helmold, D.W. Brizzolara and R.R. Reifenstuhl 

Abstract 

Eighty-four (84) thin sections of siltstone and sandstone were examined from three exploratory wells to determine 
their reservoir quality and potential as hydrocarbon reservoirs. The samples are primarily from the upper Paleogene 
and Neogene portion of the stratigraphic section, encompassing the Oligocene Stepovak, Miocene Bear Lake and 
Pliocene Milky River formations. Analytical techniques employed include detailed modal analyses, X-ray 
diffraction (XRD) analyses and scanning electron microscope (SEM) analyses.  

The sandstones vary in grain size from lower very fine-grained to upper coarse-grained and are moderately to very 
well sorted. They are highly lithic with an average framework composition of Q22F16L61 and an average lithic 
composition of Ls41Lv43Lm16. Detrital grains consists mainly of felsic and mafic volcanic fragments, chert, 
phyllite, schist, quartzite, felsic plutonic fragments, mudstone and siltstone. Detrital matrix varies in abundance, 
comprising from 0 to 16% of the sandstones and consists predominantly of clay minerals with lesser amounts of 
detrital silt. 

Reservoir quality of the Tertiary sandstones varies from excellent (φ > 30%, k > 100 md) to poor (φ < 10%, k < 1 
md). Using an economic cutoff of 10% porosity and 1 md permeability, the majority of samples could be effective 
hydrocarbon reservoirs. Using lower φ-k cutoffs, a significant number of additional samples could be effective gas 
reservoirs. 

Introduction 

The State of Alaska began holding areawide oil and gas lease sales for the Alaska Peninsula on October 26, 2005 
(Figure 1). The Department of Natural Resources (DNR) has instituted several studies aimed at providing data  

 

Figure 1.  Shaded relief map of the Alaska Peninsula showing the sale area and location of oil and gas wells 
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 necessary for the resource evaluation. This report documents one of these studies undertaken by DOG to determine 
the quality of potential Tertiary sandstone reservoirs. 

Eighty-four (84) thin sections of siltstone and sandstone were examined from three exploratory wells: Arco North 
Aleutian COST #1 (30 km offshore), Amoco Becharof State #1 and General Petroleum Great Basins #1, on the 
Alaska Peninsula (Figure 1). The wells were chosen for study because conventional cores or conventional core chips 
were readily accessible. Wells with only cuttings were excluded from study but may be examined in future efforts. 
The North Aleutian COST #1 well was sampled at the ConocoPhillips Bayview core facility in Anchorage, Alaska 
by Division of Geological & Geophysical Surveys (DGGS) personnel. The Becharof State #1 and Great Basins #1 
wells were sampled at the Alaska Geological Materials Center (GMC) in Eagle River, Alaska. Where possible 
(Becharof State #1 and North Aleutian COST #1), 2.5 cm (1 inch) diameter plugs were drilled from the conventional 
cores to obtain thin sections and porosity-permeability (φ-k) measurements from the same sample. Only small core 
chips were available for the Great Basins #1 well, so no φ-k measurements could be obtained. Routine φ-k data for 
exploratory wells on the Alaska Peninsula were compiled 
from the state of Alaska Division of Oil & Gas’ (DOG) 
well files to augment data collected during this study. 
Additional previously-reported porosity and permeability 
data from Tertiary and Mesozoic outcrop samples 
(Reifenstuhl and others, 2005; Strauch and others, 2006) 
are included for comparison.  

The samples are primarily from the upper Paleogene and 
Neogene portion of the stratigraphic section. They 
encompass the Oligocene Stepovak, Miocene Bear Lake 
(including the Unga Member) and Pliocene Milky River 
formations (Figure 2). These units were purposefully 
chosen for initial investigation because of their high 
likelihood for containing reservoirs of good to excellent 
quality due their relatively young age. 

Detailed modal (point-count) analyses were performed on 
forty-seven (47) samples to obtain quantitative estimates 
of detrital and authigenic mineralogies. X-ray diffraction 
(XRD) and scanning electron microscope (SEM) analyses 
were conducted on nineteen (19) samples to identify and 
quantify the clay mineralogy of the sandstones. The SEM 
micrographs are also useful for estimating the type and 
distribution of porosity and cements. This report is 
primarily intended to release these data in a timely 
manner for use in the evaluation of the basin's petroleum 
potential with the hope they might encourage future 
exploration. As such, detailed interpretation of the data 
and evaluation of regional trends of reservoir quality are 
limited. Recent work by the DGGS documents various 
aspects of the structural geology, sedimentology, 
stratigraphy and petroleum geology of Bristol Bay and 
the Alaska Peninsula (Reifenstuhl and others, 2005; 
Finzel and others, 2005; Decker and others, 2005; Strauch 
and others, 2006; Loveland and others, 2007). 
 

Methods 

Thin Sections 

All samples were impregnated with blue-dyed epoxy in a vacuum for 30 minutes followed by the application of high 
pressure (1,500 - 2,000 pounds per square inch or psi) for at least 8 hours. This procedure ensures complete 
impregnation of even the most impermeable samples and facilitates the recognition of pore types. All thin sections 
were stained for K-feldspar with potassium cobaltinitrate (Laniz et al, 1964) and for carbonates with a combination 

Figure 2.  Stratigraphic column of Bristol Bay and the Alaska Peninsula 
(modified from Burk, 1965 and Detterman and others, 1996). 
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of alizarin red S and potassium ferricyanide (Dickson, 1965, 1966; Lindholm and Finkelman, 1971). Thin sections 
were prepared by Mark Mercer (Petrographic Services, Montrose, Colorado). Point-count analyses consisting of 300 
points per sample for composition and 200 detrital grains for size were conducted by Michael D. Wilson (Wilson & 
Associates, Lakewood, Colorado).  Petrographic results are provided in Tables 1 and 2. 

 Table 1. Summary of petrographic analyses of Bristol Bay subsurface samples  
 

 

X-ray Diffraction (XRD) 

Samples submitted for whole rock and clay mineral XRD analyses were cleaned of obvious contaminants and 
disaggregated in a mortar and pestle. A split of each sample was transferred to deionized water and pulverized using 
a McCrone micronizing mill. The resultant powder was dried, disaggregated, and pressure-packed into an aluminum 
sample holder to produce random whole-rock mounts. A separate split of each sample was dispersed in a dilute 
sodium phosphate solution using a sonic probe. The suspensions were centrifugally size fractionated to isolate clay-
size (<4 micron equivalent spherical diameter) materials for a separate clay mount. A <4 micron cutoff was 
employed to include all authigenic clays, some of which, particularly kaolinite, are coarser than 2 microns. The 
suspensions were vacuum-deposited on nylon membrane filters to produce oriented clay mineral aggregates. 
Membrane mounts were attached to glass slides and exposed to ethylene glycol vapor for a minimum of 24 hours. 
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Table 2. Petrographic parameters and ternary compositions of Bristol Bay subsurface samples 

X-ray diffraction analyses of the samples were performed using a Rigaku automated powder diffractometer 
equipped with a copper X-ray source (40kV, 35mA) and a scintillation X-ray detector. The whole rock samples were 
analyzed over an angular range of 2 to 65о 2Θ at a scan rate of one degree per minute. The glycol solvated oriented 
clay mounts were analyzed over an angular range of two to fifty degrees two theta at a rate of one and one half 
degrees per minute. 

Semiquantitative determinations of whole-rock mineral amounts were accomplished utilizing integrated peak areas 
(derived from peak-decomposition / profile-fitting methods) and empirical reference intensity ratio (RIR) factors 
determined specifically for the diffractometer used in data collection. The total phyllosilicate (clay and mica) 
abundance of the samples was determined on the whole-rock XRD patterns using combined {00l} and {hkl} clay 
mineral reflections and suitable empirical RIR factors.  

X-ray diffraction (XRD) patterns from glycol-solvated clay-fraction samples were analyzed using techniques similar 
to those described above. The relative amounts of phyllosilicate minerals were determined from the patterns using 
profile-fitted integrated peak intensities and combined empirical and calculated RIR factors. Determinations of 
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Table 3.  X-ray diffraction analyses of Bristol Bay subsurface samples 

mixed-layer clay ordering and expandability were done by comparing experimental diffraction data from the glycol-
solvated clay aggregates with simulated one dimensional diffraction profiles generated using the program 
NEWMOD written by R. C. Reynolds (Moore and Reynolds, 1989). Sample preparation, analyses and 
interpretations were performed by James B. Talbot (K/T GeoServices, Inc., Argyle, Texas, see www.ktgeo.com for 
details of analytical procedure).  X-ray diffraction results are provided in Table 3. A split of sandstones that were X-
rayed were also examined with an ISI DS-130 scanning electron microscope (SEM) to aid in the identification of 
authigenic components, particularly clay minerals, and to better visualize pore geometries (Figures 13-16). 
Standardless energy dispersive analyses of X-rays (EDX) were performed on several grains and pore-filling cements 
to confirm initial identifications based on crystal morphology. The analyses were conducted using a Kevex Delta 5 
system attached to the SEM. This work was performed at the Advanced Instrumentation Laboratory, University of 
Alaska, Fairbanks.  

Scanning Electron Microscopy (SEM) 

Results 

Interpretation of Ternary Diagrams 

The composition of the sandstones determined via point-count analyses (Tables 1 and 2) are summarized on a suite 
of ternary diagrams (Figure 3). The QFL (Quartz-Feldspar-Lithic) diagram (Figure 3A) is used to illustrate the 
composition of the major detrital components. In this diagram monocrystalline quartz (Qm) and polycrystalline 
quartz (Qp) are apportioned to the Q-pole to highlight chemical and mechanical stability. All feldspars (potassium-
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feldspar and plagioclase) are apportioned to the F-pole, with the remaining lithic components (including chert) 
plotted at the L-pole. Chert is included with the lithics to emphasize its sedimentary origin. In a break from tradition  

 

  

  

 

Figure 3. Ternary diagrams showing composition of Bristol Bay sandstones. A) QFL (Quartz-Feldspar-Lithics) 
diagram showing composition of detrital grains comprising the rock framework. All the sandstones are enriched in 
lithic grains. B) QmPK (Monocrystalline Quartz-Plagioclase-K-Feldspar) diagram showing monocrystalline 
composition of Bristol Bay sandstones. The sandstones are enriched in quartz and plagioclase with relatively less K-
Feldspar. C) Ls+LvLm (Sedimentary Lithics+Chert-Volcanic Lithics-Metamorphic Lithics) diagram showing lithic 
composition of Bristol Bay sandstones. Milky River sandstones are typically enriched in volcanic lithics. D) PCM 
(Porosity-Cement-Matrix) diagram showing composition of the intergranular components of the sandstones. 
Detrital matrix is present in some of the sandstones and is a primary factor controlling permeability in those rocks. 
Tables 1 and 2 list all data included in these diagrams. 
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(Dickinson, 1970; Dickinson and Suczek, 1979), intrabasinal components (that is, glauconite, phosphate and pellets) 
are included with the lithics due to their potential for compaction which negatively effects reservoir quality. In this 
diagram, the closer a sandstone plots towards the Q-pole, the greater its mineralogical maturity. The QmPK diagram 
(Figure 3B) is intended to show the composition of the monocrystalline components (quartz and feldspar) of the 
rocks, therefore all lithic fragments (including Qp) are excluded from the diagram. As in the QFL diagram, the 
closer a sandstone plots towards the Q-pole, the greater its mineralogical maturity. 

The LsLvLm diagram (Figure 3C) shows the composition of the aphanitic polycrystalline (lithic) components of the 
rock. Sedimentary rock fragments (SRF) including chert are included at the Ls-pole. Volcanic rock fragments (VRF) 
are apportioned to the Lv-pole, while metamorphic rock fragments (MRF) are included at the Lm-pole. Phaneritic 
plutonic rock fragments (for example, granite and diorite) are excluded from this diagram. The PCM diagram 
(Figure 3D) portrays the composition of the intergranular components (that is, porosity, cements and matrix) of the 
rock. The higher the ratio of porosity to cement plus matrix, the better the reservoir quality of the rock. 

Tertiary Sandstones 

The Tertiary sandstones vary in grain size from lower very fine-grained (fL, 70 µm) to upper coarse-grained (cU, 
920 µm) (Table 2). The framework grains are moderately to very well sorted (0.33 – 0.99 standard deviation in phi 
units of just the framework grains; ‘Meas. Framewk. Sorting’ in table 2) but the presence of detrital matrix results in 
some rocks having very poor overall sorting (> 2.0 standard deviation in phi units of entire rock, framework grains + 
matrix; Measured Sorting in Table 2). In general, the finer grained sandstones tend to be better sorted (Figure 4). 
The sandstones are highly lithic with an average framework composition of Q22F16L61 (Figure 3A). Monocrystalline 
quartz (Qm, 15%) is more common than polycrystalline (Qp, 7%) varieties. Feldspar is common with plagioclase  

 
Figure 4. Grain size-sorting scatter plot of Bristol Bay sandstones by formation. Data are for grains greater than 30 
μm in diameter and therefore exclude clay and very fine to medium silt. In general, the finer-grained rocks tend to 
be better sorted (note grain size is shown in phi units). Pearson correlation coefficient is -0.77. 
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(12%) dominant over K-feldspar (4%). The average lithic composition of the sandstones is Ls41Lv43Lm16 with grains 
consisting of felsic and mafic volcanic fragments, chert, phyllite, schist, quartzite, felsic plutonic fragments, 
mudstone and siltstone (Table 1). The Milky River samples are more volcanogenic than the other Tertiary 
sandstones with an average composition of Ls24Lv65Lm11. Micas average 2% of the framework fraction and consist 
of chlorite, muscovite and biotite. Amphibole, pyroxene, epidote and garnet are the most common heavy minerals 
and are indicative of an immature, labile suite. 

Detrital matrix varies in abundance, comprising from 0 to 16% of the sandstones (Table 1). It is particularly 
common in many of the Bear Lake samples (Figure 3D). The matrix consists predominantly of clay minerals with 
lesser amounts of detrital silt. Clay laminae are common in many of the samples, particularly the Milky River and 
Bear Lake sandstones (Table 1). Together, detrital matrix and clay laminae account for over 40% of the bulk volume 
of several sandstones. X-ray diffraction analyses suggest these clays largely consist of illite and mixed-layer 
illite/smectite (Table 3). The mixed-layer clay consists dominantly of smectite with only 10% illite layers. Because 
these clays are highly smectitic, the matrix could exhibit significant swelling if exposed to fresh water. 

The majority of the sandstones generally lack significant cement (Table 1, Figures 7-12).  Quartz cement occurs in 
minor amounts in a few samples, due in part to the lack of nucleation sties and relatively low abundance of detrital 
quartz. The extensive matrix in some of the samples also retards cementation by inhibiting nucleation of 
overgrowths. Carbonate cement, particularly siderite and calcite, occur in variable amounts (up to 10.5% of bulk 
rock) in a few samples but generally has little affect on reservoir quality in the majority of samples. Authigenic, 
pore-filling kaolinite (Figure 15) occurs in several samples and is probably related to feldspar alteration. In a few 
sandstones where it comprises over 10% of the rocks, kaolinite significantly degrades reservoir quality. 
Representative photomicrographs are presented in Figures 7-12. 

Reservoir Quality 

Reservoir quality of the Tertiary sandstones varies from excellent (φ > 30%, k > 100 md) to poor (φ < 10%, k < 1 
md). In order to illustrate the regional porosity-permeability trend, data for Tertiary and Mesozoic sandstones were 
plotted together (Figure 5). Most of the high-quality sandstones are Tertiary subsurface samples; the majority of 
low-quality rocks are from Mesozoic outcrops. Using an economic cutoff of 10% porosity and 1 md permeability 

 

Figure 5. Porosity-permeability scatter plot of Bristol Bay sandstones by formation. Using a cutoff of 10% porosity 
and 1 md permeability, a large proportion of the samples have good to excellent reservoir quality. Most of the high-
quality rocks are Tertiary subsurface samples while the majority of low-quality rocks are from Mesozoic outcrops. 
Table 4 lists all data included in this plot. 
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(suitable for liquid hydrocarbons), the majority of samples could be effective hydrocarbon reservoirs. Using lower 
φ-k cutoffs (7% porosity and 0.1 md permeability), a significant number of additional samples could be effective gas 
reservoirs. 

There is a fairly systematic relationship between reservoir quality (porosity-permeability) and depth (Figure 6). 
Porosities in excess of 20% and permeabilities over 10 md are present at depths approaching 10,000 feet. It should 
be noted that much of the data are from the North Aleutian COST #1 well which was drilled offshore in a deep 
portion of the basin. It is unclear if similar trends exist for the shallower, onshore portion of the basin. Additional 
data are needed before regional porosity-depth and permeability-depth trends can be established with certainty.  
Additional previously-reported porosity and permeability data from Tertiary and Mesozoic outcrop samples 
(Reifenstuhl and others, 2005; Strauch and others, 2006) are included for comparison.  

               
Figure 6. Reservoir quality-depth scatter plots of Bristol Bay sandstones by formation. A) Porosity-depth trend. B) 
Permeability-depth trend. Table 4 lists data included in this plot. 
 
 

 

Figure 7. Photomicrograph of Milky River 
sandstone showing well developed 
intergranular porosity (P).  Framework 
grains include quartz (Q), K-feldspar (K) 
and volcanic rock fragments (VRF). 
Becharof State #1, 2734.5', φ = 36.9%, k = 
3470 md 
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Figure 8. Photomicrograph of Milky River sandstone 
showing substantial mesoporosity in vesicular 
pumice fragments (Pu). Becharof State #1, 2726.5', φ 
= 43.2%, k = 2040 md. Sample contains much 
pumice. 

 

 

 

 

 

 

 

 
 
Figure 9. Photomicrograph of Bear Lake sandstone showing detrital clay matrix (M) partially occluding 
intergranular pores. Framework grains include quartz (Q), K-feldspar (K) and volcanic rock fragments (VRF). 
North Aleutian COST #1, 4197.0', φ = 35.6%, k = 16 md. Low permeability is the result of extensive clay matrix. 
 

 

 
 
 
 
 
 
 
 
Figure 10. Photomicrograph of Bear Lake sandstone 
showing clay matrix (M) sporadically filling 
intergranular pores (P). Framework grains include 
K-feldspar (K) and biotite (Bi). North Aleutian COST 
#1, 2734.5', φ = 33.7%, k = 18 md. Low permeability 
is the result of extensive clay matrix. 
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Figure 11.  Photomicrograph of Stepovak sandstone, North Aleutian COST #1, 8087.0', φ = 32.9%, k = 2358 md. 

 

 

 

 

 

 

 

 

 

 

 

 

 

12.  Photomicrograph of Stepovak sandstone, North Aleutian COST #1, 8635.0', φ = 31.4%, k = 709 md. 
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Figure 13. SEM photomicrograph of sandstone from the Milky River Formation, Amoco Becharof State #1, 2735.5’. 
A) General view showing angular nature of detrital grains and abundant intergranular porosity (P). B) Enlarged 
view of outlined area showing authigenic clay, probably mixed-layer chlorite-smectite (C/S), coating detrital grain. 
 

 

 
Figure 14. SEM photomicrograph of sandstone from the Bear Lake Formation, Amoco Becharof State #1, 3678.4’. 
A) General view showing abundant intergranular pores connected by open pore throats (P). B) Enlarged view of 
outlined area showing authigenic clay, probably mixed-layer chlorite-smectite (C/S), coating detrital grain and 
lining intergranular pore. 
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Figure 15. SEM photomicrograph of sandstone from the Unga Formation, ARCO North Aleutian COST #1, 5234.0'. 
A) General view showing abundant intergranular porosity (P) and detrital grains coated with kaolinite B) Enlarge 
view of outlined area showing authigenic kaolinite (Ka) filling intergranular pore. Microporosity is common 
between clay platelets. 
 

 

 
Figure 16. SEM photomicrograph of sandstone from the Stepovak Formation, ARCO North Aleutian COST #1, 
8087.0’. A) General view showing angular nature of detrital grains. Bright patches are small areas of authigenic 
clay (C) coating grains. B) Enlarge view of outlined area showing fibrous authigenic clay, probably illite (I), lining 
small intergranular pore. 
 



DOE Award Number: Grant DE-FC26-01NT41248 Page 44 
 

 

 

 
 Table 4.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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 Table 4 continued.  Porosity, permeability and saturation data for Bristol Bay sandstones 
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Conclusion 

Based on detailed point-count analyses, conventional core analyses, and SEM examination of samples from three 
exploratory wells, sandstones with favorable reservoir properties are present in the Milky River, Bear Lake and 
Stepovak formations and may yield economically viable petroleum reservoirs. Sandstones in older, more deeply 
buried strata are likely to be of lower reservoir quality.  
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Mercury injection capillary pressure; reservoir seal capacity of 26 outcrop samples from  
Miocene to Triassic age 

G.W. Bolger1 and R.R. Reifenstuhl 
1PetroTech Associates, 11767 Katy Freeway, Suite 320, Houston, Texas 77079 

Abstract 

Twenty-six (26) outcrop samples from Alaska Peninsula formations: Bear Lake (11 samples), Stepovak (2 samples), 
Tolstoi (5 samples), Staniukovich (4 samples), and Kamishak (4 samples), were selected from the stratigraphic 
section as prospective hydrocarbon seals (fig. 1). These samples were analyzed using mercury injection capillary 
pressure (MICP). Formations were sampled based on reservoir seal position within perspective petroleum play 
concepts. Sampled outcrop lithologies were sought with the greatest perceived seal capacity.  

The best quality seals (Sneider Seal Classification, Sneider, 1997) in the sample set are Sneider Type A and are 
present in the Bear Lake, Kamishak and Tolstoi Formations (table 1). Overall, the Type A seals represent 
approximately 40 percent of the samples collected (11 out of 26) and largely consist of rock visually characterized 
as claystone and limestone (Kamishak Limestone), but also include a few of the argillaceous siltstone and 
argillaceous sandstone samples. The porosity in the Type A seals ranges from 1.22 percent (Kamishak limestone) to 
20.2 percent (Bear Lake argillaceous siltstone); but in all cases the rocks have a fine scale pore structure that 
supports high capillary pressures. 

Type C seals are the next most common and account for approximately 30 percent of the samples. For the most part, 
they are moderately argillaceous to argillaceous siltstones. Porosity ranges from 4.82 percent (Stepovak Fm.) to 18.2 
percent (Bear Lake Fm.). A majority of the Type C seal rocks have a bimodal pore structure and the lower capillary 
pressures associated with the larger, initial pore aperture population generally control the seal capacity. Where the 
Type C seals have a laminated fabric that creates the bimodality, the seal quality may be higher if the laminations 
are oriented perpendicular, or at a high angle, to the hydrocarbon migration direction..  

The Staniukovich Formation samples include one calcareous siltstone with cemented, to partially-open fractures and 
one well-compacted sandstone that are both Type B seals. Porosity is 8.30 percent and 4.98 percent, respectively. 
These rocks have bimodal pore structures that do not appear to be related to the depositional fabric. 

The data provided by the MICP analysis show that a significant portion of the rock types sampled as potential 
sealing facies represent good quality Type A and Type B seals. 

The lateral extent of the high-quality reservoir seals determined by this study is constrained only by our 
interpretation of its depositional environment.  For example, the regional extent of the seal samples from the Bear 
Lake Formation is likely limited, given its fluvial and marginal marine depositional environment (Finzel and others, 
2005; Finzel and others, in press).  However, the Stepovak, Tolstoi, Staniukovich, and Kamishak formations are 
expected to have a more regional extent based on their shallow marine environment of deposition. 

Introduction and methodology 

Public data on the quality of potential sealing facies in the onshore Bristol Bay petroleum system was previously not 
available.  Additionally, there has been some concern as to whether good quality seals exist within the depositional 
settings proposed for these rocks.  In order to provide an initial database to address these issues, twenty-six Alaska 
Peninsula outcrop samples were collected to test their reservoir seal capacity (fig. 1; table 1). These rock samples 
were selected from the stratigraphic section (Figure 2) based on the likelihood that they might act as capillary seals 
for a subsurface reservoir in an oil or gas play on the Alaska Peninsula or near-shore Bristol Bay basin. Formations 
sampled include: 

Bear Lake (Miocene; 11 samples), Stepovak (Oligocene; 2 samples), Tolstoi (Eocene; 5 samples), Staniukovich 
(Early Cretaceous; 4 samples), and Kamishak (Triassic; 4 samples). 

Seals are defined as generally ductile rocks with a very high capillary entry pressure that can dam-up, or stop 
hydrocarbon migration. Petrophysical and petrographic studies of conventional and sidewall cores from known seal-
reservoir couplets of hydrocarbon-producing reservoirs provide a basis to quantify the capacity of a rock to seal a 
hydrocarbon column (Sneider, 1997). The most important property of a seal is its pore-size distribution as measured 
in thin section, scanning electron microscope, and high pressure (up to 60,000 psi) air-mercury capillary pressure 
curves determined across bedding surfaces. Using the density difference of normal saline water and 35 degree API 
oil as a standard, an arbitrary scale of seal types has been developed (Sneider, 1997). 
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Figure 1. Map of the Alaska Peninsula showing the location of 26 outcrops sampled for mercury injection capillary 
pressure analyses. Samples are from the Port Moller, Puale Bay, and Ugashik Lake areas.. 
 

The outcrop samples collected from the measured sections or geologic mapping grab-samples to be used for seal 
evaluation were forwarded to Petrotech Associates (Houston, Texas). The pieces of rock in each sample were examined 
using a reflected light microscope (magnifications of 5X to 50X) and a brief description of the rock properties was made 
(see below). A representative portion of the bulk sample was selected for capillary pressure analysis and trimmed to a 
size that would fit the sample holder. The sample was then placed in a low temperature convection oven and dried to a 
constant weight. 

The high-pressure, mercury injection capillary pressure (MICP) analysis was carried out using a Micromeritics 9420 
mercury porosimeter. Penetrometers with 15 cc sample chambers were used for all analyses. Each test utilized a pressure 
table containing 118 separate pressure points from 1.5 to 59,500 psia, and the volume of mercury injected was measured 
at each point. The collected data were corrected for closure; that is, intrusion related only to the mercury conforming to 
the sample surface. The complete detailed analytical data set for each sample and coordinates for each sample location 
are presented in tabular and graphical formats in RDF 2007-3 (Loveland and others, 2007) available by contacting the 
State of Alaska Division of Natural Resources, Division of Geological and Geophysical Surveys 
(www.dggs.dnr.state.ak.us). 

The air/mercury capillary pressure data were converted to gas/water and oil/water systems assuming a gas/water surface 
tension of 50 dynes/cm and an oil/water interfacial tension of 30 dynes/cm. Subsequent conversion to equivalent height 
was made using the following values in table 2. These values are used to reflect interpreted reservoir conditions. 
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   MICP Derived   
  Sample and  Porosity  Permeability Sneider  

  Formation (%) 
(md = 

millidarcys) 
Seal 
Type Description 

       
Bear Lake Formation    
       
  BL - 3 20.2  0.0068 A siltstone, argillaceous 
  CP1 - 182 7.49 0.0007 A claystone 
  SD1 - 16 4.06 0.0001 A sandstone, argillaceous, variable 

  SD1 - 90 3.64 0.0001 A 
sandstone/siltstone/claystone, laminated, 
hard 

  BL - 18 18.2  0.112 C siltstone, laminated argillaceous/clean 
  CP1 - 0.5 10.3  0.0006 C siltstone, moderately argillaceous 
  LH1 - 115 7.77 0.0005 C siltsone/sandstone, argillaceous 
  07RR013B 37.0  0.974 D siltstone, laminated argillaceous/clean 
  05PD110B 22.1  0.285 D siltstone/sandstone, laminated 
  LH1 - 27.5 17.3  1.30 E sandstone, slightly argillaceous 
  05RR239D 19.4  20.9 none sandstone, reservoir (?) rock 
Stepovak 
Formation     
       
  05RR223A 7.02 0.0005 C sandstone, compacted 
  05RR222A 4.82 0.0002 C sandstone, argillaceous matrix  
Tolstoi Formation     
       
  05RR250A 6.65 0.0004 A claystone 
  06PD095b 3.69 0.0001 A claystone 
  06RR104b 2.88 0.00003 A claystone 
  06RR095b-2 5.65 0.0061 C sandstone, compacted, matrix? 
  06RR106b 19.2  0.026 D claystone, organic-rich, coaly 
Staniukovich Formation    
       
  06PD113a 8.3  0.0064 B siltstone, calcareous, fractures 
  06BG210 4.98 0.0002 B sandstone, argillaceous, compacted 
  06PD151a 12.6  0.048 C siltstone, moderately argillaceous 
  06RR090b 9.33 0.0088 C sandstone, argillaceous 
Kamishak Formation    
       
  07MW003 - 7.5 5.2  0.0002 A sandstone, compacted, cemented 
  07MW005 - 50 2.45 0.00008 A limestone, crystalline 
  07MW007 - 27.2 1.29 0.00003 A limestone, crystalline 
  07MW003 - 46.8 1.22 0.00001 A limestone, crystalline 
            

Table 1. Porosity and permeability, and Sneider (1997) hydrocarbon seal type derived from mercury injection 
capillary pressure analyses for 26 Alaska Peninsula outcrop samples. See text for discussion of Sneider seal type. 
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Calculations of potential seal capacity 
(hydrocarbon column held) were made for 
hydrocarbon saturations in the seal of 0 
percent (entry), 5 percent, 7.5 percent and 
10 percent and are part of the available 
database. 

Porosity and permeability values were 
generated for each of the samples using 
the MICP data. The porosity is measured 
using an Archimedes bulk volume and the 
pore volume based on the closure 
corrected volume of mercury injected. 
Permeability is calculated using the 
Swanson Equation (Swanson, 1981). 

Rock types 

Twenty-six (26) samples (see table 1), 
representing various facies and rock 
types, were analyzed for their potential 
seal capacity. The samples were collected 
from the following formations: Bear Lake 
(11 samples), Stepovak (2 samples), 
Tolstoi (5 samples), Staniukovich (4 
samples), Kamishak (4 samples).  

The appearance of the samples while 
being examined under reflected light 
microscopy, indicates that they include a 
variety of rock types and depositional 
fabrics (table 1). A majority of the rocks 
have a grain-rich character and include 
sandstones (9 samples), siltstones (7 
samples) and mixtures of the two (2 
samples). The grain-rich samples appear 
to contain limited to high levels of clay, 
with moderately argillaceous to 
argillaceous fabrics common. Samples 
that exhibit a more clay-rich character 
(that is, claystones) are less common and 
were primarily collected from the Tolstoi 
Formation. Samples containing distinctly 
laminated fabrics are from the Bear Lake 
Formation. Rock properties creating the 
laminae range from changes in grain size 
(that is sand to silt or silt to clay) to  
more commonly variations in clay 
mineral content (that is clean to  

 

 

Figure 2. Stratigraphic column for the 
Alaska Peninsula (modified from Burk, 
1965).argillaceous).  
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Limestones that appear to have originally been slightly fossiliferous mudstones, are the dominant rock in the outcrop 
samples from the Kamishak Formation. Locally there is visual evidence that higher levels of compaction have 
occurred. Only rarely do the rocks appear to have been highly cemented. 

 
Water Density Oil Density Gas Density 

1.016 g/cc 0.28 g/cc 0.69 g/cc 

Table 2.  Values used for conversion to equivalent height of oil and gas based on the mercury injection capillary 
pressure (MICP) analyses. 
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Figure 3. Porosity and permeability derived from mercury injection capillary pressure analyses for 26 Alaska 
Peninsula outcrop samples. Samples are plotted using symbology corresponding to their stratigraphic formation 
and show significant variability due to rock type changes and petrophysical differences within the individual 
formations. 
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Figure 4. Porosity and permeability derived from mercury injection capillary pressure analyses for 26 Alaska 
Peninsula outcrop samples. Samples are plotted using symbology corresponding to their Sneider (1991) 
hydrocarbon seal type (see text and table 3 for details).  
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Figure 5. Seal capacity at 7.5 percent oil saturation in seal for 26 Alaska Peninsula outcrop samples. Mercury 
injection capillary pressure analyses show significant variability in the potential column heights for the rock types 
sampled as well as within the individual formations. 
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Figure 6. Seal capacity at 7.5 percent gas saturation in seal for 26 Alaska Peninsula outcrop samples. Mercury 
injection capillary pressure analyses show the significant variability in the potential column heights for the rock 
types sampled and also within the individual formations. 
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Pore structure 

The porosity and permeability based on the MICP data, are listed in table 1 and displayed in figures 3 and 4, 
identified by formation and seal type, respectively. There is a large range in both porosity (1.22 percent to 37.0 
percent) and permeability (0.00001 md to 1.30 md), with the most scatter in the Bear Lake Formation samples. The 
higher porosity rock types tend to be argillaceous siltstones and cleaner sandstones that retain some open 
intergranular pore space. The lowest porosity rocks are the Kamishak Formation limestones (average 1.65 percent), 
followed by claystones (average 5.18 percent) and the compacted sandstones (5.53 percent) that are present in each 
of the formations. In the samples with the higher permeability values, a portion of the rock generally has a grain-
supported fabric that contains remnant, primary intergranular pore space. However, these rocks are often laminated, 
resulting in inferred anisotropy. 

The pore structure in the sandstones and laminated siltstone/sandstones generally exhibit some degree of bimodality; 
that is, there are two separate populations in the pore aperture size distribution which control access to the pore 
space. The two modes reflect the aperture size differences created by the change in grain size (for example, sand, 
silt) or open intergranular pore space versus microporous clay. The claystones, limestones and more uniform 
argillaceous grain-rich rocks have relatively well defined, unimodal pore structures. This is largely a function of the 
more homogeneous rock fabric that produces a narrower pore aperture size distribution. 

Seal quality 

An assessment of seal capacity is provided by the Sneider Seal Classification (Sneider, 1997). This classification is a 
qualitative system for ranking seals, and is based on the mercury capillary entry pressure. Seal type, corresponding 
mercury capillary entry pressure and equivalent column height for a “standard” oil water system are compiled below 
(table 3). 

 

Seal Type 

Entry Pressure (pounds per 

square inch) 

Oil Column Held (feet; one 

meter ~ 3.1 feet) 

   
A+ >6868 >5000 

A 1373 - 6868 1000 – 5000 

B 687 - 1373 500 – 1000 

C 137 - 687 100 – 500 

D 69 - 137 50 – 100 

E 14 - 69 <50 

F <14 Waste Zone 

Table 3.  Sneider (1991) hydrocarbon seal types, entry pressure, and oil column held range based on mercury 
injection capillary pressure (MICP) analyses. 
 

The best quality seals (Sneider, 1997) in the sample set are Sneider Type A and are present in the Bear Lake, 
Kamishak and Tolstoi Formations (table 4). Overall, the Type A seals represent approximately 40 percent of the 
samples collected (11 out of 26) and largely consist of rock visually characterized as claystone and limestone, but 
also include a few of the argillaceous siltstone and argillaceous sandstone samples. The porosity in the Type A seals 
ranges from 1.22 percent (Kamishak limestone) to 20.2 percent (Bear Lake argillaceous siltstone); but in all cases 
the rocks have a fine scale pore structure that supports high capillary pressures. 

Type C seals are the next most common and account for approximately 30 percent of the samples. They are present 
in all of the formations except the Kamishak and, for the most part, are moderately argillaceous to argillaceous 
siltstones. A majority of the Type C seal rocks have a bimodal pore structure and the lower capillary pressures 
associated with the larger, initial pore aperture population generally control the seal capacity. Where the Type C 
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seals have a laminated fabric that creates the bimodality, the seal quality may be higher if the laminations are 
oriented perpendicular, or at a high angle, to the hydrocarbon migration direction, like a top seal that is conformable 
with the reservoir. . Porosity ranges from 4.82 percent (Stepovak Fm.) to 18.2 percent (Bear Lake Fm.). 

The Staniukovich Formation samples include a calcareous siltstone with cemented to partially open fractures, and a 
well compacted sandstone that are both Type B seals. Porosity is 8.30 percent and 4.98 percent, respectively. These 
rocks have bimodal pore structures that do not appear to be related to the depositional fabric. 

A small portion of the samples collected represent Type D and E quality seals. The Bear Lake Formation rocks 
within these lower seal capacity ranges, for the most part, have grain supported fabrics and appear to contain an 
amount of open intergranular pore space that makes them borderline reservoir rock, rather than seals. They also have 
high porosity (17.3 percent to 37.0 percent) and permeability (0.285 md to 1.30 md). However, as with the Type C 
seals, laminated fabrics and bimodal pore structures present the potential for higher seal quality if the laminations 
are perpendicular to the migration direction.  Sampled in the Tolstoi Formation is an apparent organic-rich, almost 
coaly, claystone that has high porosity (19.2 percent) and a heterogeneous pore structure that produces capillary 
properties consistent with a Type D seal. 

The seal capacity (hydrocarbon column held) can be quantified based on an assumption of the hydrocarbon 
saturation present in the seal at the leak point. The air/mercury capillary pressure needed to generate the assumed 
saturation is converted to equivalent height for the specific hydrocarbon/water system being evaluated. The common 
range in values is from 5 percent to 10 percent non-wetting phase saturation. The value at 7.5 percent saturation is 
used here to indicate the point where the hydrocarbon content in the seal is sufficient to form a phase continuous 
enough to cause the seal to leak. Potential seal capacities for this saturation level, grouped by formation, are plotted 
in figures 4 and 5 for oil and gas, respectively. 

It is apparent from the seal capacity data in figures 5 and 6 that there is significant variability in the potential column 
heights for the rock types sampled and also within the individual formations. Table 4 illustrates the range in 
potential column heights for both oil and gas referenced to the Sneider Seal Types. 

 

Column height range (feet; 1 
meter ~ 3.1 feet) 

Column height average (feet; 1 
meter ~ 3.1 feet ) 

Seal 
Type 

Formations 
Present 

Oil Gas Oil Gas 

A 
Bear Lake 
Kamishak 
Tolstoi 

2170 - 4984 1602 - 3679 3257 2404 

B Staniukovich 798 - 1360 589 - 1004 1079 796 

C 

Bear Lake 
Staniukovich 
Stepovak 
Tolstoi 

199 - 661 147 - 488 417 308 

D Bear Lake 
Tolstoi 117 - 151 87 - 111 136 101 

E Bear Lake 61 45 - - 

Table 4.  Sneider (1991) hydrocarbon seal types, Alaska Peninsula formations sampled and hydrocarbon column 
height values for oil and gas based on mercury injection capillary pressure (MICP) analyses. 
 

Conclusions 

The results of the mercury injection analysis show that there are rock types that represent good quality capillary 
seals present in Miocene to Triassic Age formations of the Alaska Peninsula (onshore Bristol Bay petroleum 
system). The highest quality seals are found in the Kamishak, Tolstoi and Bear Lake Formations, and the poorest in 
the Stepovak and Staniukovich.  However, as sampled, there is also significant variability within some of the 
formations, with some of the poorest quality seals also coming from the Bear Lake and Tolstoi Formations.  
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The rock types analyzed include siltstone, sandstone, claystone and crystalline limestone.  Porosity ranges from 
1.22% to 37.0% and permeability from 0.00001 md to 1.30 md. The siltstones and sandstones are commonly 
moderately argillaceous to argillaceous, and are thinly laminated in the Bear Lake Formation.  The laminae are 
developed by changes in particle size and/or clay mineral content.   

A majority (40%) of the rocks analyzed are Type A seals (Sneider Classification System) that are comprised of 
crystalline limestones (Kamishak Fm.), claystones (Tolstoi and Bear Lake Fm.), and compacted/cemented 
sandstones (Bear Lake and Kamishak Fm.).  Using “standard” reservoir fluid parameters, the average capillary 
properties of the Type A seals are capable of holding oil columns of 3200 feet and gas columns of 2400 feet.  Lower 
quality Type B seals are represented by compacted/cemented sandstone and siltstone (Staniukovich Fm.) with 
slightly more open pore structures, or that contain partially open fractures. 

Type C seals are the second most common seal type and comprise about 30% of the samples. As with most 
depositional systems, an increase in the grain content of the rock generally results in a decrease in seal quality, 
especially where the rock fabrics develop a grain supported framework. In this study, the more grain-rich rocks, 
sampled from the Bear Lake, Staniukovich, Stepovak and Tolstoi Formations, include siltstones and sandstones that 
contain varying amounts of matrix clay. Additionally, a portion of the Type C seals have laminated fabrics that 
commonly result in bimodal pore structures; where the more permeable laminae with larger pore apertures control 
the seal quality. As tested, the Type C seals can trap potential oil columns of 400 feet and gas columns of 300 feet. 
However, in the laminated rocks, seal quality should improve if the laminae are oriented perpendicular, or at high 
angles, to the direction of hydrocarbon migration, like a top seal that is conformable with the reservoir. 

The most grain-rich rock sampled, including those with open intergranular pore structures more comparable to 
reservoir rock, make up the limited amount of Type D and E seals. 

The lateral extent of the high-quality reservoir seals determined by this study is constrained only by our 
interpretation of its depositional environment.  For example, the regional extent of the seal samples from the Bear 
Lake Formation is likely limited, given its fluvial and marginal marine depositional environment (Finzel and others, 
2005; Finzel and others, in press).  However, the Stepovak, Tolstoi, Staniukovich, and Kamishak formations are 
expected to have a more regional extent based on their shallow marine environment of deposition. 
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Bear Lake Formation microprobe data 
Cheryl Hartbauer 

University of Alaska, Department of Geology & Geophysics, P.O. Box 757320, Fairbanks, Alaska 99775-7320 
 
Microprobe data were collected as part of a study to test the hypotheses that the composition of the Bear Lake 
Formation (fig. 1) reflects progressive erosion of Tertiary and 
Mesozoic units of the Alaska Peninsula, and that diagenetic minerals 
present in the Bear Lake Formation reflect conditions implied by 
thermal maturity indicators. Five samples were analyzed in order to 
characterize the composition of volcanic rock fragments, other 
framework clasts, and diagenetic minerals. These samples are all 
sandstones from outcrops of the Bear Lake Formation in the Port 
Moller area of the Alaska Peninsula (fig. 2). Major oxide 
compositions were measured using the Cameca SX-50 electron 
microprobe at the Advanced Instrumentation Laboratory at the 
University of Alaska Fairbanks. 

Three samples were taken from measured stratigraphic sections and 
were analyzed using a 2-micron beam with 15 KeV and 10 nA. Pore-
lining clay of a sodic illite composition and pore-filling zeolites were 
identified in sample BL2-176 (fig. 3). Chemical composition and 
cursory XRD analysis suggest that these zeolites are heulandite. 
Other minerals identified in these samples include plagioclase (An1–
68), potassium feldspar, hornblende, glauconite, and smectite. Albite 
(An1–5) occurs as a pore-filling mineral and replaces plagioclase of 
higher anorthite content. Samples BL5-92 and BL2-176 contain both 
zeolite and albite. 

 

 

 

 

Figure 2.  Location of outcrop samples from the Bear Lake Formation used in microprobe analysis.  BL prefix 
indicates samples from measured stratigraphic sections. 

Figure 1. Tertiary stratigraphic column for 
the Alaska Peninsula 
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Analysis of two additional samples focused on classifying volcanic rock fragments. A 20-micron beam was used 
with 15 KeV and 10 nA. Individual phenocrysts in each clast were analyzed and averaged with measurements of the 
groundmass to approximate a whole-rock composition. For fragments with phenocrysts smaller than 20 microns, 
individual points that included a combination of phenocryst and groundmass were measured and averaged to 
approximate a whole-rock composition.  

Forty-six volcanic rock fragments were analyzed from 
sample 04RR163b. Both felsic and intermediate volcanic 
fragments were identified, with a notable absence of 
mafic fragments (fig. 4). Classification based on 
comparison with average major-oxide compositions of 
volcanic rock types agrees extremely well with 
classification based on the total alkali–silica diagram. 
Phenocrysts identified include pyroxene, hornblende, and 
plagioclase (fig. 5). Both clinopyroxene and 
orthopyroxene were identified, with clinopyroxene being 
the more prevalent of the two. Anorthite content of the 
plagioclase ranges from An44 to An69. In addition, some 
quartz phenocrysts were identified in the felsic volcanic 
fragments. 

Figure 3.  Photomicrograph of pore-lining illite (arrow) 
and pore-filling zeolite (Z) in sample BL2-176. 
 

Twenty-six volcanic rock fragments were analyzed from sample 04RR152b. The majority of these fragments have 
been altered to the point that their compositions no longer resemble those of volcanic rocks. Groundmass has been 
replaced by clay, and in some fragments plagioclase is albitized or replaced by calcite (fig. 6). Compositionally, a 
number of fragments still appear volcanic, but the total alkali–silica diagram could not be used to classify these 
fragments due to mobility of Na and K. Instead, the data were compared to average volcanic rock compositions with 
emphasis on the relatively non-mobile elements Si and Ti. These fragments were found to be of intermediate and 
felsic composition, ranging from basaltic andesite to rhyolite (fig. 7).   

  

Figure 4. Total alkali-silica plot for volcanic rock fragments (sample 04RR163b 



DOE Award Number: Grant DE-FC26-01NT41248 Page 69 

 

 

 
 
 
 
 

Figure 6. Photomicrograph of volcanic rock fragment in sample 04RR152b with calcite altered 
plagioclase (arrow).  Shown in plane-polarized light (left) and with crossed-polars (right). 

Figure 5. Photomicrograph of volcanic rock 
fragment in sample 04RR163b with hornblende, 
clinopyroxene, and plagioclase (An56) 
phenocrysts 
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In general, microprobe analysis of these five samples from the Bear Lake Formation shows that volcanic fragments 
are slightly to severely altered, and of felsic and intermediate composition. This characterization will aid in 
provenance identification. Recognition of compositional variations and refinement of provenance interpretation for 
the Bear Lake Formation will provide a foundation for interpreting the tectonic dynamics of the Alaska Peninsula 
during the Miocene. The identification of pore-filling and replacement minerals, such as zeolite and albite, helps to 
characterize the diagenetic mineralogy of the Bear Lake Formation. Considering this mineralogy in conjunction with 
existing thermal maturation data will aid in understanding the diagenetic conditions that this formation has 
experienced in the Port Moller area. 
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Figure 7. SiO2 versus TiO2 
plot for selected altered 
volcanic rock fragments 
analyzed in sample 
04RR152b.  Classification 
boundaries are taken from 
Streckeisen (1976) 
boundaries for sub-alkalic 
rocks.  The dashed curve is 
an average trend for 18,170 
relatively unaltered igneous 
rocks. 
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Field investigations of the Ugashik lakes fault system and relationship to the subsurface Ugashik sub-basin 
P.L. Decker, R. R. Reifenstuhl, and R.J. Gillis 

 

Introduction 

A north-northeast trending fault zone, referred to here as the Ugashik Lakes fault system (ULFS), is constrained by 
outcrop relationships at just two localities approximately 21 km (13 mi) apart, located north and south of Lower 
Ugashik Lake (Detterman and others, 1987; Wilson and others, 1999).  This fault system juxtaposes a large region 
of broadly folded and highly faulted Jurassic and older rocks on the east with very limited exposures of less 
deformed Tertiary Bear Lake Formation on the west (fig. 1).  These Bear Lake outcrops on the west side are the 
northeastern-most deposits of the late Cretaceous to Tertiary-aged North Aleutian (Bristol Bay) back-arc basin.  
Interpretation of subsurface well and seismic data, in conjunction with aeromagnetic and surface geologic mapping, 
strongly suggests the presence of a fault-controlled, Neogene-aged sedimentary depocenter (here termed the 
Ugashik sub-basin) immediately west of the ULFS, but details of this faulted margin remain enigmatic.  

Our field investigations revealed no exposures of the actual surfaces of the controlling faults, which are everywhere 
obscured either by heavy vegetative cover, surficial deposits, or the waters of Upper and Lower Ugashik Lakes.  
This lack of exposure leads to considerable uncertainty regarding the number, attitude, sense of movement, and 
cumulative displacement of the major faults in this zone.  Detterman and others (1987) inferred a west dipping 
normal fault in their cross section through an unexposed part of the system in Upper Ugashik Lake, but the 
possibilities that the ULFS might instead consist of up-to-east reverse faults or steep faults with substantial strike-
slip displacement should also be considered.   

Where constrained by outcrop, the ULFS coincides closely with a well defined, curvilinear, two-stranded 
aeromagnetic anomaly (fig. 2; Saltus and others, 1999; Meyer and others, 2004; Meyer, 2007) that trends north-
northeast toward the southwestern part of Becharof Lake, where both the wavelength and orientation of the total 
field magnetic anomalies change dramatically across a narrow northwest-southeast trending zone, referred to in this 
paper as the Becharof discontinuity.  The surface trace of the Bruin Bay fault (BBF) as mapped by Wilson and 
others (1999) terminates southward at this magnetic discontinuity (fig. 2) near The Gas Rocks, the site of intense 
venting of mantle-derived carbon dioxide, and the nearby Ukinrek Maars craters formed by mantle-linked 
phreatomagmatic eruptions in 1977 (Barnes and McCoy, 1979; Motyka and others, 1993; Symonds and others, 
1997).  The Bruin Bay fault is a major north-northeast trending, up-to-west, Tertiary reverse fault system with a 
possible strike-slip component (Detterman and Hartsock, 1966; Detterman and others, 1976; Detterman and others, 
1987).  It is mapped for some 530 km (330 miles) from the south shore of Becharof Lake to its intersection with the 
Castle Mountain fault, the northern margin of the upper Cook Inlet basin.  Detterman and others (1987) extended the 
unexposed, queried map trace of the Bruin Bay fault farther south into Upper Ugashik Lake, following one of the 
arcuate strands of the short-wavelength magnetic anomaly, and speculated that the ULFS is the southern 
continuation of the BBF, despite the fact that the two systems have opposite senses of stratigraphic separation, at 
least since the deposition of the Bear Lake Formation in Miocene time.   

Taking a somewhat different view, we agree that the controlling faults of the ULFS likely intersect the up-to-west 
Bruin Bay reverse fault, and they may occupy or merge into a zone of crustal weakness created by earlier reverse 
movement, but we believe their down-to-west separation clearly sets them apart from the BBF.  We hypothesize that 
the ULFS consists of a set of at least two major down-to -west normal or normal-oblique faults that helped facilitate 
Neogene subsidence and sedimentation in the northeastern segment of the North Aleutian basin, the Ugashik sub-
basin.  The map traces of these controlling faults, including covered reaches, are predicted to correspond closely 
with the arcuate bands of the short-wavelength aeromagnetic anomaly observable from inspection of the total field 
aeromagnetic map.  The objectives of this study were to weigh this hypothesis by (1) verifying previously mapped 
outcrop relationships, (2) relating them to boundaries interpreted from the aeromagnetic data, and (3) collecting 
additional outcrop data relevant to interpreting the attitude, kinematics, and movement history of the main fault or 
faults that make up the system.  We then outline a broader structural hypothesis of the relationship between the 
ULFS, the BBF, and the Ugashik sub-basin, integrating our interpretations of the outcrop geology, aeromagnetics, 
subsurface well and seismic data, and modern seismicity. 

Key Relationships Indicated by Previous Geologic Mapping 

In the immediate vicinity of the ULFS, our limited observations confirm the overall distribution of rock units as 
mapped (fig. 3; Detterman and others, 1987), although in many places, actual outcrop is far less extensive and 
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surficial cover is more extensive than shown.  This is true both near the Ugashik Narrows (the small stream 
connecting Upper and Lower Ugashik lakes) and in the upland area south of Lower Ugashik Lake, where the area of 
Bear Lake outcrop is heavily over-represented in previous mapping, though we did locate an additional Bear Lake 
outcrop immediately northwest of the Narrows in an area previously mapped as Quaternary.  The important point is 
that, despite these discrepancies, we believe the bedrock units mapped by Detterman and others (1987) near the 
ULFS are mostly accurately portrayed, even if the area of their outcrop is simplified. 

Our work substantiates several other key geologic mapping relationships relevant to integrating the aeromagnetic 
data into the structural interpretation of the ULFS (figs. 3 and 4).  The island in the northern part of Upper Ugashik 
Lake and most of the eastern shoreline and of the Ugashik Lakes is underlain by moderately east-dipping 
conglomerates and sandstones of the Upper Jurassic Naknek Formation.  A narrow band of Middle Jurassic Shelikof 
Formation is mapped underlying the low-lying hills at the base of much higher, steeper terrain east of Ugashik 
Narrows.  We tentatively confirm the presence of Shelikof here by our observations of basaltic conglomerate beds in 
sandstones bearing a diverse molluscan assemblage that includes the Callovian ammonite Cadoceras in addition to 
broad-ranging bivalves and belemnites (R. Blodgett, personal communication, August 12, 2007).  This sliver of 
Shelikof Formation is interpreted by Detterman and others (1987) as a horse caught between two parallel faults: a 
steep up-to-the-west fault on the east and a steep, down-to -west fault on the west.  Both faults and most of the 
bedrock are covered, but corresponding topographic lineaments are consistent with this structural interpretation.   

Relationships of Geologic Contacts to Aeromagnetic Boundaries 

Many of the Jurassic and younger sedimentary formations on the Alaska Peninsula possess significant magnetic 
susceptibility due to the presence of magnetite and/or other magnetic minerals derived from the Jurassic, Tertiary, 
and Quaternary magmatic arcs.  In the Ugashik Lakes area, Jurassic Naknek and Shelikof outcrops consistently 
underlie the eastern of the two curvilinear strands of strongly positive magnetic anomaly (fig. 4).  This is particularly 
clear along the eastern shorelines of Upper and Lower Ugashik lakes, for example, immediately east of the Ugashik 
Narrows.  The eastern and western strands converge toward the south in the highlands of Naknek Formation just 
south of Lower Ugashik Lake.  Continuing further south to the west of Mother Goose Lake, the single remaining 
band of highly positive magnetic intensity corresponds mainly with outcrops of Eocene-Oligocene Meshik volcanics 
(fig. 4).   The outcrops of Bear Lake Formation occur within bands of negative magnetic signature between and to 
the west of the positive lineaments.  Bear Lake outcrops near Ugashik Narrows are bounded by linear highly 
positive strands on both east and west, whereas Bear Lake outcrops south of Lower Ugashik Lake occur west of the 
intersection of the two positive strands.  We recognize that, as a general rule, the strike and extent of aeromagnetic 
anomalies do not necessarily closely coincide with the distribution of buried magnetic bodies (e.g., Vacquier, 1963).  
In this case, however, we find the correlation between the short wavelength magnetic anomalies and exposed 
bedrock units compelling enough to warrant fairly literal interpretation of the shallow subsurface.  In a similar but 
more quantitative vein, Saltus and others (2001) interpreted a high-resolution aeromagnetic dataset in the Tertiary 
Cook Inlet basin by filtering at various wavelengths, relating the shorter wavelength anomalies to geologic sources 
at or very near the surface.  

Where exposure is sufficient to map with reasonable confidence, the fault contacts between Bear Lake and Jurassic 
units occur at fairly obvious, qualitatively observed boundaries between relatively short-wavelength positive and 
negative aeromagnetic anomalies.  We infer from this that the aeromagnetic boundaries can be used to extend these 
rock units and fault traces into covered areas.  The magnetic patterns imply that there are likely two major faults that 
accommodated or preserved Bear Lake deposits on their western downthrown blocks (labeled A and B in figures 5 
and 6).  According to this conceptual model, Bear Lake outcrops near the Ugashik Narrows are preserved on the 
downthrown side of the eastern fault (A).  This fault contact is inferred to continue northward, immediately west of 
the island of Naknek conglomerates in Upper Ugashik Lake.  The Bear Lake outcrops south of Lower Ugashik Lake 
are likely downthrown to a separate western fault (B) parallel to the western magnetic boundary.  This model differs 
from the mapping by Detterman and others (1987), who connected the Bear Lake fault contacts as a single fault that 
crosscuts the magnetic anomalies (figs. 3 and 4).  Future geologic mapping in the Ugashik Lakes region may benefit 
from the computation of horizontal gradients and identifying linear features from the aeromagnetic data (e.g., linear 
maximum gradient analysis of Saltus and others, 2001) to define magnetic boundaries and locate covered fault 
contacts with greater precision. 

Structural Fabric 

Lacking exposures of the controlling faults themselves, we collected orientation data on fracture and minor fault 
planes from Jurassic and Tertiary outcrops at five locations in and near the ULFS, listed from north to south in Table 
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1.  Between 41 and 66 planes were measured at each station to shed light on the orientation, variability, and 
kinematic history of faults in the zone, and to weigh the hypothesis that its major structures are westerly-dipping 
normal faults.  Slickenlines and fault steps were surprisingly rare, and none are plotted here. 

 

Table 1.  Fracture and minor fault measurement stations  

Station Formation Lithology Location Description 

07PD151 Naknek  Conglomerate, sandstone  island in Upper Ugashik Lake 

07PD154 Bear Lake  Sandstone, siltstone, coal shoreline, NE of Ugashik Narrows 

07PD168 Shelikof Sandstone shoreline, SE of Ugashik Narrows 

07PD161 Naknek Conglomerate highland slope, south of Lower Ugashik 
Lake 

07PD173 Bear Lake Silty sandstone upland stream, south of Lower Ugashik 
Lake 

 

Figure 7 shows fabric diagrams summarizing the attitudes of planes from each measurement station.  Lower 
hemisphere stereographic projections illustrate the variations in both strike and dip of fractures and minor fault 
planes.   Superimposed rose diagrams provide a quick statistical comparison of the dominant fracture strike 
orientations; the outer circle represents 15% of the data in each population.  All five stations show multiple fault and 
fracture sets, and in four of the five datasets, one strike orientation dominates over the others, though the dominant 
orientation varies with location.  Steep, north-northeast striking planes form a recognizable or predominant set in all 
but the southernmost station; in most cases, fractures of this strike dip toward the west-northwest.  We interpret 
these as minor faults and associated shear fractures parallel to the major faults of the ULFS.  In the Jurassic units, 
fractures of this orientation could be related to either reverse or normal faulting, but the absence of compressional 
structures in the Bear Lake Formation indicates the fractures at station 07PD154 are of extensional origin.  Planes of 
similar strike but opposite (east-southeast) dip are interpreted as antithetic shears.   

A strong preferred orientation of fractures with ~070 strike and north-northwest dip dominates the Bear Lake 
Formation at the southernmost station (07PD173).  These planes are conspicuous in outcrop as closely spaced faults 
with normal displacement of approximately 1 cm, indicating Late Cenozoic subsidence northwest of Lower Ugashik 
Lake.  A set with similar attitude is apparent in the nearby Naknek Formation (station 07PD161), suggesting similar 
extensional stresses also affected the much more indurated Mesozoic rocks in the area.  Additionally, we located an 
erosionally resistant, previously unmapped porphyritic dike of intermediate composition with ~070 strike in the hills 
south of Lower Ugashik Lake near the unexposed fault contact between the Bear Lake and Naknek formations, 
further supporting the north-northwest—south-southeast extension direction in this area.   

Detterman and others (1987) mapped numerous northwest striking cross faults in the folded Mesozoic rocks east of 
the Ugashik Lakes.  Fractures and normal faults of this general orientation having displacements on the decimeter to 
meter scale are abundant in the outcrops we visited (e.g., in the Shelikof Formation at station 07PD168, and in the 
Bear Lake Formation at station 07PD154, fig.7), recording Miocene or younger arc-parallel extension in addition to 
subsidence of the backarc basin itself.  Other planes of similar strike are nearly vertical (or perpendicular to 
bedding), and can be interpreted as having formed during folding as extension joints paralleling the maximum 
horizontal compressive stress.   

Discussion 

Our field observations confirm the overall distribution of Jurassic and Tertiary bedrock units as mapped by 
Detterman and others (1987) and Wilson and others (1999) in the vicinity of Ugashik Lakes, though we disagree 
locally with the continuity of exposure shown in their maps.  Our integration of the aeromagnetic data (Saltus and 
others, 1999; Meyer and others, 2004) suggests the poorly exposed faults of the ULFS may have a different and 
more extensive map expression than shown on existing geologic maps.   

Detterman and others’ (1987) interpretation of two parallel, closely-spaced, north-northeast striking faults east of 
Ugashik Narrows (fig. 3) is a viable explanation of the bedrock map units there, but we were unable to locate 
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outcrop exposures of these fault surfaces to document their attitude or examine them for kinematic indicators.  The 
eastern of these two faults is inferred to have a component of up-to-west displacement, placing Middle Jurassic 
Shelikof Formation against Upper Jurassic Naknek Formation.  We interpret this fault as closely related to the Bruin 
Bay reverse fault system, perhaps even its southernmost surface trace.  Movement on the Bruin Bay fault system is 
considered to be largely Tertiary in age (Detterman and Hartsock, 1966). In contrast, the western of the two faults 
mapped near Ugashik Narrows (fault A in figs. 5 and 6) is clearly down-to-west, marking Miocene or younger 
extension (or transtension) that accommodated and/or preserves the northeastern-most occurrences of Bear Lake 
Formation.  Populations of fractures and minor faults measured in nearby outcrops include a subpopulation of north-
northeast striking, steeply west-northwest dipping planes, which we interpret as shear joints and minor faults 
synthetic to the larger through-going faults.   

The outcrops of Bear Lake Formation south of Lower Ugashik Lake are also believed to be bounded by one or more 
normal faults, but this contact coincides with the western curvilinear aeromagnetic anomaly.  We interpret it as a 
separate fault strand (B in figs. 5 and 6) that runs parallel to the western magnetic anomaly, distinct from either of 
the two faults near Ugashik Narrows, whereas Detterman and others (1987) connected the two Bear Lake fault 
contacts with a dotted line through Lower Ugashik Lake.  East-northeast trending, down-to-north micro-faults in the 
southern Bear Lake outcrops and a nearby dike with very similar strike document a late extensional phase, and are 
consistent with subsidence to the north of this area.  Its radiometric age is not yet established, and its exact spatial 
relationship to the unexposed fault contact nearby remains unclear, but a better understanding of both could be 
important to documenting the age and kinematics of the ULFS.   

The amount and sense of strike-slip on these faults during either phase is not well constrained by our outcrop data.  
Most of the regional fault systems in southern Alaska are believed to have major right lateral offsets, but Detterman 
and Hartsock (1966) interpreted the offset of Mesozoic contacts in the Iniskin-Tuxedni region as evidence the Bruin 
Bay fault may have up to 19 km (12 mi) of left lateral displacement.  Furthermore, most of the available focal 
mechanism solutions for recent earthquakes southeast of the Ugashik Lakes and Bruin Bay fault zones are consistent 
with a large component of either sinistral slip on faults trending northeast-southwest or dextral slip on faults trending 
northwest-southeast, and imply generally north-south maximum compressive stress (fig. 8; N. Ruppert, personal 
communication, June 11, 2007).  Although there is little outcrop evidence for Holocene offset on the Bruin Bay fault 
itself (Detterman and others, 1976), it is noteworthy that the focal mechanisms indicate modern stress orientations 
similar to those thought to have existed during Tertiary time.   

Structural Hypothesis for the Ugashik Sub-basin 

Beyond the outcrop and aeromagnetic data discussed above, well and seismic data suggest there is a structurally-
controlled sedimentary sub-basin west of Ugashik Lakes and southwest of the so-called Becharof Lake 
discontinuity.  Plate 1 is a structurally datumed well log correlation panel oriented generally southwest-northeast, 
extending from the central North Aleutian back-arc basin into the area identified here as the Ugashik sub-basin.  In 
this correlation section, formation tops and internal correlation markers are guided by a combination of 
biostratigraphic control (Mickey and others, 2005) and well log character.   

The offshore North Aleutian COST 1 well was deliberately drilled in a structural low to penetrate as much 
stratigraphic interval as possible, including thick sections of Eocene Tolstoi and Eocene to Early Oligocene 
Stepovak formations deposited during the early stages of back-arc subsidence.  Wells drilled onshore to the east and 
northeast penetrate the basin closer to its southern edge, where the Tolstoi thins and pinches out.  The volcaniclastic 
deposits of the Stepovak maintain a thickness of ~1400 m (4500 ft) offshore to ~1800 m (6000 ft) onshore at the 
Sandy River 1 well before interfingering to the northeast (proximally) with primary lavas of the Meshik volcanics .  
These lavas are structurally elevated and reach a thickness of at least 1800 m (6000 ft) in the vicinity of the Port 
Heiden 1 and Ugashik 1 wells, apparently the locus of Oligocene extrusive activity.  

The Ugashik sub-basin lies northeast of this Meshik high, in the area penetrated by the Becharof 1 and Great Basins 
1 and 2 wells (plate 1).  The oldest Tertiary rocks in the sub-basin are interpreted to be uppermost Stepovak 
Formation volcaniclastics ranging from 0 to 1400 ft (0 to 400 m) thick, suggesting at least limited accommodation 
here by mid-Oligocene time.  Compelling log correlations in these three wells show dramatic thickening of the 
lower Bear Lake Formation in Great Basins 1, the well nearest the center of the sub-basin.  Log markers and 
biostratigraphic picks indicate more uniform thicknesses in the upper Bear Lake and the overlying Pliocene Milky 
River Formation (plate 1), constraining the phase of major subsidence to a brief span of Miocene time. 
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Figure 9 is a preliminary structure contour map (contoured in seismic travel time) of the top Stepovak/base Bear 
Lake contact.  An interpretation of the publicly available ANM and ARD seismic surveys, it covers a limited area of 
the coastal plain southwest of the Becharof discontinuity and west of Ugashik Lakes.  Faults with north-northeast 
trends similar to that of the ULFS and BBF are nearly absent in this seismic interpretation, suggesting faults of that 
orientation are limited to the east side of the sub-basin, near Ugashik Lakes.  The most conspicuous features of this 
seismic interpretation are (1) a west-northwest trending structural low with a maximum two-way travel time of more 
than 3 seconds, estimated at more than 4300 m (14,300 ft) deep, and (2) northwest and west-northwest trending 
faults that appear to have controlled subsidence into this trough.  A faulted zone of steep structural gradient rises 
from this low on the northeast side up to less than 1.4 seconds, equivalent to approximately 1500 m (5000 ft).  This 
coincides closely with the trend and location of the northwest-trending Becharof aeromagnetic discontinuity.   

Most of the seismically imaged faults offset reflections in the Bear Lake Formation, but only occasionally persist 
upward into the Pliocene Milky River Formation.  As such, they reflect a component of extension parallel to the arc 
during Miocene time, and are presumably linked genetically to the outcrop-scale cross faults we observed in the 
Bear Lake Formation near the Ugashik Narrows and to the numerous cross faults mapped by Detterman and others 
(1987) in the Mesozoic units east of the Ugashik Lakes.  A swarm of shallow earthquakes recorded during May to 
October, 1998 (McGimsey and others, 2003) was concentrated along the Becharof discontinuity.  These 
earthquakes, considered along with the seismically-imaged northwest-trending faults, the Ukinrek Maars eruptions, 
the CO2 vents at The Gas Rocks, and evidence of inflation of Mount Peulik volcano (C. Nye, personal 
communication, January 18, 2007), suggest that the Becharof magnetic discontinuity marks a persistent zone of 
weakness in the upper crust, and that the northeast margin of the Ugashik sub-basin may remain active today.   

The question of whether there is a component of left lateral strike-slip on the Bruin Bay fault is highly relevant to 
the origin of the Ugashik sub-basin, and may explain the switch from the up-to-west offset on the BBF to the down-
to-west offset on the ULFS.  In a displacement field that includes sinistral strike slip, the jog in the fault trends 
observed at Becharof Lake would become a left-stepping releasing bend, and the eastern side of the sub-basin can be 
readily interpreted as a transtensional or pull-apart margin (fig. 10).  Furthermore, depending on the exact stress 
trajectories and changes to the stress regime through time, much of the BBF may have been subject to sinistral-
reverse transpression, either prior to or coeval with subsidence in the adjacent Ugashik sub-basin. 

Summary and Conclusions 

Our field investigations generally corroborate previously published USGS geologic mapping in the Ugashik Lakes 
area, but we propose that the traces of two main faults in the Ugashik Lakes fault system can be interpreted 
differently in covered areas (mostly below the lakes themselves) to more closely follow the contours of curvilinear, 
short-wavelength aeromagnetic anomalies.  Where constrained by outcrop, the bands of negative magnetic intensity 
correspond with the Miocene Bear Lake Formation, containing mostly non-igneous sediments, and narrow bands of 
strongly positive magnetic intensity correspond to the Jurassic Naknek and Shelikof and Tertiary formations 
containing abundant plutonic and/or volcanic detritus.  Where most sharply defined, the boundaries of these narrow 
magnetic anomalies coincide with mapped faults having Bear Lake Formation in the downthrown western blocks, 
and we consider it likely that the same holds true where these fault traces are obscured by the lakes and/or thin 
surficial cover. 

Measurements of fractures and outcrop-scale faults along the ULFS define a complex fabric that at most stations 
includes prominent sub-populations of steep, west-northwest dipping planes considered to mimic the attitude of the 
major north-northeast striking faults of the ULFS.  Planes with similar strike but steep dip to the east-southeast 
probably represent antithetic shears.  South of Lower Ugashik Lake, the Bear Lake Formation hosts a dominant set 
of fractures and micro-faults that dip steeply north-northwest, striking east-northeast parallel to a prominent nearby 
dike; both are consistent with extensional subsidence of the Ugashik sub-basin to the north-west. 

Well correlations and seismic interpretation helps define the subsurface structure of the Ugashik sub-basin, which is 
set apart from the main North Aleutian back-arc basin by a structurally elevated volcanic center drilled in the Port 
Heiden 1 and Ugashik 1 wells.  Subsidence appears to have been greatest during Miocene time, particularly during 
deposition of the lower Bear Lake Formation, and appears to have been controlled by faulting along the ULFS, the 
eastern edge of the sub-basin, and by numerous cross faults trending north-northwest.  These cross faults are well 
expressed in both surface geologic mapping and subsurface seismic mapping, and lie parallel to the Becharof 
magnetic discontinuity along the faulted northeast margin of the Ugashik sub-basin.   
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We tentatively propose that the Becharof discontinuity constitutes a significant, persistent zone of weakness cutting 
across the Alaska Peninsula, which may account for the abrupt changes in the strike and sense of vertical separation 
of the Bruin Bay fault to the north and the Ugashik Lakes fault system to the south.  The mantle-sourced volcanism 
and CO2 venting where these faults and the Becharof discontinuity intersect is evidence that, at least locally, this 
weakness may extend through the entire thickness of the crust.  

A component of left-lateral transcurrence on the Bruin Bay or Ugashik Lakes fault systems during Tertiary time is 
difficult to prove, but is consistent with geologic map patterns in the Iniskin-Tuxedni region and with the modern 
stress regime suggested by recent earthquake focal mechanisms.  A convergent margin undergoing northerly-
directed oblique subduction could generate such a component of sinistral strike-slip, and the kink in the fault 
patterns between the BBF and ULFS would favor transtensional subsidence in the Ugashik sub-basin west of the 
ULFS yet allow either earlier or coeval transpressional shortening along the BBF. 
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Kamishak Formation, Puale Bay 
Michael T. Whalen and Tyler W. Beatty 

Introduction 

The Kamishak Formation, exposed near Puale Bay (Figs. 1-3), is a relatively complete but slightly deformed 
Triassic and Jurassic succession in south-central Alaska (Imlay and Detterman, 1977; Detterman and Reed, 1980; 
Detterman et al., 1996). The Upper Triassic to Lower Jurassic Kamishak Formation comprises about 800 m of 
marine, dominantly carbonate, rocks that are interbedded with basaltic volcanic and volcaniclastic rocks in the upper 
portion of the section (Wang et al., 1988; Detterman et al., 1996).  

The purpose of this study is to reevaluate the Kamishak Formation in the Puale Bay area in light of recent regional 
work (Detterman et al., 1996) and provide insight into the lithofacies, depositional environment and source rock and 
reservoir potential of the unit. 

Stratigraphic Context 

The lower boundary of the Kamishak Formation is usually a fault contact with underlying rocks (Wang et al., 1988; 
Detterman et al., 1996).  Rocks, exposed on the eastern side of Cap Kekurnoi (07MW001) are similar to the 
Cottonwood Bay Greenstone (Detterman and Reed, 1980; Detterman et al., 1996) and appear to be in depositional 
contact with the overlying Kamishak Formation.  The rocks are dark gray-green and are mainly volcaniclastic 
lithologies with conglomerate beds up to 50 cm thick and clasts up to 20 cm in diameter.  Sandy beds are 5-30 cm 
thick with local planar and trough cross-beds.  A large channel-form in the outcrop pinches out to the west.  
Greenish clasts within various Kamishak 
Formation units imply that these underlying 
rocks were, in part, exposed throughout 
deposition of much of the Kamishak.  
Detterman et al. (1996) interpret these 
stratigraphic relationships to indicate that the 
Greenstone is Late Triassic in age. 

Wang et al. (1988) evaluated the Upper 
Triassic portion of the section near Puale Bay 
that records the geological evolution of a 
volcanic island arc.  Imlay (1981) 
documented the presence of Lower Jurassic 
Hettangian age rocks and Newton (1989) 
contended that the Triassic-Jurassic (T-J) 
boundary section was complete. Pálfy et al. 
(1999) studied the uppermost Triassic and 
lower Jurassic portion of the section and 
demonstrated that Hettangian rocks were 
present but that the T-J boundary was 
missing due to minor faulting.   The upper 
contact of the Kamishak Formation is 
gradational with the overlying Talkeetna 
Formation and is associated with a decrease 
in carbonate content at the expense of fine-
grained siliciclastic material (Detterman et 
al., 1996; Pálfy et al., 1999) 
 
Figure 1. Location map. Map of Cape 
Kekurnoi located to the east of Puale Bay 
illustrating the distribution and attitude of 
the Kamishak Formation (TR k) and the 
locations (labeled stars) of measured 
stratigraphic sections (after Detterman et al., 
1996; this study). 
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Figure 2. Composite stratigraphic section of the Kamishak Formation near Puale Bay (after Wang et al., 1988; 
Detterman et al., 1996, this study).  Diagram illustrates the age, lithologies, units defined in this study, and 
thickness of the Kamishak Formation near Puale Bay.  Numbers in the column to the left of the lithologic column 
indicate units of Detterman et al. (1996). The stratigraphic position of measured sections from this study (Figs. 4-7) 
are indicated to the right of the lithologic column.  Nod. ls = Nodular limestone and conglomerate unit. 
 

Methods 

Stratigraphic sections within the Kamishak Formation were measured in the field with a Jacobs’s staff and compass.  
Lithofacies were identified and logged at sub-meter resolution noting lithology, color, bedding character, 
sedimentary structures, trace fossils, and body fossils.  Samples were collected at major changes in lithofacies for 
thin section, Total Organic Carbon (TOC), Rock-Eval pyrolysis, and/or reservoir seal analyses.  Samples for TOC 
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and Rock-Eval pyrolysis were processed by Baseline Resolution, Inc. (143 Vision Park Blvd., Shenandoah, Texas 
77384) while those for seal analysis were evaluated by George Bolger, PetroTech Associates (11767 Katy Freeway, 
Suite 320, Houston, Texas 77079).  Thin sections were stained for calcite with Alizarin Red-S and vacuum 
impregnated with blue epoxy to help evaluate porosity.  Thin sections were examined with a Nikon Optiphot 
petrographic microscope and digitally imaged using an Olympus Q-color camera and Q-capture software. 
Descriptions of carbonate-dominated lithofacies will follow the carbonate classification of Dunham (1962) as 
modified by Embry and Klovan (1972).  Bedding thicknesses are classified as laminated (<1 cm thick), thin (1-10 
cm thick), medium (11-50 cm thick), and thick bedded (51 – 100 cm thick), or massive (> 100 cm thick).  

 

Figure 3. Outcrop photograph of the lower portion of the Kamishak Formation exposed near Puale Bay illustrating 
the biostromal, nodular limestone and conglomerate, and lower portion of the rhythmically bedded unit. 
 

Measured sections 

Four partial stratigraphic sections, totaling 156 m of section, within the Upper Triassic part of the Kamishak 
Formation were measured during this study and 41 samples were collected within the unit (Table 1, Fig. 1).   
Blodgett (this report) provides biostratigraphic and paleontologic information concerning these sections. Section 
07MW005 (Fig. 4) is the lowest within the stratigraphic succession beginning approximately 35 m above the base of 
the exposed section, which is truncated by a fault (Wang et al., 1988).  This section begins within what was 
identified as a coral biomicrite unit and continues up through a carbonate conglomerate (unit 1 of Detterman et al., 
1996) and the lowermost bedded chert facies of Wang et al. (1988) (lower part, unit 2 of Detterman et al., 1996).  
Section 07MW007 (Fig. 5) is in part laterally equivalent with section 07MW005.  It begins within lateral equivalents 
of the coral biomicrite and continues through the carbonate conglomerate facies (unit 1 of Detterman et al., 1996) 
and lower bedded chert unit of Wang et al. (1988)(lower part of unit 2 of Detterman et al., 1996).   Sections 
07MW003 (Fig. 6) and 004 (Fig. 7) are in the upper part of the Upper Triassic portion of the section and would be 
entirely within the upper part of Wang et al.’s (1988) bedded chert facies (units 12-13 of Detterman et al., 1996).   

 

Measured Section Lat./Long. Strike/Dip Thickness 
07MW003 N57.71887, W155.38973 N74°, 25°NW 60 m 
07MW004 N57.72031, W155.38978 N67°, 8°NW 13 m 
07MW005 N57.71372, W155.36167 N156°, 30°SW 52 m 
07MW007 N57.72525, W155.34082 N110°, 32°NE 31 m 
 
Table 1. Measured stratigraphic sections in the Kamishak Formation.  Section number, latitude and longitude of the 
base of the section, general attitude of the rocks and thickness of each measured section are outlined. 
 
Reference to the facies described by Wang et al., (1988) and Detterman et al., (1996) are presented here as a guide to 
readers wishing to place this report in context with previously published work.  A somewhat different facies 
classification and interpretation of the depositional setting of these Upper Triassic rocks resulted from field analysis, 
hand specimen examination, and thin section petrography conducted during this study. 
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Units and Facies 

Lithostratigraphic, facies, and microfacies 
analyses provide evidence of four different 
lithostratigraphic units each of which contains 
several individual facies. Lithostratigraphic 
units described here include a biostromal, 
nodular limestone and conglomerate, 
rhythmically bedded, and siliceous limestone 
unit. Following the unit designations will be a 
description of the Ichnology of the siliceous 
limestone unit, that contributes to depositional 
and paleoenvironmental interpretations. 
Interpretations of depositional environment 
and comparison with earlier interpretations 
follow in the subsequent section.  

Biostromal unit 

This unit is equivalent to the coral biomicrite 
of Wang et al. (1988) who documented the 
unit to be about 45 m thick.  Approximately 
10 m of the unit were examined for this study 
at measured section 07MW005 (Fig. 4) and 
thinner lateral equivalents crop out at section 
07MW007 (Fig. 5).  The unit consists of 
medium bedded to massive carbonate rocks 
that weather light gray and medium brown and 
are mottled medium brown and white on fresh 
surfaces.  The unit contains a mixture of 
bioclastic wackestone, packstone, floatstone 
and rudstone with abundant colonial 
scleractinian corals, spongiomorphs, and 
terebratulid brachiopods (Wang et al., 1988; 
this study) and common gastropods, bivalves, 
echinoderm fragments (echinoid spines and 
crinoid ossicles), and solitary scleractinian 
corals. Most bioclasts appear to be transported 
including colonial coral heads, over 20 cm in 
diameter, some of which are completely 
overturned (Fig. 8). The facies within this unit 
are highly fractured and fossils and some 
calcite fracture fills are partly silicified. 
Laterally at measured section 07MW007 these 
facies are interbedded with nodular limestones 
similar to rocks that overlie the biostromal unit 
at section 07MW005. 

 

Figure 4. Measured stratigraphic section 
07MW005 that exposes the upper biostromal 
unit, nodular limestone and conglomerate, and 
rhythmically bedded unit.  Diagram illustrates 
lithologies, units defined in this study, 
thicknesses, average grain size, and common 
body fossils. 
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Nodular limestone and conglomerate unit 

The nodular limestone and conglomerate unit overlies the biostromal unit and is dominantly composed of light gray-
brown weathering bioclastic wackestone carbonate nodules that are medium gray on fresh surfaces (Figs. 4, 5 and 
9).  The lower 25 m was previously described as a depositional carbonate conglomerate (Wang et al., 1988).  It is 
equivalent to unit 1 of Detterman et al., 1996 but they provide no detailed lithologic description.  The clasts in the 
conglomerate are very similar to nodules that make up the bulk of the overlying nodular limestone.  The nodules are 
surrounded by dark gray (weathering and fresh) argillaceous to silty wackestone to packstone.  The nodules contain 
a diverse fauna of corals, bivalves, ammonoids, nautiloids, and gastropods (Wang et al., 1988; this study). The base 
of this unit is quite complex and comprises several facies one of which is similar to the Wang et al.’s (1988) 
carbonate conglomerate.  This conglomerate contains cobble-size clasts that are identical to the nodules described 
above and the matrix of the conglomerate is similar to the material interbedded with the nodules.  At the main 
exposure of these units, the conglomerate directly overlies the biostromal unit; however, a small exposure to the 
northeast (Fig. 10), that is not visible from the main exposure, provides evidence of additional facies deposited 
above the biostromal unit and lends insight into the genesis 
of the conglomerate.  

At this secondary exposure there is a thin package that 
includes the following facies (Fig. 4): 1) 40 cm of light gray 
weathering (medium gray fresh) laminated to thin bedded 
lime mudstone, 2) 45 cm of nodular limestone overlain by, 
3) 20 cm of light gray-brown weathering, reverse graded 
rudstone with sand to pebble-size, greenish volcanic clasts 
and medium gray weathering carbonate lithoclasts in a 
packstone matrix (Fig. 10), 4) 60 cm of nodular limestone 
overlain by, 5) 20 cm of medium gray (weathering and 
fresh) fine grained, laminated packstone overlain by 
approximately, 6) 2 m of nodular cobble conglomerate (Fig. 
10).  The nodular limestone unit overlies this succession and 
becomes less conglomerate-like upsection.  The laminated 
packstone and immediately over and underlying units belie 
the complexity of this interval.  A small-scale asymmetric 
syncline/anticline pair with an amplitude of about 1 m (Fig. 
10) contorts these units.  Primary bedding is preserved in 
the laminated packstone unit within the limbs of the fold but 
the texture of the rock is largely destroyed in the fold axes 
where the laminated packstone, rudstone, and nodular 
cobble conglomerate units are all deformed (Fig. 10).  The 
overlying nodular cobble conglomerate (# 6 above) also 
contains clasts of the packstone and rudstone units. 

At locality 7 this deformed unit is not present above the 
biostromal unit.  Instead, at this locality there are thick beds 
of nodular conglomerate and lithoclastic/bioclastic 
floatstone and rudstone interbedded with tabular beds of 
bioclastic wackestone and packstone similar to the 
underlying biostromal unit (Figs. 5, 8). 

 

 

Figure 5. Measured section 07MW007 records the upper 
portion of the biostromal unit and the lower part of the 
nodular limestone and conglomerate unit. Diagram 
illustrates lithologies, units defined in this study, 
thicknesses, average grain size, and common body fossils.  
See Fig. 4 for key to lithologies and other symbols. 
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Rhythmically bedded unit  

This unit consists of rhythmically interbedded brownish 
weathering argillaceous mud/wackestone or calcareous shale 
and light gray weathering silty mud/wackestone.  A thick 
package of volcaniclastic rocks is interbedded with this unit 
(Fig. 2). The rhythmically bedded unit is equivalent to the 
lower portion of Wang et al.’s (1988) bedded chert unit and 
units 2 and 4 of Detterman et al. (1996; Fig. 2). The 
argillaceous or shaly lithofacies are usually laminated, thin 
bedded, and fissile.  The silty mud/wackestone lithofacies is 
more resistant and thin to medium bedded.  Both are medium 
to dark gray on fresh surfaces and contain abundant well-
preserved Monotid bivalves and rare gastropods.  The unit 
overlies the nodular limestone and conglomerate unit (Figs. 4, 
5, and 11). The contact between the two is separated by a 7 m 
covered interval in measured section 07MW005.  The contact 
is exposed at section 07MW007 that records a gradational 
change from nodular limestone to the rhythmically bedded unit 
(Fig. 11). 

Siliceous limestone unit 

Dominantly 5-50 cm thick beds of very hard, medium gray to 
yellowish weathering (dark gray fresh) planar to locally wavy 
bedded lime mud/wackestone and fine-grained bioclastic 
packstone, much of which is siliceous, comprise this unit (Figs. 
6, 7 and 12). There are both a basalt flow and volcaniclastic 
rocks interbedded with this unit (Fig. 2). The siliceous 
limestone is equivalent to the upper bedded chert unit of Wang 
et al. (1988) and units 9 and 11-14 of Detterman et al. (1996; 
Fig. 2).  While these rocks are relatively siliceous they are also 
very carbonate-rich and do not display the typical vitreous 
luster or conchoidal fracture of bedded cherts.  They were 
correctly identified as siliceous limestones by Newton (1983).  
Siliceous components include radiolaria, sponge spicules, and 
chalcedony and microcrystalline quartz cement and 
replacement material. Foraminifera, echinoderm fragments, 
and calcitized radiolaria are the most common carbonate clasts. 
The rocks of this unit are commonly fractured and locally 
brecciated. Calcite fills most fractures and cements some 
breccias.  

 
 
 
 
 
 
 
 
 
 
Figure 6. Measured section 07MW003 exposes part of the 
siliceous limestone unit. Diagram illustrates lithologies, units 
defined in this study, thicknesses, average grain size, and 
common body fossils.  See Fig. 4 for key to lithologies and 
other symbols. 
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Figure 7. Measured section 07MW004 exposes 
part of the siliceous limestone unit. Diagram 
illustrates lithologies, units defined in this study, 
thicknesses, average grain size, and common 
body fossils.  See Fig. 4 for key to lithologies and 
other symbols. 
 

Beds within this unit commonly thicken and 
coarsen upward in packages 10 to 50 cm thick. 
Planar-bedded units are locally laminated, sharp-
based with scours, and grade upward from 
packstone to mudstone. Some of the wavy 
bedded units appear to display hummocky cross 
stratification with low angle laminated 
wackestone that down cuts into underlying 
mudstone. Most facies within the unit are highly 
bioturbated with abundant Rosellia rotatus, 
Cylindrichnus isp., and Thallasinoides isp., 
common Chondrites isp., and a variety of other 
traces described in more detail in the next section 
(Fig. 15). 

The above lithology is intercalated with several 
other medium to dark gray-brown weathering, 
thin bedded facies including argillaceous or silty 
mud/wackestone and calcareous siltstone and 
gray-green weathering sandstone (Fig. 12).  
These interbedded facies are usually recessive.  
The sandstone interbeds are commonly sharp 
based, with small-scale basal scours, and are 

normally graded. Thickening and coarsening upward packages are most commonly made up of thin-bedded 
argillaceous or silty mudstone or calcareous siltstone and medium bedded lime mud/wackestone (Fig. 12). 

The siliceous limestone unit represents the upper portion of the Upper Triassic Kamishak Formation and is 
interbedded with contorted and faulted limestones (Wang et al., 1988; Detterman et al., 1996) that appear to be 
similar lithologically.  Where siliceous limestones are interbedded with silty mud/wackestone or calcareous siltstone 
the unit resembles the rhythmically bedded unit; however, thick successions of homogenous siliceous limestone and 
thin interbedded sandstones set this unit apart. 

Ichnology 

Trace fossils are very abundant and diverse in the siliceous limestone unit (Table 2).  Ichnofossils were not readily 
apparent in the other units of the Kamishak Formation although the texture of the nodular limestones could have 
been influenced by bioturbation ((Tucker and Wright, 1990; Flügel, 2004).  

Thin to medium beds of light gray mud/wackestones in the siliceous limestone unit display two different common 
ichnofaunal associations.  One consists mainly of Rosellia rotatus, Rosellia socialis, and Thalassinoides isp. and 
Planolites, Palaeophycus, Cylindrichnus, and Chondrites dominate another.  There are examples of superposition of 
ichnocoenese or multiple colonization events with traces like Rosellia socialis reburrowed by Palaeophycus and 
Planolites and Chondrites and Cylindrichnus overprinted by Thalassinoides (Table 2; Fig. 15).   These patterns are 
likely controlled by variations in the type of substrate, rates of sedimentation including delivery of suspended 
organic matter, and redox conditions. Traces such as Rosellia socialis and those resembling Zoophycos or 
Rhizocorallium are indicative of well-oxygenated conditions while Chondrites is commonly interpreted to indicate a 
dysoxic environment (Table 2; Fig. 13; 15).  Associations of Chondrites-Cylindrichnus are mainly deposit feeding 
traces indicating relatively distal offshore environments while those like Rosellia socialis were produced by 
suspension feeders near the shoreface to offshore transition. 
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Ichnotaxa Abbreviation Description 
Anchonichnus  isp. An Small, smooth, irregularly meandering trails, usually with a 

dark core surrounded by a lighter halo; not limited to bedding 
planes 

Chondrites isp. Ch Complex, dendritic system of regularly branching, non-
interpenetrating tunnels of uniform diameter. Commonly 
interpreted as indicative of dysoxic substrate conditions 

Cylindrichnus isp. Cy Vertical or inclined, straight or weakly curved, unbranched 
tubes with an exterior hall of multiple concentric layers 

Palaeophycus tubularis Pa Smooth, unornamented, and thinly lined burrows 
Planolites montanus Pl Smooth, unlined and unbranched burrows, straight to curved. 

Burrow fill differs in color and/or texture from the host rock 
Rosellia socialis Ro Gently curved lower burrow with upper funnel-shaped opening. 

Back filled shaft and lower funnel.  Indicative of well-
oxygenated, fully marine environment characteristic of the 
proximal Cruziana ichnofacies (Eckdale et al., 1984) 
 

Rosellia rotatus Rot 
Vertical or inclined, straight or curved cylindrical tube which is 
enlarged to a funnel shape in upper parts; the funnel comprises 
finer grained sediment with intensively developed, crescentric 
backfill structures formed by rotary movements of the tube 
within the funnel 

Thalassinoides isp. Th Cylindrical burrows forming three-dimensional branching 
systems comprising horizontal networks connected to the 
surface by vertical shafts.  

 

cf. Zoophycos Zo 
Spreitenate burrow 

 
Table 2. Trace fossils identified from the siliceous limestone unit.  Table lists ichnotaxa, abbreviations (see Fig. 15), 
and descriptions of different trace fossils from the siliceous limestone unit.  
 

Depositional interpretations 

Biostromal Unit 

While some of the biostromal unit can accurately be classified as a packed biomicrite or wackestone  (Wang et al. 
1988) this categorization is misleading in the sense that these facies would normally indicate deposition in relatively 
calm waters where carbonate mud accumulated under little influence from waves or currents. As noted by Wang et 
al. (1988, p. 1468) the lower part of the section represents deposition in a relatively shallow water carbonate 
environment based on the presence of “calcareous green algae, meteoric diagenesis resulting in dissolution of 
aragonitic grains, lack of any pelagic components, and presence of colonial scleractinian corals with characteristics 
of modern shallow-water hermatypic corals.”  The biostromal unit does not contain boundstone facies or any other 
evidence of rigid reefal framework.  The chaotic arrangement of bioclasts including the relatively large overturned 
coral colonies indicates that this unit was deposited either in an area of some wave or current agitation or possibly 
on the slope.  The abundant shallow water fauna argues against a slope environment but deposition on a storm-
influenced middle to outer carbonate ramp could explain the juxtaposition of muddy facies and transported bioclasts. 
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Figure 8. Outcrop photographs of the biostromal unit. A. Bedding character of the biostromal unit. Note the medium 
to thick beds and slightly undulatory bedding surfaces.  B. Bioclastic floatstone of the biostromal unit.   Arrows 
point to a silicified colonial scleractinian coral (left) and highly recrystallized cylindrical fossils that appear to be 
spongiomorphs.  C. Large, almost completely silicified, overturned scleractinian coral. D.  Large, partially 
silicified, overturned scleractinian coral. 
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Figure 9. Biostromal and Nodular limestone and conglomerate units. A. Outcrop photograph at locality 07MW007 
illustrating the contact between the Biostromal and Nodular limestone and conglomerate units.  B. Floatstone in the 
lower nodular limestone and conglomerate unit  with cobble-size subrounded carbonate lithoclasts within a 
bioclastic-lithoclastic matrix. C. Lower portion of the nodular limestone and conglomerate unit illustrating nodular 
texture and large-scale dissolution vugs (arrows).  D. Millimeter scale vugs within a floatstone in the lower nodular 
limestone and conglomerate unit.  E.  Large high-spired gastropod steinkern (arrow) and rounded carbonate 
lithoclasts in a rudstone in the lower nodular limestone and conglomerate unit.  F. Carbonate lithoclasts and thick 
shelled oysters (arrows) in a rudstone, nodular limestone and conglomerate unit. 
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Figure 10. 
Photomicrographs 
of the Kamishak 
Formation 
biostromal and 
nodular limestone 
and conglomerate 
units.  All 
photomicrographs 
taken under 
crossed-polars.  A. 
Bioclastic 
packstone from the 
upper part of the 
biostromal in 
measured section 
07MW005 unit with 
echinoderm 
fragments (e), fine-
grained 
unidentifiable 
skeletal grains, 
local peloids (p), 
and interstitial lime 
mud.  Primary 
pores are filled 
with blocky calcite 
cement (c) and the 
only remaining 
porosity is within 
fractures (arrow) 
now filled with blue 
epoxy. B. 
Lithoclastic-
bioclastic rudstone 
from the lower 
portion of the 
deformed interval near the base of the nodular limestone and conglomerate unit in measured section 07MW005.  
Note the abundant lithoclasts (l), thin-shelled bivalves (b), and echinoderm grains (e).   Lithoclasts vary in 
composition and include volcaniclastic sandstone, carbonate mud-wackestone, and silty lime mud-wackestone.  C. 
Bioclastic-lithoclastic rudstone from the lower part of the nodular limestone and conglomerate unit in measured 
seciton 07MW007.  Note the abundant skeletal grains, including bivalve (b), echinoderm (e), an unidentifiable fine-
grained component, lithoclasts (l), and intraclasts (i).  Lithoclasts are dominated by subangular to subrounded lime 
mudstone clasts. Minor primary porosity was filled with calcite cement (c). D. Peloidal-intraclastic pack-grainstone 
in the lower nodular limestone unit in measured section 07MW007.  Peloids (p) and intracalsts (i) dominate this 
facies that locally contains lime mud. E. Bioclastic-intraclastic packstone from the middle nodular limestone and 
conglomerate unit. Bivalve fragments (b), intraclasts (i), peloids (p), and bryozoan (z) fragments are illustrated.  F. 
Bioclastic-lithoclastic rudstone in the upper nodular limestone and conglomerate unit in measured section 
07MW007.  Not the thin-shelled bivalves (b), chert lithoclasts (ch), and pyrite (py).  Also note the minor dissolution-
related porosity (blue epoxy) around corroded pyrite crystals. 
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Figure 11. Deformed unit between the biostromal and nodular limestone and conglomerate units. A. Synsedimentary 
fold between the biostromal and nodular limestone and conglomerate units.  The fold is best illustrated by the light 
gray packstone unit that is traced with a dashed white line.  The packstone is over and underlain by nodular 
limestone and thin conglomerate (rudstone and floatstone) beds. Note the tight syncline and anticline and that the 
packstone unit is completely disrupted in the axes of the folds.  Boxes illustrate the locations of photos B and D. B. 
Illustrates the thin bedded nature of the light gray packstone unit.  Note the broken packstone in the core of the 
syncline to the right of the hammer handle.  A box illustrates the location of photo C and a thin lithoclastic rudstone 
that overlies the packstone.  C. Lithoclastic rudstone with pebble-size clasts some of which are greenish 
volcaniclastic lithics likely eroded from the Cottonwood Greenstone.  D. Texture of nodular limestones overlying the 
packstone within the deformed unit. 
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Figure 12. Outcrop photographs of the rhythmically bedded unit. A. Contact (arrow) between the nodular limestone 
and conglomerate unit and rhythmically bedded unit at locality 07MW007.  B Contact (arrow) between the nodular 
limestone and conglomerate unit and. Rhythmically bedded unit at the top of measured section 07MW005.  The thick 
bedded unit just beneath the arrow is the rudstone unit at 31 m in Fig. 4.  C. Monotid bivalves in the rhythmically 
bedded unit in measured section 07MW005.  D. Fault (black line) juxtaposing the rhythmically bedded unit (right 
arrow) with the nodular limestone and conglomerate unit (left arrow).  E. Rhythmically bedded unit in apparent 
depositional contact (arrow) with the Cottonwood Greenstone at locality 07MW001. 
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Figure 13. Outcrop photographs of the siliceous limestone unit.  A. Thin-medium planar to wavy (arrow) bedded siliceous 
limestone in measured section 07MW003.  B. Interbeded calcareous shale and medium bedded siliceous limestone in 
measured section 07MW003.  C. Several cycles (arrows) thicken and coarsen upward from mudstone to packstone in 
measured section 07MW003.  D. Medium thick greenish volcaniclastic sandstone bed in measured section 07MW003. 
 
Nodular limestone and carbonate conglomerate 

The nodular limestone and carbonate conglomerate unit is entirely equivalent to the carbonate conglomerate of Wang et 
al. (1988) and Detterman et al. (1996).  The lower part of this unit is conglomeratic as described above but the complex 
underlying deformed package indicates that the conglomerate was most likely produced by synsedimentary deformation. 
The unit becomes less conglomeratic upsection at 07MW005 and displays a nodular texture. At section 07MW007 
nodular facies are interbedded at m-scale with carbonate rudstones and floatstones with abundant lithoclasts and 
bioclasts (Fig. 5, 8).  Nodular textures are in part produced by patchy submarine cementation and burrowing, followed by 
differential compaction, transport and redeposition of partly cemented limestones, or shear processes affecting 
limestone-shale alternations (Tucker and Wright, 1990; Flügel, 2004).  Nodules commonly develop during early 
diagenesis via anaerobic, bacterial catabolysis of organic matter that results in carbonate cementation (Gluyas, 1984).  
Other researchers cite the influence of pressure solution on the final form of the nodules (Möller and Kvingan, 1988).  
Nodular facies are quite common in carbonate slope and outer carbonate ramp environments including examples in the 
Ordovician, Silurian (Gluyas, 1984; Möller and Kvingan, 1988), Devonian (Whalen et al., 2000), Carboniferous (Gluyas, 
1984; Dumoulin et al., 2008-in press), and Jurassic (Gluyas, 1984).  A carbonate slope interpretation is also supported by 
the deformation that likely resulted from gravitational mass movement during deposition and loading of the overlying 
nodular limestone. The indication of slope deposition in the nodular limestone unit implies that the Kamishak carbonate 
ramp was distally steepened, at least during deposition of the lower part of the succession. 
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Figure 14. Photomicrographs of the siliceous lime mudstone unit and interbedded volcaniclastic and sandstone 
facies, Kamishak Formation, measured section 07MW003. All photomicrographs taken under crossed-polars except 
where noted. A. Silieous lime mudstone with quartz and feldspar silt, siliceous spicules (s), and microcrystalline 
quartz cement (arrows).  B. Siliceous wackestone with calcitized radiolaria (r) that are stained red with Alizarin 
Red-S, fine-grained quartz, and microcrystalline quartz cement (arrows).  C. Wackestone with volcaniclastic lithics, 
individual mineral grains, and glass shards (arrows). Plane polarized light.  D. Volcaniclastic arenite with 
subangular to subrounded partially altered plagioclase and orthoclase feldspars, quartz, lithics, and minor clay 
matrix.       E. Calcite-cemented quartzo-feldspathic, lithic arenite.  Major framework grains include subangular to 
rounded plagioclase feldspar, quartz, and chert (ch) and lime mud-wackestone lithics (l).  Calcite cement is stained 
red with Alizarin Red-S. F. Calcite cemented quartz arenite with subangular to rounded, dominantly mono-
crystalline quartz and minor quatities of plagioclase feldspar and chert lithics.  Interstitial calcite cement stained 
with Alizarin Red-S. 
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Figure 15. Outcrop photographs of trace fossils and bioturbation in the siliceous limestone unit. A. Two 
truncation/colonization (dashed and dotted lines) surfaces are apparent in this photo.  
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Figure 15 continued.  Below the first surface (dashed line) is a suite of Rosellia socialis developed in a light gray 
wackestone.  These suspension feeder trace fossils indicate fully marine, typically lower shoreface to offshore 
transition conditions. Re-burrowing of a Rosellia mud ball, by Palaeophycus and Planolites (or possibly Chondrites) 
is evident within the dashed polygon. Above the truncation surface are two graded beds.  The first comprises 
laminated fine-grained sediments that are relatively unbioturbated with a  mudstone at the top colonized by a low 
density Planolites community. The second graded bed is more extensively colonized by a Chondrites-Cylindrichnus 
suite that has a distinctive light-grey infill. These are both deposit feeding traces and indicate a lack food delivered in 
suspension thus a deeper environment (e.g. distal offshore or deeper). This suite is overprinted by a Thalassinoides 
suite with a distinctive yellow-grey infill. Thalassinoides burrow walls are sharp suggesting they were developed in a 
firm substrate. Based on color, the burrow-fill of the Chondrites-Cylindrichnus suite appear genetically linked to the 
sediments above the second truncation surface and suggest post-truncation colonization of this bedding surface. The 
Thalassinoides infill suggests later colonization and may indicate a lacuna (Glossifungites) surface above.   B. This 
photo documents three similar cycles that coarsen upward from a thin darker colored mudstone to thicker bedded, 
lighter colored wackestone.  All three cycles display similar colonization patterns dominated by suspension feeding 
organisms (i.e. Cylindrichnus, Anchonichnus but the basal mudstones likely represent lower sedimentation rates and 
are colonized by a higher degree of deposit feeding organisms. C. This bedding surface illustrates extensive 
colonization by an organism forming mud-lined burrows. Superficially, these burrows appear to belong to 
Thalassinoides, however lack of continuity, funnel shapes instead of Y-branches and concentric fill in some burrows 
(i.e. arrow Rot) suggest these belong to Rosellia although these specimens appear to be oriented oblique to bedding 
rather than vertical which is typical for Rosellia. D. Photograph illustrates a Zoophycos-like burrow that deviates 
from the archetype in that it does not appear to revolve around a central shaft.  It instead forms a series of branching 
lobes that, in isolation, exhibit morphology approaching that of Rhizocorallium.  Definitive identification would 
require a more complete specimen. From close inspection an open outer tube is visible on side of one of the lobes 
(arrow), indicating a J-shaped causative burrow sensu Wetzel and Werner (1980); this indicates relatively well-
oxygenated conditions.  E. Photograph illustrates Planolites isp.  The burrow density appears highest within muddy 
facies and suggests exploitation of this as a food resource. Some of these burrows show branching and are transitional 
to a Chondrites-like form.  F. The main burrow illustrated is Chondrites, likely formed by a single organism. Note the 
circular and mud filled burrows suggesting an open burrow system filled from above. Close inspection reveals 
sediments were previously bioturbated by Palaeophycus.  G. This incomplete specimen is likely Rhizocorallium, a 
causative burrow that is best developed along the top edge, spreitenate fill is visible throughout.  This may be part of a 
multi-lobed structure similar to that illustrated in D.  H. Photograph illustrates a bedding plane similar to that in C.  
Many of the burrows appear to be Rosellia rotatus. The large, linear burrow in the centre of the photograph is either 
Thalassinoides or Planolites. 

Rhythmically bedded unit 

The laminated and thin bedded character and the lack of any sedimentary structures indicative of wave or current 
energy indicate that the rhythmically bedded unit was deposited in a relatively quiet water setting below storm 
wavebase.  This interpretation is supported by the presence of abundant, well-preserved, thin-shelled Monotid 
bivalves.  Based on it’s stratigraphic position above the nodular limestone unit it would appear that this unit was 
deposited in more seaward slope or basinal environments and records progressive deepening over the slope 
environment recorded by the nodular limestone and conglomerate unit. 

Siliceous limestone unit 

The siliceous limestone unit displays wavy bedding surfaces and potentially hummocky cross stratification that would 
indicate deposition under the influence of storm waves.  The scours and normal grading of packstone to mudstone 
packages and some of the interbedded sandstones indicates unidirectional traction transport in a waning current.  The 
lack of other abundant sedimentary structures implies that this unit was largely deposited below fairweather wave 
base. The graded beds and HCS are likely storm deposits and the depositional setting would have been above storm 
wave base in a lower shoreface to offshore or outer carbonate ramp environment.  This interpretation is supported by 
ichnofossils, such as Rosellia socialis, which are commonly interpreted as indicators of similar environments.  
Sedimentologic and ichnofaunal indicate that the unit fluctuates between somewhat deeper offshore and shallower 
lower shoreface settings recorded in numerous thickening and coarsening upward cycles. The sedimentologic and 
ichnofabric data implies that the siliceous limestone unit records a general shoaling compared to the slope and possibly 
basinal units in the underlying nodular limestone and conglomerate and rhythmically bedded units. This unit makes up 
the bulk of the Kamishak Formation and more detailed stratigraphic data throughout the unit will be necessary to 
better define it’s overall depositional history. 
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Regional paleogeography 

The facies of the Kamishak Formation record deposition on a carbonate ramp in middle to outer ramp and ramp 
slope/basin environments.  The biostromal unit is interpreted as a middle to outer ramp deposit, the nodular limestone 
and conglomerate unit as upper slope facies, the rhythmically bedded unit as slope or basin deposits, and the siliceous 
limestone as indicating an outer carbonate ramp environment.  The presence of slope-deposited units indicates that the 
carbonate ramp was distally steepened at least through deposition of the nodular limestone and conglomerate unit.  It is 
unclear whether this distally steepened profile remained during deposition of the rhythmically bedded and siliceous 
limestone units. 

The contact of the Kamishak Formation with the underlying Cottonwood Greenstone is not exposed where the 
lowermost Kamishak crops out.  The greenstone exposure documented at locality 07MW001 records the onlap of the 
Kamishak onto an erosional surface atop the volcaniclastics rocks. Lithologically these onlapping Kamishak facies 
appear similar to the siliceous limestone unit.  Thin greenish sandstone beds are found in the Kamishak exposed above 
the underlying greenstone at 07MW001 and similar sandstones were documented in section 07MW003 and 4 and 
greenish clasts were noted in the deformed unit at the base of the nodular conglomerate in section 07MW005.  This 
would indicate that the underlying volcaniclastic units formed a topographic high that was at least partly subaerially 
exposed during initial deposition of the Kamishak.  Units overlying the biostromal unit all indicate deeper water 
environments indicating that the greenstone unit was, in part, actively subsiding as the Kamishak was deposited but 
also served a local source of greenish sand and clasts through deposition of the siliceous limestone unit.  This implies 
that while portions of the volcanic/ volcaniclastic edifice were subsiding, other areas either remained partially 
emergent or were uplifted during deposition of the Kamishak.  The common fault contact of the Kamishak with the 
underlying greenstone and the deformed unit between the biostromal and nodular limestone and conglomerate units 
supports the interpretation that the rocks were undergoing active Upper Triassic synsedimentary tectonic deformation. 

Source rock potential 

Organic geochemical analyses conducted included total organic carbon (TOC) and Rock-Eval pyrolysis.  TOC is the 
sum of the total kerogen (insoluble, disseminated organic matter) and bitumen (soluble, disseminated organic matter) 
in a rock (Waples, 1981) and the concentration is directly related to source-rock quality. Rock-Eval is a method used 
to determine the types of kerogen and the quality of the organic matter that relate to the source rock potential (Peters, 
1986).  Rock-Eval analyses measure several parameters other than TOC:  S1, S2 and S3 are parameters measured with 
respect to values obtained from one gram of rock.  S1 indicates milligrams of hydrocarbons that can be thermally 
distilled; S2 represents milligrams of hydrocarbons generated by pyrolytic degradation of kerogen; and S3 indicates 
milligrams of CO2 generated during pyrolysis (Peters, 1986).  Tmax is the temperature at which the greatest amounts 
of S2 hydrocarbons are generated. Potential petroleum source rocks will have at least 0.5% TOC and very good source 
rocks are characterized by > 2% (Peters, 1986).  Peters (1986) and Espitalié et al. (1985) also use the S2 value to gain 
insight into source rock potential with values of 5 to 10 mg HC/g rock indicating good to very good potential. Tmax 
and the production index (PI) can be used to estimate thermal maturity, with Tmax and PI values less than 435C and 
0.1 respectively, indicating immature rocks (Peters, 1986).   Espitalié et al (1977) pioneered the use of Rock-Eval data 
to evaluate types of kerogen similar to atomic H/C vs. O/C diagrams.  They defined and cross plotted the hydrogen 
index (HI = [S2/TOC]x100) and oxygen index (OI = [S3/TOC]x100 to describe the types of organic matter within 
samples. 

The mean TOC value of all Kamishak Formation samples collected was 1.52% with a high of 5.28% (Table 3).  
Eighteen of 31 Kamishak samples had TOC values > 1.0% indicating that many of the lithofacies are potential source 
rocks but only 10 samples had >2% TOC indicating very good source potential (Table 3).  The mean S2 for all 
Kamishak samples is 8.41 mg HC/g with a range of 0.05 to 39.87 indicating a wide range of source potential (Table 3). 
Tmax measurements from samples with S2 values of <0.2 mg HC/g are often inaccurate (Peters, 1986) and were 
omitted when calculating the average Tmax of 434°C for Kamishak samples (Table 3).  Mature source rocks generally 
have Tmax values between 435-470°C (Peters, 1986) so the Kamishak appears to be near the boundary of immature 
and mature source rocks.  This is supported by the relatively low PI values averaging 0.09.  Values derived from Rock-
Eval can be affected by the types of included organic matter or rock-matrix adsorption of hydrocarbons liberated by 
pyrolysis and should be verified by other methods such as vitrinite reflectance or gas chromatography (Katz, 1983; 
Espitalié et al., 1985; Peters, 1986; Langford and BlancValleron, 1990).  HI values range from 8 to 785 (mean 380) 
and OI values range from 8 to 806 (mean of 108).  Kamishak Formation samples display a wide distribution on a van 
Krevelen diagram indicating that kerogen ranges from Type 1 (very oil prone) to Type III (gas prone) (Fig. 16).  
Average values plot as Type II (oil prone) kerogen. 
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Figure 16. van Krevelen diagram based on analyses of Kamishak and formation samples.  Note the wide range of 
Kamishak values ranging from Type I (very oil prone) to Type III (gase prone) kerogen.  Average Kamishak values 
fall within Type II  (oil prone) kerogen.  Diagram courtesy of A. Loveland. 
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Reservoir characterization 

Very few of the facies examined during this study contain any significant porosity that would indicate reservoir rock 
potential.  The only facies that appear to have some macroscale porosity occur within the conglomerates (rudstones 
& floatstones) of the nodular limestone and conglomerate unit.  At section 07MW007, cm-scale vugs occur within a 
rudstone bed near the base section and mm-scale vugs were documented in a rudstone unit several m above (Fig. 9).  
This indicates m-scale units with some reservoir potential but the lateral extent of these units was not documented so 
volumetric reservoir estimates are not possible.  At the microscopic scale there is almost no observable primary and 
very minor secondary porosity in the form of unfilled fractures (Fig . 14A) amd small dissolution vugs associated 
with pyrite diagenesis (Fig. 14F). 

Conclusions 

The Upper Triassic portion of the Kamishak Formation was examined for this study to lend insight into the 
lithofacies, stratigraphy, depositional environments, and source and reservoir rock potential.  Four partial 
stratigraphic sections were measured samples were collected for thin section, TOC, Rock-Eval pyrolysis, and/or 
reservoir seal analyses.  Stratigraphic and petrographic analyses identified four lithostratigraphic units including a 
biostromal, nodular limestone and conglomerate, rhythmically bedded, and siliceous limestone unit.  Bedding 
characteristics, sedimentary structures and trace fossils indicate that the biostromal unit was deposited on a middle to 
outer carbonate ramp possibly above fair weather wave base.  The nodular limestone and carbonate conglomerate 
was, as Wang et al. (1988) interpreted, likely deposited on a distally steepend slope of the carbonate ramp.  The 
folded unit, identified at the base of the nodular limestone and conglomerate, implies that the overlying carbonate 
conglomerate was formed through synsedimentary deformation and downslope movement.  The rhythmically 
bedded unit displays no evidence of wave or current transport and implies deposition below storm wave base likely 
in a deep slope or basin environment.  The overlying siliceous limestone unit records a general shoaling and 
deposition in relatively deep offshore to offshore-shoreface transition environments on an outer carbonate ramp.  
Trace fossil assemblages in the siliceous limestone support this interpretation. 

The base of the Kamishak Formation is usually a fault contact but a depositional contact with the rhythmically 
bedded unit and the underlying Cottonwood Greenstone unit was identified at locality 07MW001.  The Kamishak 
Formation appears to onlap the greenstone.  Greenish clasts identified in the nodular limestone and conglomerate 
unit and greenish sands within the siliceous limestone unit indicate that the greenstone was locally exposed to 
erosion during deposition of much of the Kamishak Formation.  This along with the synsedimentary folds within the 
nodular limestone and conglomerate unit and several deformed limestones in the upper Kamishak (Fig. 2) imply that 
the area was undergoing active tectonic deformation during deposition of the Kamishak Formation.   

TOC and Rock-Eval pyrolysis data indicate that some facies in the Kamishak Formation are potential source rocks 
that are immature to barely mature. Kerogen in the Kamishak Formation came is both oil and gas prone.  Very few 
facies contain the requisite porosity to serve as potential reservoir rocks although some rudstone beds within the 
nodular limestone and conglomerate unit contain macroscopic secondary proosity.  Overall the reservoir potential is 
poor. 
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 TOC S1 S2 S3 S1/ 

 Latitude Longitude Wt. 
% 

mg/g mg/g mg/g 
Tmax HI OI 

TOC 
PI 

 57.71453 -155.36455 1.85 1.04 9.60 0.48 435 519 26 56 0.10 
 57.71367 -155.362 0.07 0.04 0.17 0.27 439 250 395 56 0.18 
 57.71445 -155.36302 0.60 0.16 1.23 0.34 433 206 57 27 0.11 
 57.71844 -155.39035 3.40 1.97 26.69 0.39 434 785 11 58 0.07 
 57.71819 -155.39078 2.95 1.72 22.05 0.42 434 746 14 58 0.07 
 57.71493 -155.36719 2.51 1.36 15.33 0.46 436 611 18 54 0.08 
 57.71493 -155.36719 2.53 1.60 15.27 0.46 433 604 18 63 0.09 
 57.71499 -155.36575 1.20 0.34 5.41 0.29 434 450 24 28 0.06 
 57.71367 -155.362 0.09 0.02 0.18 0.25 442 207 285 22 0.10 
 57.7137 -155.36179 0.10 0.01 0.05 0.22 469 50 221 10 0.16 
 57.72574 -155.33485 2.41 0.73 8.12 0.37 436 337 15 30 0.08 
 57.72586 -155.3353 2.98 0.93 21.22 0.32 435 713 11 31 0.04 
 57.72554 -155.33755 5.28 3.23 39.87 0.41 440 756 8 61 0.07 
 57.72556 -155.33821 4.83 2.10 36.55 0.51 436 756 11 43 0.05 
 57.72556 -155.33821 1.74 0.76 12.54 0.48 439 720 27 43 0.06 
 57.71477 -155.36534 2.13 1.07 12.55 0.40 435 589 19 50 0.08 
 57.71412 -155.36342 0.44 0.12 0.78 0.27 429 176 61 26 0.13 
 57.72483 -155.34138 0.04 0.01 0.08 0.29 460 222 806 27 0.11 
 57.72523 -155.342 0.43 0.10 0.85 0.50 432 196 115 24 0.11 
 57.72499 -155.34346 1.20 0.54 3.98 0.22 431 331 18 45 0.12 
 57.72488 -155.34433 2.06 0.56 7.25 0.69 430 352 33 27 0.07 
 57.7201 -155.38948 1.32 0.32 5.62 0.26 433 425 20 24 0.05 
 57.7201 -155.38948 0.62 0.17 1.79 0.27 436 290 44 27 0.09 
 57.7201 -155.38948 1.81 0.20 3.64 0.18 433 201 10 11 0.05 
 57.7201 -155.38948 1.08 0.18 3.39 0.22 434 314 20 16 0.05 
 57.7201 -155.38948 0.12 0.01 0.09 0.29 433 76 244 8 0.10 
 57.7201 -155.38948 0.26 0.02 0.32 0.29 431 125 113 8 0.06 
 57.7201 -155.38948 0.14 0.01 0.11 0.22 425 77 154 7 0.08 
 57.7201 -155.38948 1.22 0.33 5.34 0.26 432 437 21 27 0.06 
 57.7201 -155.38948 0.29 0.07 0.43 0.24 433 150 84 23 0.14 
 57.725511 -155.34152 0.07 0.02 0.07 0.33 435 97 458 27 0.22 

 
Table 3.  Kamishak Formation organic geochemical data for outcrop samples.  For abbreviations see text. 
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Paleontology of the Upper Triassic Kamishak Formation in the Puale Bay - Cape Kekurnoi - Alinchak Bay 
area, Karluk C-4 and C-5 quadrangle, Alaska Peninsula 

R.B. Blodgett 

 

Introduction 

This paper summarizes the complete published record and some unpublished data regarding Upper Triassic fossils 
from the peninsula that is bounded by Puale Bay (formerly known as Cold Bay) and Alinchak Bay (Figs. 1-3).  
These rocks have recently been referred to the Kamishak Formation (Detterman and others, 1996), a formation 
previously established to north at Kamishak Bay near the upper end of the Alaska Peninsula.  The outcrops 
discussed here are significant in that they represent the only Upper Triassic strata exposed east of the Bruin Bay 
fault on the Alaska Peninsula.  In addition, these rocks have attracted much interest from petroleum explorationists 
as they have long been considered the source of most of the potential extractable hydrocarbon resources in the Puale 
Bay – Becharof Lake – Wide Bay region (Hanna and others, 1937; Molenaar, 1985; Sralla and Blodgett, 2007; 
Blodgett and Sralla, 2008).  The fossils listed here are derived from a number of sources: internal unpublished 
USGS fossil reports (often referred to as E&R reports) which are mostly summarized in the Alaska Paleontological 
Database website (http://www.alaskafossil.org), published literature, and newly acquired megafossil collections 
made by author during the four days of field work conducted with the ADGGS from August 12-August 15, 2007.  
Nearly all known fossils from the Kamishak Formation in the study area are listed in the Appendix.  The only 
collections not listed are from private industry sources or reports, which I have not yet received permission to 
publish. 

 
Figure 1.  Index map showing location of Puale Bay on the Alaska Peninula (from Wang and others, 1988). 
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Upper Triassic (Norian) rocks, referred now to the Kamishak Formation (notably represented by limestone), are 
widely developed across much of Peninsular terrane.  References to their occurrence can be found in Capps (1923), 
Detterman and Hartsock (1966), Detterman and Reed (1980), Detterman and others (1996), Kelley (1980), Martin 
(1915, 1916, 1921, 1926), Martin and Katz (1912), Newton (1983a, b, 1990), Smith (1926), Smith and Baker 
(1924), Stanley (1979), Stanton and Martin (1905), Wang (1987), and Wang and others (1988).  The name 
Kamishak Formation [originally proposed as Kamishak Chert by Martin and Katz (1912); subsequently changed to 
Kamishak Formation by Kellum (1945)] is now applied to nearly all exposures of Late Triassic age carbonates on 
the Alaska Peninsula and in the lower Cook Inlet region. It should be noted that outcrops of the Kamishak 
Formation occur on both sides of the Bruin Bay fault.  Those exposures on its west side (i.e., Kamishak Bay) belong 
to the Iliamna subterrane (name proposed by Wilson and others, 1985), where they are structurally complex and 
overmature in terms of oil and gas potential. Those included in the Chignik subterrane (also proposed by Wilson and 
others, 1985) on the east side of the Bruin Bay fault (Puale Bay) are only weakly to moderately folded and are well 
within the thermal range of oil and gas generation.  Other Upper Triassic exposures in the Chignik subterrane can be 
found in the Port Graham area on the southern end of the Kenai Peninsula, on Ushagat Island (the largest of the 
Barren Islands), and along the northwest coast of Kodiak Island.  The latter named exposures are poorly known due 
to the lack of detailed study and are strongly deserving of further investigation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Distribution of the Kamishak Formation (TrK unit) according to Detterman and others (1996).  Map 
shows location of their measured section (Section 1) in this unit [figure from Detterman and others, 1996, fig. 6B]. 

Previous work 

Alphonse Louis Pinart (a 19th Century French ethnologist) visited the Alaska Peninsula in 1871 and was the first 
person to note the presence of Upper Triassic strata in the Puale Bay-Cape Kekurnoi-Alinchak Bay area  [he referred 
to Puale Bay as “Nounakalkhak”] (Pinart, 1873).  He collected monotid bivalves which were described in two 
papers (the latter with illustrations) by Fischer (1872, 1875), who identified them as belonging to the species 
Monotis salinaria Bronn. These specimens generated considerable interest due to their then very remote geographic 
nature, and were referred to by Teller (1886) who suggested they represent a species of Pseudomonotis related to 
Pseudomonotis ochotica (Keyserling) [P. ochotica is now referred to the genus Monotis].  Mojsisovics (1886) 
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believed this locality to represent an occurrence of what he called his “Arctic Pacific Trias province.” Frech (1908) 
reexamined Pinart’s specimens and identified them as including both the typical form of Pseudomonotis ochotica 
(Keyserling) and also Pseudomonotis ochotica var. sparicostata Teller, the latter taxon being figured.  Stanton and 
Martin (1905, p. 394, 396) make only passing reference to the presence of Upper Triassic strata at Cold (now Puale) 
Bay, stating that the fauna is “almost limited to the single species Pseudomonotis subcircularis Gabb”,  but noted 
that subsequent large collections made from the region indicated that the forms earlier described and illustrated by 
Fischer as Monotis salinaria should rightfully belong to Gabb’s species.  

 
Figure 3. Distribution of unnamed Triassic beds (now referred to Kamishak Formation) according to Imlay and 
Detterman (1977).  This figure more accurately reflects the distribution of Upper Triassic strata than that shown in 
Figure 2.  Note the presence of Permian (?) beds shown at Cape Kekurnoi which were recognized by Hanson 
(1957). 
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Martin (1916, p. 699-700) makes only a brief comment on the Puale Bay exposures, stating that they consist of 
limestone and shale, 700 feet or more in thickness, and containing Pseudomonotis subcircularis (Gabb) [illustrated 
on pl. 29, fig. 1 of his publication and reproduced here in Fig. 9].  He also noted that the beds bearing the monotid 
bivalves were underlain by contorted cherts, underlain in turn by basic igneous rocks.  Martin (1921, p. 57-58) gives 
a slightly more detailed description of the unnamed Triassic succession between Cold (Puale) and Alinchak bays, 
and noted that at Alinchak Bay contorted cherts (containing no fossils) underlie limestone and shale bearing 
monotids, and that the cherts are underlain by basic igneous rocks.  It is interesting to note that no subsequent 
investigations have documented the presence of cherts in this part of the section.  The igneous rocks that Martin 
refers to appear to be part of the volcaniciclastic unit that was recognized at Cape Kekurnoi by Hanson (1957) and 
thought to possibly be part of Permian age basement complex.  In addition, Martin (1921, p. 58-59) recognized a 
change upward from calcareous beds beneath into less calcareous beds as one goes from the Upper Triassic into the 
Lower Jurassic. No definite horizon could be identified by him as the Triassic/Jurassic boundary as this appears to 
occur in a gradual transition in which no fossils were recovered. Capps (1923) made a detailed description of the 
Upper Triassic beds between Puale Bay and Alinchak Bay.  He referred to them as an unnamed unit of “dense thin-
bedded limestone and shale” of Late Triassic age (Capps, 1923, Pl. II).  He estimated the thickness as well over 
1,000 feet, consisting “hard dense thin-bedded limestone and limy shale, cut by dikes and sills of basalt (ibid, p. 92). 
He also noted that many of the limestone beds were dominated exclusively by a single form of Pseudomonotis (now 
recognized as Monotis (Pacimonotis) subcircularis Gabb) and the transition into the overlying Jurassic beds was not 
represented by a structural break, there being “apparently perfect conformity between the Triassic and Jurassic 
beds.” (Capps, 1923, p. 93).  Capps regarded the top of the Upper Triassic to “end at the point where the sandy 
phase begins to appear” (ibid, p. 93).  The Upper Triassic beds were referred by Smith (1926, p. 65) simply as 
“massive and thin-bedded limestone of Upper Triassic age”, which were overlain conformably by Lower Jurassic 
limestone, sandstone, and shale.  His 1926 paper incorporated his field work conducted in 1924 which updated 
earlier USGS mapping done by him, A.A. Baker, and S.R. Capps.  In this paper, the lowest beds of the Upper 
Triassic as exposed at Cold Bay (now referred to as Puale Bay) were now shown to consist of massive buff-colored 
limestone 85 feet in thickness, overlain by blue nodular limestone 40 feet in thickness (according to fig 2 of Smith, 
but 30 feet in text on p. 66), overlain in turn by a thicker thin-bedded limestone succession which included a 100 
foot-thick interval of basalt (Smith, 1926, fig. 2 shown as Fig. 4 here). The thin-bedded succession containing 
Pseudomonotis [now recognized as Monotis] was indicated to be slightly over 700 feet in thickness (Smith, 1926, p. 
69).  The Triassic/Jurassic boundary was not determined, but indicated to be within the upper part of Smith’s thin-
bedded limestone.  A total thickness of 900 feet was suggested for the Upper Triassic succession by Smith (1926).  
Smith (1926, fig. 2) indicated that the lowest beds of the Upper Triassic consisted of thin-bedded limestone at 
Alinchak Bay [similar to our observations of 2007 west of Cape Kekurnoi].  
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The Upper Triassic succession in the study area was shown on the map of Moore (1967) as the Trvm (volcanic and 
marine sedimentary rocks) unit.  On the geologic map of the same area (von Huene and others, 1979, Pl. 2) the 
Upper Triassic was shown as the Trsv (sedimentary and volcanic rocks), with the exception of the rocks at the 
outermost end of Cape Kekurnoi, which were shown as being assigned to the unit with question.  The exposures at 
Cape Kekurnoi, consisting of basalts, are here considered to be part of the underlying Paleozoic (Permian) basement 
complex as was suggested by Hanson (1957).  

Two 1:250,000 scale geologic maps were released by R.L. Detterman and others (1983, 1987), both of which left the 
Upper Triassic beds unnamed, but represented by a single unit (Trlv) on the map of Detterman and others (1983) 
and two units (Trls and Trv) on the map of Detterman and others (1987).  The Detterman and others (1987) map was 
the first one to apply the name Talkeetna Formation (a formation established by Martin (1926) for exposures in the 
southern Talkeetna Mountains) to the previously unnamed Jurassic rocks exposed between Puale and Alinchak bays 
[see Imlay and Detterman, (1977) and Imlay (1981) for detailed faunal lists from the Lower Jurassic of the study 
area].  The name Bidarka Formation was earlier established by Kellum (1945) for rocks he considered to be Early 
Jurassic in age that were exposed along the east side of Puale Bay.  This raises the question of stratigraphic 
nomenclatorial priority which needs to be addressed at some point in the future.  

Wang (1987) presented the results of his M.S. thesis, emphasizing the sedimentology of the Upper Triassic strata in 
the study area. He recognized three major facies in his measured section (~ 700 m) along the east side of Puale Bay: 
1.) a basal coralline biomicrite facies 45 m thick containing abundant scleractinian corals, spongiomorp hs, and 
terebratulid brachiopods (=the informal “biostromal member” used here); 2.) a carbonate conglomerate facies 
(overlying the basal biomicrite facies) that is 25 m thick and containing corals, bivalves, ammonoids, nautiloids, and 

Figure 4. Columnar sections of strata of 
Upper Triassic and Jurassic strata exposed 
at Cold Bay (left column) and Alinchak Bay 
(right column) [from Smith, 1926, fig. 2]. 
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gastropods in cobble-sized lithoclasts (=the informal “nodular limestone member” used here); and the uppermost 
and much thicker rhythymite facies, including calcareous/siliceous shale and siliceous limestone/chert which 
contains abundant monotid bivalves (=the informal “limestone and shale member” used here).  Wang and others 
(1988) later presented essentially the same data in the GSA Bulletin.  Newton (1990) studied the Triassic/Jurassic 
boundary section at Puale Bay.  She recognized latest Norian and Hettangian intervals in the section, but noted that 
they were separated by an approximately 50-m thick barren interval (in terms of shelly fauna) containing high 
concentrations of the trace fossils Thalassinoides and Chondrites.  She suggested that this interval included the 
Triassic-Jurassic boundary which was deposited under dysaerobic conditions. 

Detterman and others (1996) were the first to apply the stratigraphic term Kamishak Formation to the previously 
unnamed Upper Triassic strata exposed in the study area (areal distribution of this unit is shown in fig. 2). They 
presented a measured section (part of their fig. 6; reproduced here as Fig. 5) which comprised a total measured 
thickness of 799.5 m.  They also indicated a gradational contact with the overlying Lower Jurassic strata which they 
assigned to the Talkeetna Formation. They recognized 14 subunits within the Kamishak Formation, of which their 
lowermost subunit (no. 1) corresponds to the informal nodular limestone member used here. 

Pálfy (1997) and  Pálfy and others (1999) presented data primarily focused on the Lower Jurassic succession 
exposed on the east shore of Puale Bay, but differed from earlier investigators in suggesting that the Kamishak 
Formation extended into the Hettangian, with a boundary between the Kamishak Formation and overlying Talkeetna 
Formation situated higher in the section.  Of interest is the fact that they showed (Pálfy and others, 1999, fig. 2) the 
lowermost fossiliferous horizon in the Lower Jurassic (middle Hettangian in age) being separated by a normal fault 
from unfossiliferous, lithologically very similar, presumably uppermost Triassic strata. Barbacka and others (2006) 
illustrate and described plant macrofossils from middle Hettangian strata on the east shore of Puale Bay which they 
assign to the uppermost part of the Kamishak Formation 

  
. 

Figure 5. Columnar section of the Kamishak Formation exposed in the 
Cape Kekurnoi – Puale Bay area according to Detterman and others 
(1996 – their Section 1 of their fig. 6). They indicate a total thickness of 
799.5 m for the Kamishak Formation.  
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Reinterpreted stratigraphy 

The Upper Triassic strata of the study area have only recently been referred to the earlier named Kamishak 
Formation by Detterman and others (1996). Only two modern investigators have attempted illustrate a stratigraphic 
section of the formation: 1.) Wang (1987) and Wang and others (1988) who indicated a total thickness of 
approximately 700 m; and 2.) Detterman and others (1996) who indicated that thickness to be 799.5 m.  Both 
investigations did not present rigid lithostratigraphic evidence for determining the top and bottom of the formation.  
The base was not considered exposed in either paper onshore in the study area, although the authors suggested that 
older beds were present offshore on small islands, one of which consisted of limestone yielding mid-Permian fossils 
(Hanson, 1957) and Jeffords (1977).  These islands form part of pre-Mesozoic complex of volcaniclastic rocks, 
volcanics and limestone (the latter yielding Permian fossils).  The base of the Kamishak Formation directly overlies 
volcaniclastic sands of this late Paleozoic complex along the shoreline of the mainland of the peninsula (Fig. 6) west 
of Cape Kekurnoi. The contact is an angular unconformity with quite visible erosional truncation of the underlying 
volcaniclastic strata.  The presence of a Permian unit on the peninsula was earlier suggested (with a questioned age, 
due to the absence of fossils) on the geologic map presented in Hanson (1957, fig. 1), who indicated the presence of 
Permian (?) agglomerate onshore.  Unfortunately both previous and subsequent investigators have missed this 
contact, perhaps due to the brevity of most field work done in the region, as well as the concentration of study 
focused on the Upper Triassic exposures on the east side of Puale Bay, resulting in concomitant lack of work on the 
exposures near Cape Kekurnoi and Alinchak Bay. 

Based on my limited time on the Kamsishak Formation in the study area, I believe three informal members can be 
designated which are easily recognizable by the field geologist.  These are the “biostromal limestone member” (only 
locally developed) which is thick- to massive-bedded. It is equivalent to the basal coralline biomicrite facies of 
Wang (1987),  a unit 45 m thick and containing abundant scleractinian corals, spongiomorphs, and terebratulid 
brachiopods.  The next highest member, the “nodular limestone member” (again only locally developed), 
corresponds to the carbonate conglomerate facies of Wang (1987), a unit 25 m thick and containing corals, bivalves, 
ammonoids, nautiloids, and gastropods in cobble-sized lithoclasts.  The highest member, the “limestone and shale 
member”, equivalent to the rhythmite facies of Wang (1987) consists of thin- to medium-bedded calcareous shale, 
siliceous shale, limestone, and minor volcaniclastic beds.  This unit forms the greater part of the formation and on 
the east of the outcrop belt, from 0.5 mi (0.8 m) west of Cape Kekurnoi to Alinchak Bay, it comprises the entire 
formation, the lowermost two westerly developed members being absent. 

 

Figure 6. Aerial view of Upper Triassic carbonates of the Kamishak Formation (light-colored rocks) 0.5 km (0.8 
km) west of Cape Kekurnoi showing lower contact with underlying Permian volcanic agglomerate and 
volcaniclastic rocks (dark strata). Contact is an angular unconformity with strikingly obvious erosional cutoff of 
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underlying bedded Permian rocks.  Photo taken by Bryan Sralla (Fort Worth, Texas).  Same as Fig. 2 in Blodgett 
and Sralla (2008). 

The exposed base of the Kamishak Formation has up to now been observed only along the shoreline approximately 
0.5 mi (0.8 km) west of Cape Kekurnoi (fig. 6). Here, probable Permian-age volcaniclastic beds are overlain by thin-
bedded limestones of the Kamishak Formation which bear local concentrations of the bivalve Monotis 
(Pacimonotis) subcircularis Gabb.  Further west, at the east side of the entrance into Puale Bay, the lowest beds of 
the Kamishak Formation are of somewhat differing character, including the basal, relatively massively bedded 
biostromal member, developed only near a small headland which borders the east entrance to Puale Bay, and the 
overlying nodular limestone member, which likewise is limited to this headland.  Overlying the nodular limestone 
member are typical beds of the lower part of the thin- to medium-bedded limestone and shale member of the 
Kamishak Formation.  A rapid facies change appears to exist between the lowermost Kamishak Formation beds at 
the headland and those to the east near Cape Kekurnoi.  No one has seemingly worked out this relationship, which 
would require careful traversing of shoreline and adjoining exposures between these two areas.  Several possibilities 
readily come to mind: 1.) the local development of the biostromal member and nodular limestone member may 
represent only a locally developed facies, laterally equivalent to the lower part of the limestone and shale member; 
or 2.) the local development of the first two mentioned members may  

The top of the formation remains to be rigorously defined lithostratigraphically.  Both older and modern workers 
have recognized that the Upper Triassic beds are gradational in character with those of the overlying Lower Jurassic.  
Calcareous sediments dominate the lower part of the interval, with a gradual increase of volcanicastic sediments as 
one goes higher in the section.  Monospecific accumulations of monotid bivalves (represented primarily by two 
species of Monotis) typify much of this unit.  No biostratigraphically-defined Triassic-Jurassic boundary has yet 
been identified.  Most previous workers have suggested that the Late Triassic beds are part of the Kamishak 
Formation, whilst those of Early Jurassic age belong to a different unit.  An exception, however, is the work of Pálfy 
(1997), Pálfy and others (1999), and Barbacka, Pálfy, and Smith (2006) who believe the carbonate-rich beds go up 
into the Hettangian, and assign them to the Kamishak Formation, recognizing the overlying Talkeetna Formation 
just above where the beds are dominated by non-calcareous clastic rocks. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Aerial view 
of headland situtated 
at the center of the 
lower margin of Sec. 
33, T. 28 S., R. 37 W., 
Karluk (C-4 and C-5) 
quadrangle.  The 
prominent massif forming the outermost end of the headland comprises the primary (thickest-known) exposure of the 
biostromal member. A minimum estimate of thickness for this member has been given as 45 m (Wang, 1987). 
Outcrops further inland (to the left) include the overlying nodular limestone and platy limestone and shale members. 
Photo [courtesy of Les Magoon (USGS, Menlo Park, CA)] taken at an extremely low minus tide.  
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Age control for the Kamishak Formation has relied to date almost entirely on megafossil invertebrates (primarily 
monotid bivalves).  Conodonts have not yet been reported from the unit, and ammonoids to date have not been well 
documented from the formation. In terms of facies and succession of faunal types (communities), the Kamishak 
Formation appears to represent a transgressive, deeping upward succession of beds primarily of late Norian age.  No 
Rhaetian (uppermost Triassic) age beds have been recognized from the succession, and the oldest dated Jurassic 
fauna is of middle Hettangian age (Imlay, 1981).  A detailed study of the Triassic-Jurassic transition from this area 
would be an invaluable contribution to better understanding the tectonic evolution of the Peninsular terrane.  

 

 

Figure 8. A differing view showing 
lower part of Kamishak Formation 
section on the east side of the same 
headland shown in Fig. 7.   The 
more massively bedded biostromal 
and nodular limestone members 
exposed on extreme right of 
headland and the lower part of the 
platy limestone and shale member 
(note finer scale bedding) are 
exposed on left side (note 
helicopter for scale). 

 

 

Paleontology 

Ammonoids – Ammonoids are not common in the Kamishak Formation exposures of the study area. In terms of 
modern taxonomic nomenclatures, only four genera have been reported in the literature: Pinacoceras and 
Trachyceras? from beds probably correlative with the nodular limestone or biostromal members recognized herein, 
and Halorites and Metasibirites from higher beds of the platy limestone and shale member. 

Bivalves - Bivalves are by far the most common fossil group found in the Kamishak Formation exposures in the 
study area. Most notably to even the casual observer is the magnificent abundance of monotid bivalves throughout 
most of the Kamishak exposures here.  As noted by Silberling and others (1997, p. 11): “In wave-cut exposures 
along the shores of Puale and Alinchak Bays, on either side of Cape Kekurnoi, several hundred meters of Upper 
Triassic, well-bedded, dense limestone, shale and minor volcaniclastic rocks (the “bedded cherts” lithofacies of 
Wang and others, 1988) overlie platform-carbonates and volcanic rocks, all of which are late Norian in age. Monotis 
(P.) subcircularis is well represented in collections from relatively low in the well-bedded sequence, however, M. 
(M.) alaskana occurs near its top. Although the section is disturbed by faults and folds, Detterman and others (in 
press [1996]) reported a minimum stratigraphic separation of about 75 m between these two species in an unbroken 
partial section in Alinchak Bay.”    

Monotis (Pacimonotis) subcircularis Gabb (see Figs. 9-11) is by far the most abundant bivalve found in the 
Kamishak Formation, being the typical form which most field geologists have collected in the region.  In addition to 
the two species M. (P.) subcircularis and M. (Monotis) alaskana which typify much of the limestone and shale 
member, a much rarer third species has been recognized by myself from Standard Oil Co. of California collections 
that were later donated to the California Academy of Sciences  (CAS) in San Francisco. This species is identical to a 
form illustrated and identified as Monotis (Entomonotis) sp. cf. M. (E.) ochotica densistriata (Teller, 1886) by 
Silberling and others (1997).  This form co-occurs with Monotis (Pacimonotis) subcircularis in the California 
Academy of Sciences collections.  The absence of any intermediate morphotypes indicates that we are dealing with 
two separate taxa.  Several left valves of this form are illustrated in Figs. 12-13.  This form has previously been 
recognized in the Alexander terrane of southeast Alaska, where it occurs at USGS Mesozoic locality 1912 on Kuiu 
Island. 



DOE Award Number: Grant DE-FC26-01NT41248 Page 108 

Figure 9. Drawing (from Martin, 
1916, Pl. 29, fig. 1) showing right 
valve of Pseudomonotis subcircularis 
(Gabb) [now referred to Monotis 
(Pacimonotis) subcircularis Gabb] 
from USGS Mesozoic locality 3107. 

 

 

Figure 10. Bedding surface exposure 
showing typical abundant 
accumulation of Monotis 
(Pacimonotis) subcircularis Gabb on 
bedding plane in lower part of the 
platy limestone and shale member of 
the Kamishak Formation. 

 

 



DOE Award Number: Grant DE-FC26-01NT41248 Page 109 

Figure 11.  Slab bearing numerous 
specimens of Monotis (Pacimonotis) 
subcircularis Gabb. Limestone and 
shale member of the Kamishak 
Formation. California Academy of 
Sciences locality 29039. Scale 
marked in cm. 

 

 

Figure 12. Left valve of Monotis 
(Entomonotis) sp. cf. M. (E.) 
ochotica densistriata (Teller, 1886) of 
Silberling and others (1997).  Note 
highly convex nature of valve which 
clearly distinguishes this subgenus.  
California Academy of  Sciences 
locality 29823.  Scale bar in cm.   
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Figure 13. Left valve of Monotis 
(Entomonotis) sp. cf. M. (E.) 
ochotica densistriata (Teller, 1886) 
of Silberling and others (1997) 
viewed from above. California 
Academy of Sciences locality 29040.  
Upper scale bar in cm.   

 

 

 

The limestone and shale member is dominated by nearly monospecific accumulations of monotid bivalves.  
However, both the underlying biostromal and nodular limestone members appear to lack monotids, but rather 
contain a much more diverse assemblage of bivalves.  Pinnid, myophorid, and pectenacid bivalves are most 
common.  Genera previously reported from these lower two members include: Amusium, Cassianella (common in 
Norian bivalve assemblages elsewhere in southern Alaska), Minetrigonia, Myophoria, Ostrea?, Palaeopharus, 
Pinna, Pinnigena, Pleuromya, and “Trichites.” Oyster shells, mostly in the form of large fragments (identified in 
this study as “Ostrea” sp.) are common elements in the nodular limestone member (Fig. 14).  Oyster shells with 
somewhat similar laminar shell structure (?Lopha cordillerana) have been illustrated from Norian age strata of the 
Antomonio Formation of Sonora, Mexico by Roberts (1997,  Fig. 4). A detailed study of the bivalve fauna from the 
lower Kamishak Formation of the study area would be a fruitful area for future paleontological work in this part of 
Alaska. 

Figure 14 . Oblique view of large 
oyster shell with borings. Note well 
developed shell structure. California 
Academy of Sciences locality 29821. 
Scale in cm.  
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Brachiopods – Brachiopods are common faunal elements in both the biostromal and nodular limestone members.  I 
know of no occurrences of brachiopods in the limestone and shale member.  Smooth terebratulids seem be typical 
for both members (figs. 15-16), with only a few specimens of rhynchonellid or spiriferid brachiopods being noted to 
date.   

Figure 15. Ventral view of articulated smooth 
terebratulid brachiopod from California Academy of 
Sciences locality 29523. Inner scale marked in cm.  
The terebratulids are common enough to have formed 
a monotaxic accumulation of silicified valves in a 
Standard Oil Co. of California field collection now 
deposited in the California Academy of Sciences (CAS 
locality 29823).  

[ 

 

 

 

 

 

 

 

 

Figure 16. Smooth terebratulid brachiopod (ventral valve) 
with well-developed radial color pattern. This is the first 
time this feature has been observed in a Triassic 
brachiopod from North America, although they are 
commonly illustrated in European faunas of the same age.  
Locality 07RB14.  Upper part of the nodular limestone 
member of the Kamishak Formation. Scale in cm. 
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Crinoids – No articulated crinoids are known from the Kamishak Formation in the study area, however, isolated 
crinoid ossicles are relatively common in the biostromal member of the Kamishak Formation, and are present to a 
lesser degree in the biostromal member.  No crinoid ossicles were observed in the platy limestone. The most notable 
among the ossicle morphotypes include the pentagonal-shaped ossicles of the crinoid genus Pentacrinus (see fig.17). 

 

 

Figure 17.  Pentagonal (star) shaped 
ossicles of the crinoid genus Pentacrinus, 
California Academy of Sciences locality 
29820.  Scale marked in cm. 

 

 

Foraminiferida – No foraminifers have been reported from the Kamishak Formation in the study area, although their 
presence has been noted in underlying Permian strata (Hanson, 1957; Jeffords, 1957) and overlying Lower Jurassic 
strata (Amoco Production Co., unpublished internal paleontologic report). 

Gastropods – Gastropods are very common in the biostromal member, and slightly less so in the nodular limestone 
member.  Gastropods are not known from the platy limestone and shale member of the Kamishak Formation.  Most 
of the taxa are indeterminate, being represented primarily by internal molds (steinkerns), probably due to the non-
preservation of the originally aragonitic shell that characterizes most members of this class.  However, many 
differing morphotypes are noted, including both high-spired and low-spired forms.  Moldic preservation is rather 
typical of the nodular limestone member, whilst preservation of original (or silica-replacment) is more common in 
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the lower biostromal member.  The best gastropod material appears to have been collected by geologists of the 
Humble Oil & Refining Co. These were illustrated in several internal company reports and included a gastropod 
identified as Protorcula alaskana Smith, 1927.  This species is now recognized as the type species of the genus 
Chulitnacula Frýda and Blodgett, 2001, a genus known from the Chulitna, Alexander, and Farewell terranes of 
southern Alaska (Frýda and Blodgett, 2001; Blodgett and others, 2000, 2003, 2005, 2006; Blodgett in McRoberts 
and Blodgett, 2002). Gastropods remain a fruitful target for future paleontological study of the Kamishak Formation.  
Their utility includes both biostratigraphic and paleoecologic aspects, but is especially useful for determination of 
paleobiogeographic affinities. 

Hydrozoans – The spherical, probably planktonic hydrozoan genus Heterastridium occurs commonly in the lower 
part of the platy limestone “member” of the Kamishak Formation at Puale Bay.  Illustrated here (Fig. 18) are several 
specimens from collections made by Standard Oil Co. of California geologists (now part of the collections of the 
California Academy of Sciences in San Francisco). 

 

Figure 18.  Two specimens of the spherical hydrozoan genus Heterastridium. California Academy of Sciences 
locality 29039-01.  Limestone and shale member of the Kamishak Formation. Scale marked in cm. 

The earliest reported specimens recognized now as belonging to Heterastridium were by USGS paleontologist T.W. 
Stanton, who identified them in Capps (1923, p. 93) as Stoliczkaria sp. related to S. granulata.  As noted here, 
Heterastridium commonly occurs in the lower part of the platy limestone and shale member and is the only 
associated fossil commonly found together with the more abundant Monotis (Pacimonotis) subcircularis Gabb. 
Heterastridium, a genus restricted to the Upper Triassic, is commonly thought to be indicative of a tropical, warm-
water paleoenvironment (Zhang and others, 2003), and is found in number of accreted terranes of southern Alaska 
(Chulitna, Wrangellia, Farewell [Nixon Fork subterrane], Alexander, and Peninsular).  Its occurrence is Alaska was 
first noted by Smith (1927) and its most northerly undoubted report in accretionary terrane collage of southern 
Alaska is from the Nixon Fork subterrane of the Farewell terrane (Silberling and others, 1997). 

Nautiloids – Nautiloids have been noted by the writer as being relatively common in the nodular limestone member.  
The specimens I have observed are represented by relatively large internal molds.  The genus Indonautilus? has 
previously reported from the Kamishak Formation exposures in the study area earlier by N.J. Silberling (in an E&R 
report to G.W. Moore, dated Nov. 23, 1965).  Kummel (1951, p. 31) in his monographic treatment of American 
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Triassic coiled nautiloids described but did not illustrate a single nautiloid he identified as Germanonautilus sp. His 
description is as follows: “Two specimens are available for study from Alaska that clearly belong in 
Germanonautilus but are too incomplete to warrant specific assignment. The first, U.S.N.M. 107092 (U.S.G.S. loc. 
12393), is from the Gold [sic] Bay District, Alaska Peninsula, Alaska and was collected by W.R. Smith in1924. The 
specimen is an essentially complete living chamber with part of the crushed phragmocone. The conch is very robust, 
measuring 57 mm in width and 54 mm in height on the most adoral part of the living chamber. The venter is broadly 
rounded, flanks slightly convex grading on to a rounded and sloping umbilical wall. There is a broad shallow 
constriction on the flanks and venter about 2 cm back of the most adoral part of the specimen. The phragmocone is 
badly crushed but appears to be very much smaller in its general dimensions than the living chamber, indicating a 
rapidly expanding conch. Only part of a broad lateral lobe of the suture is visible. Position of the siphuncle is not 
known.” 

The specimen studied by Kummel had earlier been referred to as Nautilus sp. by T.W. Stanton in Smith (1926, p. 
68).  Several large nautiloids were recovered during the 2007 field season from locality 07RB11 and these are 
probably conspecific with that described by Kummel as Germanonautilus sp. 

Scleractinian corals – Scleractinian corals are known only from the biostromal and nodular members of the 
Kamishak Formation in the study area.  Many of the species appear to belong to colonial forms (fig. 19), and include 
a form assigned to Elysastraea sp., the only coral taxon yet assigned to generically in the study area.  Other larger 
taxonomic entities have been recognized, including thamnasteriid corals, montlivaltid corals, and fungiid? corals.  
Solitary scleractinian corals have been observed at localities 07RB10 and 07RB12, and 07RB14. 

 
Figure 19. Massive, colonial scleractinian coral head on bedding surface in the uppermost part of the biostromal 
member of the Kamishak Formation (near fossil locality 07RB10, Lat. 57°42.825’ N., Long. 155°21.712’ W.). 
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Spongiomorphs – Spongiomorphs are common in the biostromal member of the Kamishak Formation (Wang, 1987), 
but have not been reported in the other members.  No formal systematic study has yet been undertaken for this group 
in the study area. 

Conodonts – Conodonts had not previously been reported from the Kamishak Formation.  Three limestone samples 
were collected during the 2007 ADGGS summer field season for conodont analysis (from 07RB08, 11, and 13B), 
but only one sample yielded positive results (07RB11). From the latter locality, one indeterminate, possibly juvenile 
conodont Pa element blade fragment was recovered which had a CAI value of 1.5-2 (Andrea Krumhardt, written 
communication, 11/14/07).  This value indicates the host strata were buried to a point lower in oil window. 
Conodont color alteration (CAI) data (Epstein and others, 1977) are highly desired as they would provide another 
mode of geothermometry to unravel the thermal history of this area.   

Vertebrates – No vertebrates have previously been noted from the Triassic rocks of the Peninsular terrane. During 
the summer 2007 ADGGS field program a single large rib fragment approximately 10 cm long was recovered from 
near the base of the nodular limestone member of the Kamishak Formation at my locality 07RB11.  The specimen 
consists of a long curved bone which was preserved as an external mold in lime mudstone.  Rubber latex casts were 
made for detailed examination (Fig. 20).  One cast was sent to Thomas L. Adams, a graduate student at Southern 
Methodist University, who recently completed a M.S. thesis study of Late Triassic vertebrate (dominantly 
ichthyosaur) material from middle Norian strata of the Hound Island Volcanics on Hound Island in the Keku Strait 
region of southeastern Alaska. Based on his preliminary examination of the cast, he reports: “At first inspection, it is 
definitely a rib. My first guess would be to say that it is ichthyosaur, based on size and the furrow along the upper 
surface. Beyond that it is hard to say. ribs are not very diagnostic. Always the chance that it could be thalattosaur or 
even sauropterygian” (T.L. Adams, written commun., October 2, 2007).  Although I am not a vertebrate 
paleontologist, I would comment further that this specimen reminds one very much of ichthyosaur rib fragments I 
have seen in the Upper Jurassic Naknek Formation from the east shore of the Island Arm branch of Becharof Lake.   

 

Figure 20. Rubber latex replica of probably ichthyosaur rib fragment from locality 07RB11.  Upper scale bar in cm. 
Paleobiogeographic affinities of the Peninsular terrane Triassic faunas 
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Determination of the paleobiogeographic affinities of Peninsular terrane faunas and floras through time will shed 
much light on the wanderings of this terrane during Permian through Jurassic time up to its final accretion into the 
collage of terranes which comprise Alaska as we now know it.  Virtually nothing has previously been published in 
regards to the Peninsular terrane affinities during the Late Triassic, but enough data are now emerging so that some 
speculation can be made. The remarks made below pertain only to Kamishak Formation fauna recovered to date 
from the Puale Bay-Alinchak Bay. 

The study of the paleobiogeographic affinities of Late Triassic faunas from Alaska has only recently been 
undertaken. The first papers to address this issue have focused on monotid bivalves (Silberling, 1985; Grant-Mackie 
and Silberling, 1990; and Silberling, 1997).  More recently, publications have appeared which examined the faunal 
distribution of Late Triassic gastropods within Alaska [Blodgett and Frýda, 2001a, b; Blodgett and others, 2001, 
2003, 2005, 2006; Frýda and Blodgett, 2001; Sandy and others, 2001 (the latter also addressed brachiopods)].  

The relative abundance of the floating hydrozoan genus Heterastridium (primarily known from late Norian strata in 
North American, but older Norian records in New Zealand and New Caledonia exist [Jack Grant-Mackie, written 
commun., July 24, 2007]) suggest a warm, tropical setting for the terrane.  Heterastridium is found in a number of 
accreted terranes of southern Alaska (Chulitna, Alexander, Wrangellia, Peninsular, Susitna, and Farewell) where it is 
often closely associated with strata bearing other warm-water elements such scleractinian corals, spongiomorphs, 
calcareous green algae (Zhang and others, 2003).  The most northerly occurrence of Heterastridium in North 
America is the accretionary Farewell (Nixon Fork) terrane of west-central Alaska (Silberling and others, 1997, p. 
16). Heterastridium, along scleractinian corals and spongiomorphs, are unknown in the Arctic Alaska terrane which 
appears to have been situated at a much more northerly, cool paleolatitude. 

Monotid bivalves, the key faunal signature to the upper limestone and shale member of the Kamishak Formation in 
the study area, have until this investigation been considered as belonging to only two species, Monotis 
(Pacimonotis) subcircularis Gabb, typical for the lower part of this member, with rarer occurrences of Monotis 
(Monotis) alaskana Smith higher in the section (Detterman and others, 1996; Silberling and others, 1997). Silberling 
and others (1997, fig. 4) show only four southern Alaskan terranes which contain such a combination of species 
(present with qualification, or present in the sense of “cf.” or “?”), these being the Susitna, Wrangellia, Peninsular, 
and Alexander terranes. As noted above, two of the California Academy of Sciences collections (CAS localities 
28040 and 29823) recently obtained on loan, contain several left valves of a monotid bivalves which are identical 
with forms illustrated and identified as Monotis (Entomonotis) sp. cf. M. (E.) ochotica densistriata (Teller, 1886) of 
Silberling, Grant-Mackie, and Nichols, 1997.  This taxon has previously been recognized in Alaska only from USGS 
Mesozoic locality 1912 on Kuiu Island, southeast Alaska (in the Alexander terrane). 

Although few gastropods are identified with any confidence from Kamishak Formation in the study area, it is of note 
that the species Protorcula alaskana was identified and illustrated in an internal report of the Humble Oil & 
Refining Co. (Levinson and Jeffords, 1956). This species was later designated the type species of the genus 
Chulitnacula Frýda and Blodgett, 2001, a genus known only from the Chulitna, Alexander, and Farewell terranes of 
southern Alaska (Frýda and Blodgett, 2001; Blodgett and others, 2000, 2003, 2005, 2006; Blodgett in McRoberts 
and Blodgett, 2002).  Of particular note is the fact that this distinctive species is as far as known absent from the 
Wrangellia terrane.  Assessment of the Norian gastropod populations (together with other associated fauna and 
flora) from various parts of southern Alaska suggests that all were probably situated in warm, equatorial settings 
during this time. However, the Wrangellia terrane (with its own distinctive, highly endemic gastropod fauna) was 
separated by some significant distance from the Chulitna, Alexander, and Farewell terranes, which appear to have 
formed a triplet (probably situated close to one another) sharing many of the same, highly endemic gastropod 
species (see gastropod references cited above for more detailed description).  The paleobiogeographic evidence at 
hand indicates that the Peninsular terrane shares much great affinities with the Alexander, Chulitna, and Farewell 
terrane, rather than with the Wrangellia terrane. 
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Appendix 1.  Faunal lists 

The fauna lists provided shows Kamishak Formation taxa from the Puale Bay-Alinchak known from the literature or 
from internal unpublished USGS fossil reports (also known as E&R reports).  Not included in this appendix are data 
from Humble Oil & Refining Co. internal reports and material donated by Standard Oil Co. of California to the 
California Academy of Sciences.  

Field No./USGS 
Locality No. or other 

number 

Lat./Long. Fauna Source of data and 
age assignment 

Informal member 
assignment (herein) 

948 of Stanton and others, 
1904. USGS Mesozoic loc. 
3107 

“Cold Bay, NE shore ¼ to ½ 
mi. from Cape on N. side of 
entrance.” (description from 
Stanton, report of 
04/03/1912) 

 
“Northeast shore of Cold 
Bay, one-fourth to one-half 
mile northwest of Cape 
Kekurnoi. Upper half of 700 
feet of limestone and 
calcareous shale. T.W. 
Stanton, 1904.” (description 
from Martin, 1926, p. 64) 

 Pseudomonotis subcircularis 
(Gabb) 

- abundant. This is the form 
figured by Fischer from this 
locality as Monotis salinaria 

 
[Note by R.B. Blodgett: 
Pseudomonotis subcircularis is 
now refered to as Monotis 
(Pacimonotis) subcircularis 
Gabb] 

Identificiation by 
T.W. Stanton in 
internal USGS report 
to Stanton, Martin, 
R.W. Stone, and 
others. Report dated 
4/23/1912 

 
 
Also cited in Martin 
(1926, p. 64) 

platy limestone and 
shale member 

948a of Stanton, Martin, 
Stone, and others, 1904. 
USGS Mesozoic loc. 3108. 

Same as 948 but 100 feet 
above highest 
Pseudomonotis.” 
(description from Stanton 
internal USGS report of 
1912) 

 
-------------------------- 
“Northeast shore of Cold 
Bay, about half a mile 
northwest of Cape 
Kekurnoi. Calcareous beds 
about 100 feet above 3107. 
T.W. Stanton, 1904.” 
(description from Martin, 
1926 , p. 64) 

--------------------- 
 

Approx. location 
shown in fig. 1 of 
Imlay and 
Detterman, 1977 
(on east side of 
Puale Bay) 

Ammonite fragments and 
imprint. Umbilicus broad, 
sculpture of coarsely 
dichotomizing ribs. May be 
Trias. Matrix lithologically 
identical with that of 948 

 
------------------------- 
Ammonites (undetermined) 
 
 
 
 
 
 
 
 
---------------------- 
Metasibirites 

Identificiation by 
T.W. Stanton in 
internal USGS report 
to Stanton, Martin, 
R.W. Stone, and 
others. Report dated 
4/23/1912 

 
 
 
-------------------- 
Identification given in 
Martin (1926, p. 64) 

 
 
 
 
 
 
 
------------------ 
Identification given in 
Imlay and 
Detterman, 1977, fig. 
1 

platy limestone and 
shale member 

Unnumbered (11) of Stanton 
and others, 1904. USGS 
Mesozoic loc. 3129 

“W. shore of 1st big bay east 
of Cold Bay”  (description 
from Stanton internal USGS 
report of 1912) 

 
“West shore of Alinchak 
Bay. Shale and limestone 

 Pseudomonotis subcircularis 
(Gabb) 

 
[Note by R.B. Blodgett: 
Pseudomonotis subcircularis is 
now referred to as Monotis 
(Pacimonotis) subcircularis 
Gabb] 

Identificiation by 
T.W. Stanton in 
internal USGS report 
to Stanton, Martin, 
R.W. Stone, and 
others. Report dated 
4/23/1912 

 
 
Also cited in Martin 

platy limestone and 
shale member 
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overlying contorted chert. 
Lawrence Martin, 1904.” 
(description from Martin, 
1926, p. 64) 

(1926, p. 64) 

No. I-128 (USGS Mesozoic 
loc. 10821) 

“North shore of Cold Bay 
half a mile northwest of 
mouth of bay” 

Locality shown on 
Pl. II of Capps 
(1923)   

Stoliczkaria sp. related to S. 
granulata (Stoliczka) 

Pseudomonotis subcircularis 
(Gabb) 

 
[Note by R.B. Blodgett: the 
Stoliczkaria referred to by 
Stanton is Heterastridium and 
the Pseudomonotis subcircularis 
is now referred to as Monotis 
(Pacimonotis) subcircularis 
Gabb] 

Identifications by 
T.W. Stanton in 
Capps, 1923, p. 93. 
“Upper Triassic” 

 
Also cited in Martin 
(1926, p. 64) 

platy limestone and 
shale member 

F. 15 (USGS Mesozoic loc. 
12393) 

“Cape Kekurnoi, along beach 
between Cold and Alinchak 
Bays, below F. 14” 

No map provided 
in publication 

Corals. Several genera. 
Rhynchonella sp. 
Terebratula? sp. Abundant large 
form. 

Pecten sp. Small smooth form 
Amusium sp. 
Pinnigena sp. Large, well 
preserved. 

Pinna sp. 
Cassianella sp. 
Myophoria? sp. Several ribbed 
forms. 

Myophoria? sp. Smooth form. 
Pleuromya sp. Large form. 
Undetermined pelecypods. 
Gastropods. Several genera 
represented. 

Nautilus sp. 
Halorites sp. Catenati group. 
Trachyceras? sp. Two or more 
species represented by imperfect 
specimens. 

Identifications by 
T.W. Stanton in 
Smith, 1926, p. 68. 
“This is an Upper 
Triassic (Noric) 
fauna not previously 
recorded in 
America” 

Seems to represent a 
mixture of the 
biostromal  and 
nodular members 

F. 17. (USGS Mesozoic 
locality 12395) “Cape 
Kekurnoi. Boulder in lava 
flow of Triassic age” 

No map provided 
in publication 

Ostrea? sp. Oval ribbed form. 
Pecten sp. 
Myophoria sp. 
Elongate pelecypod with very 
broad hinge plate and other 
small undetermined pelecypods. 

Pleurotomaria sp. 
Turbo? sp. 
Slender gastropod cast. 
Fragment of a crustacean. 

Identifications by 
T.W. Stanton in 
Smith, 1926, p. 68. 
“Triassic, 
presumably Upper 
Triassic” 

Indeterminate as 
recovered from 
boulder in basalt, but 
fauna suggests either 
biostromal or 
nodular member. 

F. 14. (USGS Mesozoic 
locality 12392) 

No map provided 
in publication 

Stoliczkaria sp. 
Pseudomonotis subcircularis 
(Gabb) 

Cassianella? sp. 
 
[Note by R.B. Blodgett: the 
Stoliczkaria referred to by 
Stanton is Heterastridium and 
the Pseudomonotis subcircularis 
is obviously Monotis 
(Pacimonotis) subcircularis 
Gabb] 

 

Identifications by 
T.W. Stanton in 
Smith, 1926, p. 69. 
“Upper Triassic” 

platy limestone and 
shale member 

USGS Mesozoic loc. Approx. location Monotis cf. M. salinaria Bronn Identification given in platy limestone and 
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19806  
No description provided in 
Imlay and Detterman, 1977, 
but approx. loc. shown (on 
east side of Puale Bay) in 
fig. 1 of that paper. [no E&R 
report appears to exist in the 
files of the Alaska Technical 
Data Unit in Anchorage  

shown in fig. 1 of 
Imlay and 
Detterman, 1977 
(on east side of 
Puale Bay) 

Imlay and 
Detterman, 1977, fig. 
1 

shale member 

ADB-123, Coll. M.C. 
Lachenbruch, 1959. USGS 
Mesozoic loc. M749. 

“on coast near point between 
Cape Kekurnoi and Puale 
Bay about ½ mile NE from 
cabin near VABM 96 on 
Karluk 1:250,000 
quadrangle. Monotis occurs 
about 400 feet above base of 
Triassic section and 250-300 
feet above coralline 
limestone that rests on 
Permian(?).” (description 
from Silberling and others, 
1997, p. 19) 

None given in 
report 

Monotis (Pacimonotis) 
subcircularis Gabb 

 
[specimens from this locality 
illustrated on Pl. 2, figs. 8-13] 

 
[Silberling and others, 1997, note 
that this locality is 
stratigraphically lower than SU 
loc. 3652, low in the well-
bedded sequence (=low in the 
platy limestone and shale 
member herein)] 

Identification from 
Silberling and others 
(1997) 

platy limestone and 
shale member 

(lower part) 

ROC 1113, Coll.: W.T. 
Rothwell, Jr., 1962. 
Stanford Univ. loc. SU 
3652. 

“East side of Puale Bay about 
2,300 feet N. 40°W. of 
VABM Hike.” (description 
from Silberling and others, 
1997, p. 21) 

None given in 
paper. 

Monotis (Monotis) alaskana 
Smith, 1927  

 
[specimens from this locality 
illustrated on Pl. 2, figs. 1-6 of 
Silberling and others, 1997] 

 
[Silberling and others, 1997, p. 
11 note that this occurrence is 
near the top of the well-bedded 
sequence (=platy limestone and 
shale member herein)] 

Identification from 
Silberling and others 
(1997) 

platy limestone and 
shale member (upper 
part) 

ALP 670 (no USGS loc. no. 
assigned in report) 

Same general locality as ALP 
668 

Report cites: 
57°43’ N. 
155°19’ W 

Halorites sp. 
Heterastridium sp. 
Pinna and other pelecypods 
indet. gastropods 
Terebratuloid brachiopods 
Cidarid spines 

Internal USGS fossil 
report by N.J. 
Silberling to British 
Petroleum Co., 
report dated 
10/25/1962 – The 
ammonite Halorites 
and the hydrozoan 
Heterastridium are 
indicative of a 
middle or late Norian 
age. 

Undetermined, 
possibly nodular 
member 

ALP 671 (no USGS loc. no. 
assigned in report) 

Same general locality as ALP 
668 

Report cites: 
57°43’ N. 
155°19’ W 

Thamnasteriid corals, 
montlivaltid corals, fungiid? 
corals 

Internal USGS fossil 
report by N.J. 
Silberling to British 
Petroleum Co., 
report dated 
10/25/1962 – Early 
Mesozoic, probably 
Late Triassic 

biostromal member 

ALP 703 (no USGS loc. no. 
assigned in report). “Puale 
Bay, east shore” 

Report cites: 
57°44’ N 155°17’ 
W 

Monotis subcircularis Gabb Internal USGS fossil 
report by N.J. 
Silberling to British 
Petroleum Co., 
report dated 

platy limestone and 
shale member 
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10/25/1962 – Late 
Late Triassic (middle 
or late Norian) 

ALP 705 (no USGS loc. no. 
assigned in report).  

Report cites: 
57°44’ N 155°16’ 
W 

Monotis sp. 
[Silberling comments: This 
Monotis has noticeably finer 
ribbing than M. subcircularis 
and may belong to a 
stratigraphically distinct 
population] 

Internal USGS fossil 
report by N.J. 
Silberling to British 
Petroleum Co., 
report dated 
10/25/1962 – Late 
Triassic (Norian) 

platy limestone and 
shale member 

65AMe49 (USGS Mesozoic 
loc. M3008). 

“Puale Bay.” 
 
 

Report cites 
57°42.3’ N 
155°22.5’ W 

Pinacoceras sp. 
Indonautilus? sp. 
Monotis subcircularis Gabb 
Plicatula perimbricata Gabb 
Minetrigonia? cf. suttonensis 
Clapp and Shimer 

“Trichites” sp. 
Indet. Gastropods 
Terebratuloid brachiopods 
Elysastraea sp. 
Spongiomorpha sp. 
“Pentacrinus”-type columnals. 

Internal USGS fossil 
report by N.J. 
Silberling to George 
W. Moore, report 
dated 11/23/1965 – 
Age: late Norian 

Collection appears to 
represent a mixture 
of fauna from 
different members 
(facies) 

80AJm5 (USGS Mesozoic 
loc. D11291) 

“Large island at SW tip of 
Puale Bay-Alinchak Bay 
Penisnula. 15,000 ft. S and 
23,100 ft. W. of NE corner 
of quad. Limestone cobble 
from agglomerate.” 

Report cites  
57°42.4’ N 
156°23.1’ W 

Palaeopharus sp. (the strongly 
elongate bivalve) 

large weakly sculptured 
myophoriid 

shell fragments of Monotis cf. M. 
subcircularis 

undetermined fragment of an 
ornate gastropod 

Internal USGS fossil 
report by N.J. 
Silberling to John W. 
Miller, report dated 
1/03/1980 – 
Silberling comments: 
This assemblage is 
early late Norian in 
age and has been 
collected previously 
from the mainland 
part of the Puale-
Alinchak headland 
about 7,500 ft. west 
of VABM Kekurnoi 
(USGS Mesozoic 
loc. M1736). It is 
also known from the 
southeast-facing  
stretch of headland 
from an occurrence 
described as boulders 
in lava (USGS 
Mesozoic loc. 
12395). 

nodular limestone 
member or lower 
part of  

platy limestone and 
shale member 

80ADt170, Coll. R.L. 
Detterman, 1980; USGS 
Mesozoic loc. D11289 

“limestone 2 miles N. 81°E 
of VABM Kek; lat. 
57°44’30” N., long. 
155°17’20” W.” 
(description from Silberling 
and others, 1997, p. 19) 

57°44’30” N., 
155°17’20” W.” 

Monotis (Monotis) alaskana 
Smith, 1927  

 
[specimen from this locality 
illustrated n Pl. 2, fig. 7 of 
Silberling and others, 1997] 

 
[Silberling and others, 1997, p. 
11 note that this occurrence is 
near the top of the well-bedded 
sequence (=platy limestone and 
shale member herein)] 

Identification from 
Silberling and others 
(1997) 

platy limestone and 
shale member (upper 
part) 

07RB04 
 
corresponding to an interval 

57°43.208 N, 
155°23.369’ W  

Chondrites-like trace fossils (not 
collected) traces locally 
abundant in this part of section,  

Field identification by 
R.B. Blodgett, Aug. 
12, 2007 

Uppermost part of 
platy limestone and 
shale member 
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50.0 m above base of 
07MW003 section 

07RB08 
 
corresponding to an interval 
53.5 m above base of 
07MW003 section 

57°43.213’ N, 
155°23.364’ W 

Undetermined small fine-ribbed 
bivalve (with strongly convex 
valves) 

Small inarticulate brachiopods? 
Undetermined shell fragment 
-------------- 
Fish teeth 

Identified by R.B. 
Blodgett 

 
 
 
 
 
 
----------------- 
Identified by Andrea 
Krumhadt (email 
message of 11/14/07) 
in residues from 
conodont analysis 

Uppermost part of 
platy limestone and 
shale member 

07RB10 57°42.825’ N, 
155°21.712’W 

Solitary scleractinian coral 
Undetermined bivalve 
Gastropod debris 

Identified by R.B. 
Blodgett 

Uppermost part of the 
biostromal member 

07RB11 57°42.827’N, 
155°21.731’W 

Pholidomya sp. 
Large indeterminate bivalve 
internal molds 

Pinna sp. 
Gryphaea sp. 
“Ostrea” sp.  
Undet. Bivalve mold (same 
species as in 07RB14 

Indeterminate gastropod molds 
(representing several species) 

Undetermined ammonoid 
Large nautiloids (probably 
referable to Germanonautilus 
sp.) 

Smooth terebratulid brachiopods 
Probable ribbed spiriferoid 
brachiopod 

Probable ichthyosaur rib 
fragment 

---------------------- 
1 indeterminate, possibly 
juvenile conodont Pa element 
blade fragment; CAI=1.5-2 

Identified by R.B. 
Blodgett 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
------------------- 
Identified by Andrea 
Krumhadt (email 
message of 11/14/07)  

 

Lowermost part of the 
nodular limestone 
member 

07RB12 57°42.824’ N, 
155°21.701’W  

Indet. large bivalve 
Pectenacid bivalve 
High-spired gastropod steinkerns 
Large pleurotormaiid gastropod 
Other indeterminate gastropod 
steinkerns 

Undetermined ornate gastropod 
Smooth terebratulid brachiopods 

Identified by R.B. 
Blodgett 

Transitional zone 
between biostromal 
member and 
overlying nodular 
limestone member 
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(abundant) 
Large solitary scleractinian coral 
Colonial scleractinian coral 

07RB13A 57°43.539’N 
155°20.315’W 

Monotis (Pacimonotis) 
subcircularis Gabb 

(monotaxic association) 

Identified by R.B. 
Blodgett 

Lower part of the 
platy limestone and 
shale member 

07RB14 
 
corresponding to an interval 
17.1-17.8 m above base of 
07MW007 section 

57°43.516’N, 
155°20.450’W 

[much of the material here 
silicified] 

large bivalve (internal mold) 
“Ostrea” sp. 
Indeterminate bivalve molds 
Large naticopsid gastropod 
Smooth terebratulid brachiopods 
(several with radial color 
patterns) 

Poorly silicified solitary 
scleractinian coral 

Identified by R.B. 
Blodgett 

Breccia zone near top 
of nodular limestone 
member 
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Fission track geochronology of the North Aleutian COST #1 Well (OCS-8218), Bristol Bay basin, Alaska 
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3 New Mexico Tech, Los Cruces, NM 
 
Abstract 

Zircon and apatite fission-track (FT) analyses were performed on six core samples of Eocene to Miocene 
sedimentary and volcaniclastic rocks from depths of 4,200-16,700’ in the North Aleutian COST #1 well (NAC), 
Bristol Bay Basin, Alaska with the purpose of constraining their thermal history and depositional provenance. Most 
apatite and zircon populations are complex and reflect mixtures of several age components based on chi2 statistics.  
Most samples exhibit older zircon FT ages than their corresponding apatite FT ages, except for two samples at 
present temperatures (TP) within the apatite partial annealing zone that paradoxically show the opposite relationship.  

For the 5 samples shallower than 11095’ at TP = 38-104°C, mean and peak apatite fission track ages (30-74 Ma) are 
older than depositional ages (15-43 Ma) and mean track lengths range from 12 to 13 µm, together indicating that 
these samples have resided in the fission track stability zone since deposition (T<60-90 °C), although a detrital age 
component would allow partial resetting of the fission track clock. The deepest sample from 15359’ depth 
(TP=104°C) displays a nearly totally reset apatite fission track age of 9±2 Ma with a mean track length of 9 µm 
indicating it currently resides at temperatures within the apatite fission track partial annealing zone (>90-120 °C); 
the FT age and track length distribution reflect significant post-depositional annealing, yet not total annealing, 
reflecting residence at temperatures below 130-140°C for geologic time periods. Although apatite compositions are 
not available for this sample, we predict they may be enriched in Cl-OH and depleted in F compared with the 
Durango apatite standard. Apatite U contents show similar depth trends as the zircons where the younger, shallower 
samples exhibit higher U contents, and the deeper samples contain the lowest U contents. These apatite & zircon U-
depth trends indicate a progressive unroofing of an evolving magmatic arc terrane with the deepest samples 
representing the primitive source magmatic rocks (U-depleted) and the shallowest samples representing more 
evolved magmatic rocks (U-enriched). 

Corrected estimates of equilibrium bottom-hole temperatures, combined with inferred lithology-dependent thermal 
conductivities indicate a present-day day heat flow of 56 mW/m

2
, corresponding to a mean geothermal gradient of 

31°C/km for the section. Both the vitrinite and apatite fission-track data are consistent with a simple Tertiary burial 
history and a paleo-heat flow similar to or below current values, indicating the stratigraphic section encountered in 
the North Aleutian COST #1 well has not experienced higher burial temperatures in the past. The apatite fission 
track data indicate minimal erosion has occurred in the penetrated section and that the present-day temperatures 
have only recently been achieved. 

Introduction 

This report presents an analysis and interpretation of zircon and apatite fission-track data from the North Aleutian 
COST #1 (NAC) well. The NAC well is situated north of the Aleutian Peninsula in the Bristol Bay Basin (fig. 1). 
Previous fission track analyses were performed on wells from the Lower Cook Inlet Basin (synthesized in Murphy 
and Clough, 1999), but the authors are aware of none having been reported on wells in the Bristol Bay Basin. The 
purpose of the present study is to constrain the provenance, depositional age, and thermal history of Cenozoic strata 
encountered in the NAC well. Logging temperatures and vitrinite reflectance data are integrated to independently 
derive a geohistory-based thermal history model within which to interpret the fission track data.  Apatite and zircon 
fission track closure temperatures depend on anion and cation composition and cooling rate (eg., Green et al, 1989; 
Gallagher et al., 1998) with proposed ranges of apatite:110-140 °C, and zircon: 200-275 °C. 

Regional Geologic Setting and Stratigraphic Overview 

The Bristol Bay Basin is presently located in a back-arc tectonic setting, bounded to the south by the Alaskan 
Peninsula and associated active volcanic arc, approximately 350 km north of the Aleutian megatrench, the active 
plate boundary in which the Pacific plate is being subducted beneath the North American at 6.2 cm/yr with an 
azimuth of 344º (DeMets et al, 1994). The Bristol Bay Basin (figs. 1, 2) is one of several Cenozoic sedimentary 
basins that formed on the southern margin of the Bering shelf following a subduction zone jump that occurred at 
approximately 50-60 Ma (Detterman et al., 1969; Scholl et al., 1986; 1987; Finzel et al, 2005). A variety of tectonic 
models have been proposed for the Bristol Bay Basin, including subsidence caused by varying degrees of right 
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lateral strike slip faulting (eg., Worrall, 1991), back arc extension, and flexural loading of the volcanic arc (Bond et 
al., 1988; Walker et al., 2003). The latter workers proposed that the Bristol Bay Basin formed by right lateral strike 
slip faulting that induced early or middle Eocene extension, and late Eocene to middle Miocene flexural subsidence,  

 
 

 

Figure 1b. NW-SE seismic section and map showing the stratigraphic and structural situation of the NAC well; from 
Finzel et al. (2005). 
 

Figure 1a. Map of the Alaska Peninsula and Bristol Bay showing the location of the NAC well (13), as well as 
distribution of Cenozoic igneous rocks and areas of anomalous thermal maturities; after Molenaar (1996). 
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and a late Miocene-Holocene flexural subsidence related to renewed volcanism on the Alaska Peninsula and a 
northward prograding deltaic system. 

According to Parker and Newman (1995) and Finzel et al. (2005), the main Bristol Bay Basin petroleum plays 
involve Oligocene and Miocene drapes over basement highs, although no regionally extensive seal units have been 
heretofore identified. Reservoir potential in the Oligocene and Miocene rocks in the NAC well at depths <9,500 feet 
are considered good to excellent, especially in the Tolstoi, Bear Lake, Unga, and Milky River Formations. Porosity 
and permeability are observed to increase and the degree of consolidation decrease going up in the section. Onshore 
reservoir quality is generally poor due to the volcanogenic provenance, but the Miocene Bear Lake Formation 
possesses promising quality. Regional source rocks (mainly gas prone) have been recognized in Paleocene to 
Miocene age coals and non-marine shales of the Tolstoi, Stepovak, and Bear Lake Formations. The organic material 
encountered in the NAC well is mainly type III, humic, gas-prone kerogen. The top of the oil window for 
hydrocarbon generation was estimated at 12,700 feet; the base was projected to be 20,000 feet. The main structural 
traps are thought to be mainly simple anticlines and slightly faulted anticlines. Projected resource means are 0.22 
billion barrels oil and 6.7 TCF gas. 

Larson (1988) reported the following conventional K-Ar ages on whole rock samples from the NAC well (Teledyne 
Isotopes, analysts): 16016’ (core 18), altered volcanic pebble-conglomerate: 31.6±2 Ma; 16670’ (cuttings) 
devitrified amygdaloidal volcanics: 41±10 Ma; 16690-16700’ (cuttings) salt and pepper textured diabase intrusive: 
47±18 Ma (uncertainties not specified, but assumed to be 2σ). The K-Ar ages show both consistencies and 
inconsistencies with the biostratigraphic ages reported for the well, and primary analytical data were not provided to 
evaluate the quality of these data, and because they reflect whole rock and not mineral separate analyses, they 
should be treated with suspect as evidenced by the relatively large relative uncertainties of 20-40%. 

The NAC well was spudded on 8 Sept 1982 with the objective of establishing the stratigraphic nature of the Bristol 
Bay Basin in a shallow water (285’ water depth) continental shelf domain, ~100 km NW of Port Moller, AK. It was 
approximately vertically drilled (<1° deviation from 0-5737’ depths, increasing deviation to 3° at 10513’, with a 
maximum deviation 4.5° in the lower third of the well) to a total depth of 17155' (completed 15 Jan 1983), and thus 
represents one of the deepest wells drilled in Alaska (Turner, 1988). The well encountered Cenozoic strata ranging 
from Pleistocene/Holocene to Eocene age and was drilled in a small graben floored by Mesozoic rocks near the 
center of the basin. A total of 19 conventional cores (over 330’ of penetrated section) were taken within the interval 
3363'-16722'. The MMS report by Turner (1988) contains a wealth of data on the lithology, well logs, 
biostratigraphy, geothermal, and structural and stratigraphic setting of the well. Corrected estimates of equilibrium 
bottom-hole logging temperature data from three depths were reported by Flett (1988a) yielding a 2°C seafloor 
temperature and a linear mean thermal gradient of 31 °C/km.  A variety of organic thermal maturity data were 
reported by Flett (1988b). However, vitrinite reflectance (Ro) and spore coloration indices were difficult to evaluate 
due to excessive amounts of recycled organic matter. A mainly continuous vitrinite reflectance trend was observed 
increasing from 0.25 to 1.2% with increasing depth except for a possible unconformity recognized near the bottom 
of the well between 15368’ and 15900’ where Ro abruptly increases from 0.6 to 0.8%. The corrected bottom-hole 
temperatures are approximately consistent with the indicated vitrinite thermal maturities, despite the abundance of 
recycled vitrinite observed in the well samples. Biostratigraphic data did not indicate significant erosional 
unconformities in the well, although the regional stratigraphy suggests possible unconformities in the Middle 
Miocene, Upper Oligocene and Middle-Upper Eocene sections. 

Sedimentary provenance for the the NAC section include Cenozoic volcanoplutonic rocks of the Aleutian Magmatic 
Arc, Mesozoic magmatic arc rocks of the Beringian Margin-Alaska Range, and Proterozoic younger rocks of 
interior Alaska (eg., Finzel et al, 2005; Decker et al 1992). 

Sample details 

Nine core samples (4195-16712' core depths) were obtained in May, 1994 from the ARCO Bayview core warehouse 
facility by the first author. Sampled intervals and associated details are listed in Table 1. Mineral separation 
followed at Geochron Laboratories (Cambridge, MA) and workable apatite and zircon splits were recovered from 
six of the nine samples attempted. Fission track analysis of apatite was performed by John Murphy at the University 
of Wyoming and of zircon by Shari Kelley at Southern Methodist University to constrain the thermal history and 
provenance of the section encountered in the NAC well. Detailed analytical methods are described in Appendix 1 
and an overview of the fission track method and discussion of important compositional controls is provided in 
Appendix 2.  
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Ambient Thermal Structure, Maturity Data, and Geohistory Analysis 

Burial history analyses (Fig. 2) were performed using the ZetaWare GENESIS software (http://www.zetaware.com) 
to evaluate the thermal history of the well (Zhiyong He, personal communication, 2004). Three bottom hole 
temperatures are available from 4520-16322’ depths (Flett, 1988a). Based on the well stratigraphy (yielding a mean 
thermal conductivity of 1.8 w/mK) and observed corrected bottom-hole temperature-derived geothermal gradient of 
31 °C/km, the present-day heat flow in well is estimated at 56 mW/m

2 which is significantly below that estimated 
for the Bristol Bay area (70-90 mW/m

2
) using the recent compilation by Blackwell and Richards (2004), but within 

range observed for the Alaska Peninsula by Molenaar (1996), who summarized wells in the Bristol Bay Lowland 
with thermal gradients in the range 29-38 °C/km. These lower gradients contrast with higher gradients associated 
with wells to the south along the Alaska Peninsula near the active magmatic arc that possess gradients in excess of 
34-60 °C/km.  

 

  Ave. 
Temperature1 

Depositional Approx. depositional  

Sample Depth (ft) Depth (ft) (°C) core#  Epoch2 
Age3 
(Ma) Formation4 Lithology5 

94NAC1 4191-4199 4195 38 C2 Middle Miocene 15 Bear Lake/Unga fg volc ss/tuff 

94NAC2 5970-5999 5985 55 C4 Late Oligocene 24 Stepovak fg volc ss 

94NAC3 8056-8069 8063 75 C7 Early Oligocene 29 Stepovak vfg ss/siltstone 

94NAC4 8640-8648 8644 80 C8 Early Oligocene 33 Stepovak vfg ss 

94NAC5 9951-9959 9955 93 C10 Late Eocene 38 Stepovak vfg volc ss/tuff 

94NAC6 11089-11100 11095 104 C13 Eocene 40 Tolstoi f-mg xl lith tuff 

94NAC7 12249-12257 12253 115 C14 Eocene 42 Tolstoi vfg volc ss/tuff 

94NAC8 15355-15362 15359 144 C17 Eocene 47 Tolstoi f-mg volc ss 

94NAC9 16709-16714 16712 157 C19 Eocene 50 Tolstoi lappili tuff 

notes_________________       
1 Present-day Temperatures interpolated or extrapolated from corrected measured bottom hole 
temperatures (Flett, 1988a) using a subsea temperature of 2°C and a linear geothermal gradient of 
31.1°C/km.  

2 Based on the stratigraphic framework in Turner (1988); 
3 Absolute ages approximated using the ICS timescale Gradstein et al. (2004: also see 
http://www.stratigraphy.org). 

4 Nomenclature from Finzel et al (2005); 5 Lithologies based on thin section inspection. 

v=very , f=fine, m=medium, g=grained, volc=volcaniclastic, ss=sandstone. 
 
Table 1. North Aleutian COST #1 Well fission track sample details 
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 Ave.    Apatite Apatite Apatite Zircon Zircon 

 Depth Temp. Depos. Depos. age (Ma±sd) mtl (µm±se)  U age (Ma±sd) U 

Sample (ft) °C age (Ma) Epoch (no. grains) (sd, ntr) (ppm±sd) (no. grains) (ppm±sd) 

94NAC1 4195 38 15 M Miocene 30±4.0 (31) 12.2±0.25 (2.2, 75) 29±22 69±10 (20) 580±398 

94NAC2 5985 55 28 L Oligocene 32±3.1 (31) 12.6±0.16 (1.6, 100) 24±2 58±5.2 (30) 617±359 

94NAC3 8063 75 33 E Oligocene 74±7.4 (31) 12.5±0.17 (1.7, 106) 19±19 50±5.5 (29) 453±198 

94NAC5 9955 93 38 L Eocene 35±3.7 (31) 13.4±0.26 (2.6, 101) 8±3 47± 4 (41) 573±170 

94NAC6 11095 104 43 Eocene 50±5.6 (26) 13.3±0.24 (1.9, 63) 3±3 37± 3 (20) 515±176 

94NAC8 15359 144 50 Eocene 8.9±1.7 (31) 9.0±1.3 (3.1, 6) 4±2 39± 4 (14) 428±205 
Ave.=Average, Temp.=Temperature, Depos.=Depositional, mtl=mean track length, sd=standard deviation, 
se=standard error, ntr=number of tracks,  
 

Table 2. North Aleutian COST Well fission track data summary 

 

Results 

Fission track data are summarized in Table 2, comprising 6 samples in which a total of 181 apatite grains and 154 
zircon grains were dated. Fission track age and length data are summarized on depth plots in Figure 3. Apatite 
fission track age and length distributions are illustrated in histograms and radial plots in Figure 4. Individual grain 
FT age and U contents are plotted for the entire core population and individual samples in Figure 5. Individual 
apatite and zircon fission track grain age data tables, and associated fission track age and length plots are presented 
in Appendix 3. Electron microprobe analyses are not available for the NAC apatites, however, many dated apatites 
from other Southern Alaska wells have been analyzed with the electron microprobe and summarized herein to 
illustrate possible compositional attributes (Figs. 6, 7).  The detailed discussion of these other samples is beyond the 
scope of this paper and the summary plots are only presented here to demonstrate some preliminary observations on 
nearby well samples and to highlight potential for future research. 

Discussion: Provenance  

All apatite and zircon populations are complex and reflect mixtures of several age components based on chi2 
statistics, which indicate multiple age populations for 4 of the 6 apatite samples and all of the zircon samples. 
Spectral peak analysis of the zircon FT ages show the following five peak age groups for the entire sample suite: 
12±3, 25±3, 35±3, 48±3 and 84±3 Ma. For the deepest two Eocene cores (11095 & 15359’ core depths), the zircon 
fission-track data are consistent with a relatively simple consanguineous volcano-plutonic arc source (~40 Ma mean 
zircon FT ages, yet failing the chi2 test for a single population) and a more complex assemblage of Mesozoic 
plutonic basement rocks and Cenozoic volcanic source terranes for younger Eocene to Miocene deposits based on 
four cores shallower than 9955’. The mean zircon ages of the shallower four cores range from 53 to 82 Ma, 
systematically increasing in age going up section, with individual grain ages in the range 20-200 Ma. All samples 
show a broadly negative correlation between zircon FT grain age and U content.  The zircon fission track ages from 
Eocene to Miocene cores indicate systematic Mesozoic to Cenozoic source terranes with ages averaging 10-50 m.y 
older than depositional ages. Apatite grains are therefore inferred to possess a detrital age component that may be 
10-50 m.y. older than depositional ages. The shallowest four samples contain zircons with the widest range in both 
FT age and Uranium content, indicating a more complex provenance than that of the deeper two samples, which 
show very limited age and U content ranges.  
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Figure 2. GENESIS Burial History plots for the NAC well showing thermal evolution for various heat flow 
conditions (top 4 plots); GENESIS-derived thermal evolution plots for the two deepest samples NAC6 & NAC8 for 
two possible thermal gradients 
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Figure 2 continued. GENESIS Burial History plots for the NAC well showing thermal evolution for various heat 
flow conditions (top 4 plots); GENESIS-derived thermal evolution plots for the two deepest samples NAC6 & NAC8 
for two possible thermal gradients 

 

Apatites display similar, yet slightly contrasting trends, with the shallowest three samples similarly possessing the 
widest range in both FT age and Uranium content, whereas the three deeper samples possess apatites with limited 
Uranium contents, but only samples NAC5 and NAC8 show limited FT age range (Fig. 5). Both zircon FT ages and 
U contents both systematically decrease with increasing depth (Table 2, Figs. 3 and 5). Similarly, apatite U content 
also decreases with increasing depth, whereas apatite FT age shows a more complex depth trend due to partial 
resetting of the deepest sample NAC8. The zircon and apatite Uranium contents are consistent with these phases 
having been derived by progressive unroofing of an evolving Mesozoic to Cenozoic magmatic arc terrane with the 
deepest samples representing a more primitive (lower-U) source magmatic rocks and the youngest samples 
representing more evolved (higher-U) magmatic rocks. Therefore, initially primitive late Mesozoic- to early 
Cenozoic-age mafic to intermediate magmatic rocks represented the dominant provenance during the Eocene 
deposition, whereas the younger Oligocene to Miocene deposits reflect more diverse provenance including late 
Mesozoic- to early Cenozoic-age mafic, intermediate and felsic magmatic rocks.  

 

Thermal history 

Five of the six samples possess apatite central FT ages within analytical uncertainty of, or older than, depositional 
ages; mean track lengths vary between 12-13 µm (fig. 5). These samples currently reside at temperatures of 38-
100±10 °C, below or within the zone of F-apatite fission track partial stability (~60-120 °C), hence the ages and 
track length distributions may reflect minimal post-depositional annealing and age reduction. The deepest sample 
NAC8, however currently resides at a temperature of 144 °C, significantly above the apatite fission track annealing 
temperature (120-130 °C), yet displays an apatite FT age of 9 Ma, reflecting a 75-90% age reduction, and a mean 
track length of 9 um, reflecting a 40% length reduction. Based on the abundance of Cl-and OH-rich apatites 
observed in southern Alaska wells and apatites in general (figs. 6, 7), the NAC apatites are likely to possess similar  
diverse anion compositions, and therefore require higher FT closure temperatures of 130-150 °C. 
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Figure 3.  NAC well plots showing the variation in zircon and apatite FT age and U contents, and apatite mean FT 
length as a function of core depth. 
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Figure 4. North Aleutian COST #1 Core sample apatite fission track age and length histograms and radial plots. 
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Figure 4 (continued). Apatite fission track age and length histograms and radial plots 
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Figure 5a. Individual FT grain age versus Uranium content for all NAC well apatites (left) and zircons (right). 
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Figure 5b. Individual zircon FT grain age versus Uranium content for individual NAC well samples. 
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Figure 5b (continued). Individual apatite FT grain age versus Uranium content for individual NAC well samples. 
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Figure 6a. Apatite FT grain age versus grain Cl content for samples from the LCI COST #1 and SCU 33-33 wells, 
Lower Cool Inlet Alaska ((Cl by wavelength dispersive electron microprobe analysis of dated grains; Bergman, 
unpublished data). 
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Figure 6b. Apatite FT grain age versus grain Cl and OH contents for samples from the Raven #1 well, Lower Cool 
Inlet Alaska (Cl & F by wavelength dispersive electron microprobe analysis of dated grains; OH calculated by 
difference assuming anion stoichiometry; Bergman, unpublished data). 
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Figure 6c. Apatite FT grain age versus grain Cl content for samples from the Wolf Lake #1 and Moose River #1 
wells, Lower Cool Inlet Alaska (Cl by wavelength dispersive electron microprobe analysis of dated grains; 
Bergman, unpublished data). 
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Figure 7a. Plots showing the relationships between various anions in dated apatite from several hundred worldwide 
sandstone samples showing a wide range in anion composition, and a positive correlation between Cl and OH and 
negative correlation between F and Cl (Cl & F by wavelength dispersive electron microprobe analysis of dated 
grains; OH calculated by difference assuming anion stoichiometry; Bergman, unpublished data). 
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Figure 7b. Plots showing the relationships between the various anions in dated apatite grains from worldwide 
igneous and metamorphic rock samples showing a wide range in anion composition, and a positive correlation 
between Cl and OH and negative correlation between F and Cl (Cl & F by wavelength dispersive electron 
microprobe analysis of dated grains; OH calculated by difference assuming anion stoichiometry; Bergman, 
unpublished data).
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If NAC8 apatites are F-rich, then the apatite age and length data are more consistent with a sample that has 
experienced temperatures of 100-120 °C for the last 1-10 m.y., significantly below the observed 144 °C temperature 
based on the corrected bottom hole temperatures. It is more likely, that the NAC8 apatites contain a significant 
population of Cl- and OH-rich (1-2 wt%), and consistent with the indicated thermal history assuming the present-

day heat flow of 56 mW/m2 has existed in the past. As shown the apatite FT age-Cl plots in figure 6a, the Lower 
Cook Inlet COST well and many others in the region contain a majority of apatites with 0.5-2 wt% Cl, and positive 
FT age-Cl content correlations, suggesting that higher apatite FT closure temperatures of 130-150 °C may be more 
appropriate for southern Alaska well AFTA interpretations. 

Conclusions 

Corrected bottom-hole temperatures, combined with inferred lithology-dependent thermal conductivities indicate a 
present-day day heat flow of 56 mW/m2 for the NAC well site. The stratigraphic section encountered in the NAC 
well is currently at or near maximum experienced burial temperatures. Both the vitrinite and apatite fission-track 
data are consistent with a simple Cenozoic burial history and a Cenozoic heat flow near or below 56 mW/m2. Due to 
an abundance of Cl-rich and OH-rich apatites observed in southern Alaska wells, slightly higher closure 
temperatures may be appropriate for the valid interpretation of apatite fission track thermochronology data. New 
apatite and zircon FT and Uranium data provide constraints on the nature of the provenance of volcaniclastic and 
sedimentary strata encountered in the Bristol Bay Basin. 
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Appendix 1.  Analytical Methods 
 
Core slabs from nine different 5’ to 29’ intervals (see Table 1), each weighing a total of 2-4 kg, were aggregated, 
crushed and washed.  Apatite and zircon concentrates were prepared in the laboratories of Geochron Inc., 
Cambridge, MA, using conventional isodynamic magnetic (Frantz barrier separator) and heavy liquid 
(tetrabromoethane and methylene iodide) techniques.  The apatite yields were generally very poor (three samples: 
NAC4 from 8644’, NAC7 from 12253’, and NAC9 from 16712’ lacked workable apatite) to excellent.  Many 
samples contained abundant pyrite.  Those splits with excessive pyrite and barite were treated with aqua regia to 
concentrate zircon.  
 
The external detector method was used for single grain apatite and zircon fission track dating in the laboratories of 
John Murphy at the University of Wyoming and Shari Kelley at Southern Methodist University Dept. Geological 
Sciences, respectively.  Apatite and zircon mounts were covered with low-U muscovite detectors, apatites 
sandwiched between standards including Durango apatite, NBS glass SRM692, and Corning glass CN-6, and 
zircons between Fish Canyon and Myalla Road syenite zircon age standards as well as the two glasses.  Both 

packages were irradiated at the Texas A & M reactor at fluences in the range 6.4-7.0 x 1015 neutrons/cm2, and 

apatites at 0.7-1.4 x 1016 neutrons/cm2.  Reactor neutron fluence was calculated using accepted ages of 27.9, 172.8, 
and 31.4 Ma for Fish Canyon, Myalla Road, and Durango standards and the flux gradient was verified using the 

glass standards.  Muscovite detectors were etched for 13 minutes in 48% HF to reveal induced 235U fission tracks.  
Individual grain ages were calculated using the zeta correction formulation of Price and Walker (1963); age 
uncertainty calculations of grains with non-zero ages are those of Hurford et al. (1984). Small fragments of the 
Durango apatite were mounted with the samples and analyzed as internal standards.  The resulting zeta calibration 
factors for eight grains (assuming an age of 31.4 Ma) average 352±45, compared with the zeta factor for SRM612 of 
349±14. 
 
Apatite confined track length measurements were made on those samples yielding sufficient quantities of workable 
apatite using a 100x air objective, digitizing tablet, and a camera-lucida tube.  Mounted and polished length mounts 

were irradiated prior to etching with vertical 
252

Cf fragments (induced density approximately 106 tracks/cm2) at the 
ARCO Plano fission track laboratory in order to increase the etchable spontaneous confined track yields.  The means 
of spontaneous and induced confined tracks analyzed in the Durango apatite standard concurrent with these analyses 
were: 14.36±0.07 µm (1 sigma=0.88 µm, n=150) and 16.15±0.07 µm (1 sigma=0.80 µm, n=150), respectively.  
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Appendix 2.  Overview of the fission track geochronology technique 
 
Fission track analysis is a geothermochronologic technique for constraining the thermal history of rocks (Fleischer et 
al., 1975; Naeser, 1979; Gleadow et al., 1983; Gallagher et al., 1998; Donelick et al., 2005).  Detrital grains of 

apatite and zircon in sedimentary rocks contain minor to trace amounts of 238U.  Each year, about one in 10 billion 
238U atoms decays and one in a million of those undergoes spontaneous fission, or splits into two fragments.  
Fission tracks are zones of radiation damage in crystals produced by the destructive interaction (creating defects, 
ionizing atoms, and stripping their electrons) of highly energetic (100-200 Mev), highly charged (>+20e) fission 
particles (atoms such as Rb, Sr, Ba, Yb, Zr) of variable mass (ca. 85-110, 125-155 amu) (Price and Walker, 1963).  
Fission tracks are only preserved in dielectric (non-conducting: >2000 ohm-cm resistivity) solids (crystals or 
glasses); conducting solids immediately repair the fragment damage since an abundance of free electrons exist in 
metals.  Although the true identity of fission tracks remains an enigma, recent TEM imaging studies suggest they are 
probably glassy zones of defects in crystalline matter which are on the order of 50-100 Å in diameter and <20 µm 
long in natural oxide minerals such as apatite and zircon (Paul and Fitzgerald, 1992).  This damage zone can be 
enlarged (to >1-5 µm diameter) by etching with a solvent such as nitric acid (apatite) and NaOH-KOH (zircon) and 
studied with an optical microscope.  
 
Since the fission damage zones heal as a function of time and temperature and are rendered unetchable, each mineral 
possesses a characteristic blocking temperature (usually expressed for a given time scale and cooling rate: Dodson 
and McClelland-Brown, 1985), above which tracks form but spontaneously anneal, and below which tracks shorten 
at very slow rates (Naeser, 1979).  For rapid cooling rates (30 °C/m.y.) and geologic time scales (1-10 m.y.), the 
respective blocking temperatures for apatite and zircon are approximately 120±10 °C and 200±30 °C (Naeser, 1979; 
Gleadow et al., 1983).  Therefore, fission track analysis of apatite and zircon are useful for constraining the low 
temperature (<200 °C), shallow (<6 km) thermal history of the upper crust. 
 
Etchable fission tracks in apatite are initially long, ca 16.5 µm, and shorten by annealing as a function of time and 
temperature.  Apatites which rapidly cool (>10-100 °C/m.y.) through temperatures >150 °C to <60 °C, possess long 
tracks (14-15 µm), whereas those that experienced a protracted cooling history (<1 °C/m.y.) possess shorter tracks 
(<13 µm).  Fission tracks in apatite fade and are rendered unetchable if subjected to temperatures >100 to >130 °C 
for time scales of 100 to 10 m.y., respectively.  The age of a given mineral grain is a function of the fission track 
density, the length of fission tracks relative to those of the age standard, and uranium concentration.  The fission-
track age in apatite may represent a geologic event, if the apatite cooled rapidly and the tracks are long (>13.5 µm), 
or alternatively some complicated thermal history in the temperature range 60-130 °C, if the apatite cooled slowly 
and the tracks are short (<13.5 µm). 
 
A large body of high temperature (100-400 °C), short term (<1.5 yr) experimental data is available which describes 
the effect of time and temperature on track shortening and age reduction in apatite (Naeser and Faul, 1969, Green et 
al., 1989; Crowley et al., 1991; Tagami and O’Sullivan, 2005).  Long-term constraints on track annealing include 
well documented subsurface samples from wells thought to be at maximum thermal conditions (Naeser, 1981; 
Gleadow and Duddy, 1981). Many workers (Crowley, 1985; Laslett et al., 1987; Carlson, 1990) have developed by 
kinetic models that predict the degree of length and age reduction as a function of time and temperature.  A 
compositional effect of annealing kinetics has been recognized by Duddy et al. (1988), Green et al. (1989), Carlson 
et al (1999), Donelick et al. (1999) and subsequent workers in which apatites from the Otway Basin and elsewhere 
with >1 wt% Cl possess higher effective blocking temperatures than F-rich varieties (<0.4 wt% Cl).  It is generally 
thought that 1-3 wt% Cl in apatite produces a 10-30 °C increase in fission track blocking temperature.  
Alternatively, Cl-rich apatites may possess longer tracks and older ages because they etch at greater rates than Cl-
poor varieties.  Figure 6 shows the relationship between anion composition and apatite FT age for Mesozoic and 
Cenozoic samples from five selected wells in the Lower Cook Inlet Alaska.  Figure 7 shows that several thousand 
worldwide apatites from igneous, metamorphic and sedimentary rocks vary widely in anion composition, with a 
positive correlation between Cl and OH and negative correlation between F and Cl (Bergman, unpublished data).  
As Cl and OH are positively correlated, either OH or Cl may be the cause of the higher blocking temperatures for 
those apatites depleted in Fluorine. 
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Appendix 3.  Fission track data tables 
 
94NAC1 Apatite  
IRRADIATION WY94-4-1 COUNTED BY: JMM  
No.  Ns  Ni  Na  RATIO  U(ppm)  RHOs       RHOi      
 F.T.AGE(Ma)  
1  16  34  30  0.471  10.0  8.141E+05  1.730E+06  151.6 +/- 46.1  
2  2  46  64  0.043  6.3  4.770E+04  1.097E+06  14.2 +/- 10.2  
3  10  106  100  0.094  9.3  1.526E+05  1.618E+06  30.7 +/- 10.2  
4  12  119  60  0.101  17.4  3.053E+05  3.028E+06  32.8 +/- 10.0  
5  9  214  80  0.042  23.5  1.717E+05  4.083E+06  13.7 +/- 4.7  
6  2  19  60  0.105  2.8  5.088E+04  4.834E+05  34.2 +/- 25.5  
7  0  37  100  0.000  3.3  0.000E+00  5.648E+05  0.0 +/- 0.0  
8  24  310  70  0.077  38.9  5.234E+05  6.760E+06  25.2 +/- 5.4  
9  60  267  100  0.225  23.5  9.159E+05  4.076E+06  72.9 +/- 10.5  
10  18  285  100  0.063  25.0  2.748E+05  4.350E+06  20.6 +/- 5.0  
11  6  99  50  0.061  17.4  1.832E+05  3.022E+06  19.7 +/- 8.3  
12  16  221  80  0.072  24.3  3.053E+05  4.217E+06  23.6 +/- 6.1  
13  16  221  100  0.072  19.4  2.442E+05  3.374E+06  23.6 +/- 6.1  
14  7  195  60  0.036  28.6  1.781E+05  4.961E+06  11.7 +/- 4.5  
15  31  319  70  0.097  40.0  6.760E+05  6.956E+06  31.6 +/- 6.0  
16  23  453  100  0.051  39.8  3.511E+05  6.915E+06  16.5 +/- 3.6  
17  20  217  50  0.092  38.1  6.106E+05  6.625E+06  30.0 +/- 7.0  
18  23  322  50  0.071  56.6  7.022E+05  9.831E+06  23.2 +/- 5.0  
19  20 290  100  0.069  25.5  3.053E+05  4.427E+06  22.4 +/- 5.2  
20  18  213  49  0.084  38.2  5.607E+05  6.636E+06  27.5 +/- 6.8  
21  10  86  100  0.116  7.6  1.526E+05  1.313E+06  37.8 +/- 12.7  
22  64  409  100  0.156  35.9  9.770E+05  6.243E+06  50.8 +/- 6.9  
23  29  105  30  0.276  30.8  1.476E+06  5.343E+06  89.4 +/- 18.9  
24  37  462  60  0.080  67.7  9.413E+05  1.175E+07  26.1 +/- 4.5  
25  8  195  30  0.041  57.1  4.071E+05  9.922E+06  13.4 +/- 4.8  
26  5  61  40  0.082  13.4  1.908E+05 2.328E+06  26.7 +/- 12.4  
27  33  895  100  0.037  78.6  5.037E+05  1.366E+07  12.0 +/- 2.1  
28  2  81  80  0.025  8.9  3.816E+04  1.546E+06  8.0 +/- 5.8  
29  5  103  60  0.049  15.1  1.272E+05  2.620E+06  15.8 +/- 7.2  
30  26  108  100  0.241  9.5  3.969E+05  1.649E+06  78.0 +/- 17.1  
31  62  862  90  0.072  84.2  1.052E+06  1.462E+07  23.4 +/- 3.1  
____________________________________________________________________________ 

614  7354    28.6  4.142E+05  4.961E+06  
Area of basic unit = 6.551E-07 cm-2  
CHI SQUARED = 118.0924 WITH 30 DEGREES OF FREEDOM  
P(chi squared) = 0.0 %  
CORRELATION COEFFICIENT = 0.687  
VARIANCE OF SQR(Ns) = 3.706818  
VARIANCE OF SQR(Ni) = 38.24873  
Ns/Ni = 0.083 +/- 0.004  
MEAN RATIO = 0.100 +/- 0.017  
Pooled Age = 27.2 +/- 1.3 Ma  
Mean Age = 32.6 +/- 5.4 Ma  
Central Age = 30.1 +/- 4.0Ma  
% Variation = 67.85%  
Ages calculated using a zeta of 12250 +/- 1000 for SRM963a glass  
RHO D = 5.323E+04cm-2; ND = 2561  

 
94NAC2 Apatite 
IRRADIATION WY94-4-2 COUNTED BY: JMM  
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No.  Ns  Ni  Na  RATIO  U(ppm)  RHOs       RHOi         F.T.AGE(Ma)  
1  40  348  60  0.115  51.4  1.018E+06  8.854E+06  37.0 +/- 6.2  
2  15  55  30  0.273  16.3  7.632E+05  2.799E+06  87.5 +/- 25.6  
3  7  84  24  0.083  31.0  4.452E+05  5.343E+06  26.9 +/- 10.6  
4  5  104  48  0.048  19.2  1.590E+05  3.307E+06  15.5 +/- 7.1  
5  1  32  100  0.031  2.8  1.526E+04  4.885E+05  10.1 +/- 10.2  
6  33  402  60  0.082  59.4  8.396E+05  1.023E+07  26.5 +/- 4.8  
7  25  528  100  0.047  46.8  3.816E+05  8.060E+06  15.3 +/- 3.1  
8  15  137  64  0.109  19.0  3.578E+05  3.268E+06  35.3 +/- 9.6  
9  2  25  100  0.080  2.2  3.053E+04  3.816E+05  25.8 +/- 19.0  
10  2  23  70  0.087  2.9  4.361E+04  5.016E+05  28.0 +/- 20.7  
11  5  297  50  0.017  52.7  1.526E+05  9.067E+06  5.4 +/- 2.5  
12  9  21  100  0.429  1.9  1.374E+05  3.206E+05  137.0 +/- 54.7  
13  4  35  100  0.114  3.1  6.106E+04  5.343E+05  36.8 +/- 19.5  
14  37  328  50  0.113  58.2  1.130E+06  1.001E+07  36.4 +/- 6.4  
15  20  191  100  0.105  16.9  3.053E+05  2.916E+06  33.7 +/- 8.0  
16  12  67  100  0.179  5.9  1.832E+05  1.023E+06  57.6 +/- 18.1  
17  10  175  49  0.057  31.7  3.115E+05  5.452E+06  18.4 +/- 6.0  
18  10  110  42  0.091  23.2  3.634E+05  3.998E+06  29.3 +/- 9.7  
19  16  148  70  0.108  18.7  3.489E+05  3.227E+06  34.8 +/- 9.2  
20  17  138  70  0.123  17.5  3.707E+05  3.009E+06  39.7 +/- 10.2  
21  5  29  100  0.172  2.6  7.632E+04  4.427E+05  55.5 +/- 26.9  
22  10  79  50  0.127  14.0  3.053E+05  2.412E+06  40.8 +/- 13.7  
23  17  141  100  0.121  12.5  2.595E+05  2.152E+06  38.8 +/- 10.0  
24  10  155  100  0.065  13.7  1.526E+05  2.366E+06  20.8 +/- 6.8  
25  13  213  100  0.061  18.9  1.984E+05  3.251E+06  19.7 +/- 5.6  
26  34  307  36  0.111  75.6  1.442E+06  1.302E+07  35.7 +/- 6.5  
27  6  65  100  0.092  5.8  9.159E+04  9.922E+05  29.8 +/- 12.7  
28  10  108  49 0.093  19.5  3.115E+05  3.364E+06  29.9 +/- 9.9  
29  25  119  25  0.210  42.2  1.526E+06  7.266E+06  67.5 +/- 14.9  
30  14  229  100  0.061  20.3  2.137E+05  3.496E+06  19.7 +/- 5.4  
31  25  308  100  0.081  27.3  3.816E+05  4.702E+06  26.2 +/- 5.5  
____________________________________________________________ 

454  5001    19.7  3.084E+05  3.397E+06  
Area of basic unit = 6.551E-07 cm-2  
CHI SQUARED = 52.7205 WITH 30 DEGREES OF FREEDOM  
P(chi squared) = 0.0 %  
CORRELATION COEFFICIENT = 0.758  
VARIANCE OF SQR(Ns) = 1.956051  
VARIANCE OF SQR(Ni) = 24.34258  
Ns/Ni = 0.091 +/- 0.004  
MEAN RATIO = 0.112 +/- 0.014  
Pooled Age = 29.3 +/- 1.6 Ma  
Mean Age = 36.2 +/- 4.6 Ma  
Central Age = 32.4 +/- 3.1Ma  
% Variation = 40.65%  
Ages calculated using a zeta of 12250 +/- 1000 for SRM963a glass  
RHO D = 5.276E+04cm-2; ND = 2561  

 
94NAC3 Apatite  
IRRADIATION WY94-4-3 COUNTED BY: JMM 
No.  Ns  Ni  Na  RATIO  U(ppm)  RHOs  RHOi  F.T.AGE(Ma)  
1  29  86  49  0.337  15.7  9.034E+05  2.679E+06  107.1 +/- 24.7  
2  2  5  64  0.400  0.7  4.770E+04  1.193E+05  126.9 +/-106.7  
3  13  89  15  0.146  53.1  1.323E+06  9.057E+06  46.6 +/- 14.4  
4  1  6  36  0.167  1.5  4.240E+04  2.544E+05  53.2 +/- 57.6  
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5  11  76  25  0.145  27.2  6.717E+05  4.641E+06  46.2 +/- 15.4  
6  89  306  70  0.291  39.1  1.941E+06  6.673E+06  92.5 +/- 13.6  
7  6  52  16  0.115  29.1  5.724E+05  4.961E+06  36.8 +/- 16.2  
8  17  55  50  0.309  9.8  5.190E+05  1.679E+06  98.2 +/- 28.5  
9  7  20  70  0.350  2.6  1.526E+05  4.361E+05  111.1 +/- 49.7  
10  5  22  20  0.227  9.8  3.816E+05  1.679E+06  72.4 +/- 36.4  
11  1  4  20  0.250  1.8  7.632E+04  3.053E+05  79.6 +/- 89.2  
12  5  23  40  0.217  5.1  1.908E+05  8.777E+05  69.3 +/- 34.7  
13  5  12  60  0.417  1.8  1.272E+05  3.053E+05  132.1 +/- 71.2  
14  26  111  24  0.234  41.4  1.654E+06  7.060E+06  74.6 +/- 17.4  
15  11  219  27  0.050  72.6  6.219E+05  1.238E+07  16.1 +/- 5.1  
16  30  99  50  0.303  17.7  9.159E+05  3.022E+06  96.3 +/- 21.6  
17  3  59  28  0.051  18.8  1.636E+05  3.217E+06  16.3 +/- 9.7  
18  9  39  15  0.231  23.3  9.159E+05  3.969E+06  73.5 +/- 27.9  
19  10  21  24  0.476  7.8  6.360E+05  1.336E+06  150.7 +/- 59.3  
20  4  24  50  0.167  4.3  1.221E+05  7.327E+05  53.2 +/- 29.1  
21  45  172  64  0.262  24.0  1.073E+06  4.102E+06  83.3 +/- 15.6  
22  15  52  60  0.288  7.8  3.816E+05  1.323E+06  91.7 +/- 28.0  
23  7  22  28  0.318  7.0  3.816E+05  1.199E+06  101.1 +/- 44.7  
24  14  51  21  0.274  21.7  1.018E+06  3.707E+06  87.3 +/- 27.3  
25  23  56  9  0.411  55.7  3.901E+06  9.498E+06  130.2 +/- 34.1  
26  6  32  64  0.188  4.5  1.431E+05  7.632E+05  59.8 +/- 27.1  
27  9  58  21  0.155  24.7  6.542E+05  4.216E+06  49.5 +/- 18.2  
28  17  294  70  0.058  37.6  3.707E+05  6.411E+06  18.5 +/- 4.9  
29  30  67  100  0.448  6.0  4.579E+05  1.023E+06  141.8 +/- 33.4  
30  12  34  100  0.353  3.0  1.832E+05  5.190E+05  112.1 +/- 38.8  
31  4  24  50  0.167  4.3  1.221E+05  7.327E+05  53.2 +/- 29.1  
__________________________________________________________________ 

466 2190    14.6 5.309E+05 2.495E+06  
Area of basic unit = 6.551E-07 cm-2  
CHI SQUARED = 60.58839 WITH 30 DEGREES OF FREEDOM  
P(chi squared) = 0.0 %  
CORRELATION COEFFICIENT = 0.714  
VARIANCE OF SQR(Ns) = 3.188586  
VARIANCE OF SQR(Ni) = 15.46305  
Ns/Ni = 0.213 +/- 0.011  
MEAN RATIO = 0.252 +/- 0.021  
Pooled Age = 67.8 +/- 6.7 Ma  
Mean Age = 80.1 +/- 9.4 Ma  
Central Age = 73.8 +/- 7.4Ma  
% Variation = 41.81%  
Ages calculated using a zeta of 12250 +/- 1000 for SRM963a glass  
RHO D = 5.229E+04cm-2; ND = 2561  

 
94NAC5  Apatite  

IRRADIATION WY94-4-4 COUNTED BY: JMM 
No. Ns Ni Na RATIO U(ppm) RHOs RHOi F.T.AGE(Ma)  

1 6 46 100 0.130 4.2 9.159E+04 7.022E+05 41.3 +/- 18.2  
2 6 50 100 0.120 4.5 9.159E+04 7.632E+05 38.0 +/- 16.7  
3 7 58 100 0.121 5.2 1.069E+05 8.854E+05 38.2 +/- 15.6  
4 3 21 60 0.143 3.2 7.632E+04 5.343E+05 45.2 +/- 28.1  
5 7 73 100 0.096 6.6 1.069E+05 1.114E+06 30.4 +/- 12.3  
6 8 45 100 0.178 4.1 1.221E+05 6.869E+05 56.2 +/- 22.1  
7 15 69 40 0.217 15.6 5.724E+05 2.633E+06 68.6 +/- 20.4  
8 5 25 100 0.200 2.3 7.632E+04 3.816E+05 63.2 +/- 31.4  
9 7 74 100 0.095 6.7 1.069E+05 1.130E+06 29.9 +/- 12.1  
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10 12 99 80 0.121 11.2 2.290E+05 1.889E+06 38.4 +/- 12.2  
11 6 67 100 0.090 6.0 9.159E+04 1.023E+06 28.4 +/- 12.3  
12 9 62 80 0.145 7.0 1.717E+05 1.183E+06 45.9 +/- 16.8  
13 12 79 100 0.152 7.1 1.832E+05 1.206E+06 48.0 +/- 15.4  
14 7 87 100 0.080 7.9 1.069E+05 1.328E+06 25.5 +/- 10.2  
15 3 38 100 0.079 3.4 4.579E+04 5.801E+05 25.0 +/- 15.1  
16 7 86 100 0.081 7.8 1.069E+05 1.313E+06 25.8 +/- 10.4  
17 9 67 100 0.134 6.0 1.374E+05 1.023E+06 42.5 +/- 15.5  
18 10 93 100 0.108 8.4 1.526E+05 1.420E+06 34.0 +/- 11.7  
19 10 87 100 0.115 7.9 1.526E+05 1.328E+06 36.4 +/- 12.5  
20 11 97 100 0.113 8.8 1.679E+05 1.481E+06 35.9 +/- 11.8  
21 15 87 100 0.172 7.9 2.290E+05 1.328E+06 54.5 +/- 15.9  
22 12 108 100 0.111 9.7 1.832E+05 1.649E+06 35.2 +/- 11.1  
23 5 84 100 0.060 7.6 7.632E+04 1.282E+06 18.9 +/- 8.8  
24 5 57 100 0.088 5.1 7.632E+04 8.701E+05 27.8 +/- 13.2  
25 11 173 100 0.064 15.6 1.679E+05 2.641E+06 20.1 +/- 6.5  
26 8 69 100 0.116 6.2 1.221E+05 1.053E+06 36.7 +/- 14.0  
27 15 89 49 0.169 16.4 4.673E+05 2.773E+06 53.3 +/- 15.5  
28 6 87 100 0.069 7.9 9.159E+04 1.328E+06 21.8 +/- 9.4  
29 5 62 100 0.081 5.6 7.632E+04 9.464E+05 25.5 +/- 12.1  
30 6 100 100 0.060 9.0 9.159E+04 1.526E+06 19.0 +/- 8.1  
31 7 81 100 0.086 7.3 1.069E+05 1.236E+06 27.4 +/- 11.0  
________________________________________________________________________ 

255  2320    7.2  1.338E+05  1.217E+06  
Area of basic unit = 6.551E-07 cm-2  
CHI SQUARED = 14.10372 WITH 30 DEGREES OF FREEDOM  
P(chi squared) = 55.9 %  
CORRELATION COEFFICIENT = 0.529  
VARIANCE OF SQR(Ns) = .3320277  
VARIANCE OF SQR(Ni) = 2.725667  
Ns/Ni = 0.110 +/- 0.007  
MEAN RATIO = 0.116 +/- 0.007  
Pooled Age = 34.8 +/- 3.7 Ma  
Mean Age = 36.7 +/- 3.9 Ma  
Central Age = 34.9 +/- 2.5Ma  
% Variation = 7.98%  
Ages calculated using a zeta of 12250 +/- 1000 for SRM963a glass  
RHO D = 5.181E+04cm-2; ND = 2561  

 
94NAC6 Apatite  

IRRADIATION WY94-4-5 COUNTED BY: JMM  
No. Ns Ni Na RATIO U(ppm) RHOs RHOi F.T.AGE(Ma)  
1 3 10 100 0.300 0.9 4.579E+04 1.526E+05 93.7 +/- 62.1  
2 7 19 100 0.368 1.7 1.069E+05 2.900E+05 114.8 +/- 51.7  
3 6 40 49 0.150 7.4 1.869E+05 1.246E+06 47.0 +/- 21.0  
4 3 8 36 0.375 2.0 1.272E+05 3.392E+05 116.9 +/- 79.7  
5 2 9 30 0.222 2.7 1.018E+05 4.579E+05 69.5 +/- 54.6  
6 2 10 100 0.200 0.9 3.053E+04 1.526E+05 62.6 +/- 48.8  
7 3 28 100 0.107 2.6 4.579E+04 4.274E+05 33.6 +/- 20.6  
8 4 21 100 0.190 1.9 6.106E+04 3.206E+05 59.6 +/- 32.9  
9 3 8 50 0.375 1.5 9.159E+04 2.442E+05 116.9 +/- 79.7  
10 1 17 100 0.059 1.5 1.526E+04 2.595E+05 18.5 +/- 19.1  
11 6 27 100 0.222 2.5 9.159E+04 4.122E+05 69.5 +/- 31.9  
12 3 20 70 0.150 2.6 6.542E+04 4.361E+05 47.0 +/- 29.4  
13 7 44 60 0.159 6.7 1.781E+05 1.119E+06 49.8 +/- 20.7  
14 4 29 70 0.138 3.8 8.723E+04 6.324E+05 43.2 +/- 23.3  
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15 2 24 70 0.083 3.1 4.361E+04 5.234E+05 26.2 +/- 19.4  
16 8 75 70 0.107 9.8 1.745E+05 1.636E+06 33.5 +/- 12.8  
17 4 24 80 0.167 2.7 7.632E+04 4.579E+05 52.2 +/- 28.5  
18 7 50 50 0.140 9.1 2.137E+05 1.526E+06 43.9 +/- 18.1  
19 4 29 49 0.138 5.4 1.246E+05 9.034E+05 43.2 +/- 23.3  
20 2 11 40 0.182 2.5 7.632E+04 4.198E+05 56.9 +/- 44.0  
21 1 6 40 0.167 1.4 3.816E+04 2.290E+05 52.2 +/- 56.6  
22 3 23 60 0.130 3.5 7.632E+04 5.852E+05 40.9 +/- 25.3  
23 0 4 30 0.000 1.2 0.000E+00 2.035E+05 0.0 +/- 0.0  
24 2 14 49 0.143 2.6 6.231E+04 4.361E+05 44.8 +/- 34.0  
25 2 17 80 0.118 1.9 3.816E+04 3.244E+05 36.9 +/- 27.7  
26 7 36 56 0.194 5.9 1.908E+05 9.813E+05 60.9 +/- 25.7  
_________________________________________________________________________ 

96  603    3.2  8.427E+04  5.293E+05  
Area of basic unit = 6.551E-07 cm-2  
CHI SQUARED = 7.004144 WITH 25 DEGREES OF FREEDOM  
P(chi squared) = 96.2 %  
CORRELATION COEFFICIENT = 0.810  
VARIANCE OF SQR(Ns) = .4142963  
VARIANCE OF SQR(Ni) = 2.447244  
Ns/Ni = 0.159 +/- 0.017  
MEAN RATIO = 0.176 +/- 0.018  
Pooled Age = 49.9 +/- 6.9 Ma  
Mean Age = 55.2 +/- 7.3 Ma  
Central Age = 49.9 +/- 5.6Ma  
% Variation = 0.02%  
Ages calculated using a zeta of 12250 +/- 1000 for SRM963a glass  
RHO D = 5.134E+04cm-2; ND = 2561  

 

94NAC8 Apatite  

IRRADIATION WY94-4-6 COUNTED BY: JMM  

No. Ns Ni Na RATIO U(ppm) RHOs RHOi F.T.AGE(Ma)  
1 3 29 100 0.103 2.7 4.579E+04 4.427E+05 32.2 +/- 19.7  
2 3 17 100 0.176 1.6 4.579E+04 2.595E+05 54.8 +/- 34.6  
3 1 15 60 0.067 2.3 2.544E+04 3.816E+05 20.7 +/- 21.5  
4 1 80 100 0.012 7.4 1.526E+04 1.221E+06 3.9 +/- 3.9  
5 1 44 100 0.023 4.0 1.526E+04 6.717E+05 7.1 +/- 7.2  
6 1 12 80 0.083 1.4 1.908E+04 2.290E+05 25.9 +/- 27.1  
7 0 18 100 0.000 1.7 0.000E+00 2.748E+05 0.0 +/- 0.0  
8 1 35 80 0.029 4.0 1.908E+04 6.678E+05 8.9 +/- 9.1  
9 1 38 100 0.026 3.5 1.526E+04 5.801E+05 8.2 +/- 8.3  
10 1 24 100 0.042 2.2 1.526E+04 3.664E+05 13.0 +/- 13.3  
11 2 62 70 0.032 8.1 4.361E+04 1.352E+06 10.0 +/- 7.3  
12 1 22 50 0.045 4.0 3.053E+04 6.717E+05 14.1 +/- 14.5  
13 1 28 90 0.036 2.9 1.696E+04 4.749E+05 11.1 +/- 11.4  
14 1 33 100 0.030 3.0 1.526E+04 5.037E+05 9.4 +/- 9.6  
15 2 77 100 0.026 7.1 3.053E+04 1.175E+06 8.1 +/- 5.8  
16 0 36 100 0.000 3.3 0.000E+00 5.495E+05 0.0 +/- 0.0  
17 2 24 100 0.083 2.2 3.053E+04 3.664E+05 25.9 +/- 19.2  
18 0 33 100 0.000 3.0 0.000E+00 5.037E+05 0.0 +/- 0.0  
19 1 26 80 0.038 3.0 1.908E+04 4.961E+05 12.0 +/- 12.2  
20 0 37 100 0.000 3.4 0.000E+00 5.648E+05 0.0 +/- 0.0  
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21 1 65 100 0.015 6.0 1.526E+04 9.922E+05 4.8 +/- 4.8  
22 1 24 80 0.042 2.8 1.908E+04 4.579E+05 13.0 +/- 13.3  
23 3 34 90 0.088 3.5 5.088E+04 5.767E+05 27.4 +/- 16.7  
24 0 38 100 0.000 3.5 0.000E+00 5.801E+05 0.0 +/- 0.0  
25 0 21 90 0.000 2.1 0.000E+00 3.562E+05 0.0 +/- 0.0  
26 1 47 100 0.021 4.3 1.526E+04 7.174E+05 6.6 +/- 6.7  
27 1 29 100 0.034 2.7 1.526E+04 4.427E+05 10.7 +/- 11.0  
28 0 22 80 0.000 2.5 0.000E+00 4.198E+05 0.0 +/- 0.0  
29 0 19 30 0.000 5.8 0.000E+00 9.668E+05 0.0 +/- 0.0  
30 0 29 100 0.000 2.7 0.000E+00 4.427E+05 0.0 +/- 0.0  
31 0 30 50 0.000 5.5 0.000E+00 9.159E+05 0.0 +/- 0.0  
_______________________________________________________________________ 
30  1048  3.5  1.677E+04  5.860E+05  
Area of basic unit = 6.551E-07 cm-2  
CHI SQUARED = 17.14536 WITH 30 DEGREES OF FREEDOM  
P(chi squared) = 7.8 %  
CORRELATION COEFFICIENT = 0.159  
VARIANCE OF SQR(Ns) = .3577907  
VARIANCE OF SQR(Ni) = 1.800645  
Ns/Ni = 0.029 +/- 0.005  
MEAN RATIO = 0.034 +/- 0.007  
Pooled Age = 8.9 +/- 1.8 Ma  
Mean Age = 10.6 +/- 2.4 Ma  
Central Age = 8.9 +/- 1.7Ma  
% Variation = 10.48%  
Ages calculated using a zeta of 12250 +/- 1000 for SRM963a glass  
RHO D = 5.087E+04cm-2; ND = 2561 
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Appendix 3. (continued) Individual Grain Zircon FT data 

N Aleutian COST #1 well Zircon FT data summary    

        area  neutron Central Std. error Peak  chi**2 U 
Mean 
Age 

Std. 
Dev. 

sample # grains Ns Ni (cm**2) flux (e15)Age (Ma) (Ma) Age (Ma) (% prob) (ppm) (Ma) (Ma) 

NAC1 20 2661 2152 4.40E-04 1.78 68.6 9.9 
82, 12, 23, 

36, 47 <1 580 82 44 

NAC2 30 3858 3554 7.20E-04 1.77 57.5 5.2 48, 28, 83 <1 535 59 32 

NAC3 29 1960 2065 5.20E-04 1.76 50.2 5.5 25, 82 <1 437 64 35 

NAC5 40 4981 5363 1.00E-03 1.74 46.9 4 27, 50, 85 <1 578 53 30 

NAC6 20 827 1161 2.50E-04 1.73 36.7 2.5 35 <1 508 38 10 

NAC8 14 591 757 2.10E-04 1.71 39.2 4.2 32 <1 406 41 14 
 

Individual Zircon Grain Data 

Sample Flux Grain # color shape
Area 

(cm**2) Ns Ni
U 

(ppm)
FT Age 

(Ma) 
Std.Error 

(Ma) 

94NAC1 1.78E+15 1 B SH 8.00E-06 65 39 526 88.1 18.1 

94NAC1 1.78E+15 2 YB SH 1.20E-05 162 69 620 123.8 18.3 

94NAC1 1.78E+15 3 B SR 2.00E-05 153 70 378 115.4 17.1 

94NAC1 1.78E+15 4 Y E 4.00E-05 160 89 240 95.0 13.0 

94NAC1 1.78E+15 5 Y SH 4.00E-05 77 78 210 52.4 8.6 

94NAC1 1.78E+15 6 YB SH 2.00E-05 127 89 480 75.5 10.8 

94NAC1 1.78E+15 7 B SH 2.00E-05 165 114 615 76.6 9.7 

94NAC1 1.78E+15 8 B E 2.00E-05 110 258 1391 22.7 2.7 

94NAC1 1.78E+15 9 Y SH 2.00E-05 100 61 329 86.7 14.4 

94NAC1 1.78E+15 10 Y E 2.00E-05 65 121 653 28.5 4.5 

94NAC1 1.78E+15 11 O E 4.00E-05 167 193 520 45.9 5.1 

94NAC1 1.78E+15 12 B SR 3.20E-05 171 251 846 36.2 3.8 

94NAC1 1.78E+15 13 Y SH 4.00E-05 265 210 566 66.8 6.6 

94NAC1 1.78E+15 14 O SR 2.00E-05 221 64 345 181.3 26.5 

94NAC1 1.78E+15 15 YB SH 2.00E-05 176 60 324 154.3 23.7 
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94NAC1 1.78E+15 16 0 SH 1.20E-05 86 50 449 90.9 16.5 

94NAC1 1.78E+15 17 Y SH 1.20E-05 71 30 270 124.8 27.5 

94NAC1 1.78E+15 18 B E 7.20E-06 27 124 1858 11.6 2.5 

94NAC1 1.78E+15 19 B SR 2.00E-05 113 74 399 80.8 12.4 

94NAC1 1.78E+15 20 Y E 2.00E-05 180 108 582 88.1 11.1 

NAC2 1.77E+15 1 B SH 1.60E-05 153 97 658 83.0 11.1 

NAC2 1.77E+15 2 B SH 1.20E-05 82 90 814 48.1 7.5 

NAC2 1.77E+15 3 YB SH 1.20E-05 100 92 832 57.3 8.5 

NAC2 1.77E+15 4 B E 2.00E-05 57 52 282 57.8 11.3 

NAC2 1.77E+15 5 Y E 3.20E-05 84 84 285 52.7 8.3 

NAC2 1.77E+15 6 Y SH 2.00E-05 303 195 1058 81.8 8.0 

NAC2 1.77E+15 7 Y SH 2.00E-05 162 188 1020 45.5 5.1 

NAC2 1.77E+15 8 YB SH 2.00E-05 231 95 515 127.5 16.1 

NAC2 1.77E+15 9 YB E 2.00E-05 180 190 1031 50.0 5.5 

NAC2 1.77E+15 10 Y SH 4.00E-05 200 112 304 93.9 11.5 

NAC2 1.77E+15 11 Y E 8.00E-06 63 69 936 48.2 8.6 

NAC2 1.77E+15 12 YB E 2.00E-05 202 111 602 95.6 11.8 

NAC2 1.77E+15 13 Y SH 2.00E-05 112 50 271 117.5 20.4 

NAC2 1.77E+15 14 RB SH 2.00E-05 58 51 277 59.9 11.7 

NAC2 1.77E+15 15 Y SR 1.60E-05 50 69 468 38.3 7.2 

NAC2 1.77E+15 16 Y SH 1.20E-05 36 39 353 48.7 11.4 

NAC2 1.77E+15 17 O SH 2.00E-05 87 164 889 28.0 3.8 

NAC2 1.77E+15 18 Y SR 2.00E-05 164 345 1871 25.1 2.5 

NAC2 1.77E+15 19 Y SH 2.00E-05 105 99 537 55.9 8.1 

NAC2 1.77E+15 20 B SH 4.00E-05 130 240 651 28.6 3.3 

NAC2 1.77E+15 21 RB E 4.00E-05 226 105 285 113.0 13.9 

NAC2 1.77E+15 22 B SH 2.00E-05 127 178 965 37.7 4.6 

NAC2 1.77E+15 23 YB E 8.00E-05 70 62 84 59.5 10.6 

NAC2 1.77E+15 24 Y E 2.00E-05 61 78 423 41.3 7.2 
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NAC2 1.77E+15 25  ,E 4.00E-05 97 129 350 39.7 5.5 

NAC2 1.77E+15 26 Y SH 2.00E-05 113 119 645 50.1 6.8 

NAC2 1.77E+15 27 B SH 2.00E-05 221 114 618 101.8 12.2 

NAC2 1.77E+15 28 YB E 2.00E-05 173 121 656 75.3 9.3 

NAC2 1.77E+15 29 Y E 4.00E-05 100 175 475 30.2 3.9 

NAC2 1.77E+15 30 B E 1.20E-05 111 41 371 141.8 26.4 

NAC3 1.76E+15 1 Y SH 2.40E-05 85 193 877 23.1 3.1 

NAC3 1.76E+15 2 Y SH 1.20E-05 19 29 264 34.4 10.2 

NAC3 1.76E+15 3 Y E 2.00E-05 126 78 425 84.5 12.5 

NAC3 1.76E+15 4 Y SH 1.20E-05 86 92 836 49.0 7.5 

NAC3 1.76E+15 5 YB SH 2.00E-05 160 94 513 89.0 12.0 

NAC3 1.76E+15 6 O E 2.00E-05 56 121 660 24.3 4.0 

NAC3 1.76E+15 7 B SH 1.20E-05 67 37 336 94.6 19.7 

NAC3 1.76E+15 8 Y E 1.20E-05 21 27 245 40.8 12.0 

NAC3 1.76E+15 9 Y SH 1.28E-05 50 80 682 32.8 6.0 

NAC3 1.76E+15 10 O E 8.00E-06 66 49 668 70.5 13.5 

NAC3 1.76E+15 11 O E 1.20E-05 40 15 136 138.9 42.3 

NAC3 1.76E+15 12 Y SH 1.20E-05 81 40 364 105.7 20.8 

NAC3 1.76E+15 13 YB SR 1.20E-05 64 50 455 67.0 12.9 

NAC3 1.76E+15 14 O SH 2.40E-05 21 46 209 24.0 6.4 

NAC3 1.76E+15 15 O E 2.00E-05 92 58 316 83.0 14.2 

NAC3 1.76E+15 16 O SH 1.28E-05 56 50 426 58.7 11.6 

NAC3 1.76E+15 17 O SH 1.20E-05 41 59 536 36.5 7.5 

NAC3 1.76E+15 18 O SH 4.00E-05 135 211 575 33.6 3.9 

NAC3 1.76E+15 19 Y E 2.00E-05 68 32 175 110.9 24.1 

NAC3 1.76E+15 20 O SH 4.00E-05 58 118 322 25.8 4.2 

NAC3 1.76E+15 21 YB SH 2.00E-05 123 83 453 77.6 11.3 

NAC3 1.76E+15 22 B E 1.28E-05 44 67 571 34.5 6.8 

NAC3 1.76E+15 23 Y SH 1.20E-05 30 51 464 30.9 7.2 
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NAC3 1.76E+15 24 YB E 1.28E-05 90 36 307 130.3 26.1 

NAC3 1.76E+15 25 YB E 1.60E-05 39 95 648 21.6 4.2 

NAC3 1.76E+15 26 YB E 2.00E-05 26 47 256 29.1 7.2 

NAC3 1.76E+15 27 YB SH 4.00E-05 129 75 205 89.9 13.4 

NAC3 1.76E+15 28 B SR 1.20E-05 50 56 509 46.8 9.3 

NAC3 1.76E+15 29 Y SH 1.20E-05 37 76 691 25.6 5.2 

NAC5 1.74E+15 1 E B 2.00E-05 60 110 607 28.3 4.6 

NAC5 1.74E+15 2 YB E 2.00E-05 125 93 513 69.6 9.8 

NAC5 1.74E+15 3 B SH 4.00E-05 440 173 477 131.0 12.6 

NAC5 1.74E+15 4 YB SH 1.20E-05 72 46 423 81.0 15.5 

NAC5 1.74E+15 5 B SH 1.60E-05 68 70 483 50.4 8.7 

NAC5 1.74E+15 6 YB SH 2.00E-05 87 98 541 46.0 7.0 

NAC5 1.74E+15 7 YB SH 4.00E-05 197 271 748 37.7 3.8 

NAC5 1.74E+15 8 YB SH 4.00E-05 120 247 681 25.2 2.9 

NAC5 1.74E+15 9 B SH 2.00E-05 87 165 910 27.4 3.7 

NAC5 1.74E+15 10 Y SH 2.00E-05 66 105 579 32.6 5.2 

NAC5 1.74E+15 11 Y E 2.00E-05 86 135 745 33.1 4.7 

NAC5 1.74E+15 12 YB E 1.20E-05 40 72 662 28.9 5.8 

NAC5 1.74E+15 13 B SH 1.20E-05 43 90 828 24.8 4.7 

NAC5 1.74E+15 14 YB SH 2.00E-05 89 54 298 85.2 15.0 

NAC5 1.74E+15 15 Y SH 2.00E-05 89 200 1103 23.1 3.1 

NAC5 1.74E+15 16 B SH 4.00E-05 150 207 571 37.6 4.2 

NAC5 1.74E+15 17 O SH 2.00E-05 130 137 756 49.2 6.3 

NAC5 1.74E+15 18 B SH 8.00E-05 186 352 486 27.4 2.7 

NAC5 1.74E+15 19 B SH 4.00E-05 233 252 695 48.0 4.7 

NAC5 1.74E+15 20 Y SH 4.00E-05 117 207 571 29.4 3.5 

NAC5 1.74E+15 21 YB SH 2.00E-05 102 86 474 61.4 9.2 

NAC5 1.74E+15 22 O SH 4.00E-05 247 235 648 54.5 5.3 

NAC5 1.74E+15 23 B E 2.00E-05 134 83 458 83.5 12.0 
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NAC5 1.74E+15 24 Y SH 8.00E-06 39 20 276 100.7 27.9 

NAC5 1.74E+15 25 Y SH 1.20E-05 34 38 349 46.4 11.1 

NAC5 1.74E+15 26 B SH 4.00E-05 263 250 690 54.5 5.2 

NAC5 1.74E+15 27 Y SH 2.00E-05 43 90 497 24.8 4.7 

NAC5 1.74E+15 28 YB R 4.00E-05 209 127 350 85.1 10.0 

NAC5 1.74E+15 29 YB SH 2.00E-05 206 94 519 113.1 14.6 

NAC5 1.74E+15 30 B E 1.20E-05 39 57 524 35.5 7.5 

NAC5 1.74E+15 31 Y E 2.00E-05 43 106 585 21.1 3.9 

NAC5 1.74E+15 32 YB SH 2.00E-05 81 85 469 49.4 7.9 

NAC5 1.74E+15 33 Y SH 2.00E-05 109 90 497 62.7 9.2 

NAC5 1.74E+15 34 B SH 4.00E-05 157 196 541 41.6 4.7 

NAC5 1.74E+15 35 YB SH 2.00E-05 73 132 728 28.7 4.3 

NAC5 1.74E+15 36 YB SH 2.00E-05 50 92 508 28.2 5.1 

NAC5 1.74E+15 37 YB E 4.00E-05 256 225 621 59.0 5.8 

NAC5 1.74E+15 38 YB SR 2.00E-05 133 55 303 124.7 20.4 

NAC5 1.74E+15 39 Y E 2.00E-05 160 81 447 102.0 14.3 

NAC5 1.74E+15 40 Y SH 2.00E-05 118 137 756 44.7 5.8 

NAC6 1.73E+15 1 B SH 8.00E-06 16 30 416 27.5 8.6 

NAC6 1.73E+15 2 B E 2.40E-05 63 100 462 32.5 5.3 

NAC6 1.73E+15 3 B SR 1.20E-05 60 95 879 32.6 5.5 

NAC6 1.73E+15 4 YB E 1.60E-05 45 74 513 31.4 6.0 

NAC6 1.73E+15 5 YB SH 6.00E-06 23 34 629 34.9 9.5 

NAC6 1.73E+15 6 YB SH 1.60E-05 31 38 264 42.1 10.3 

NAC6 1.73E+15 7 YB SR 1.20E-05 14 25 231 28.9 9.7 

NAC6 1.73E+15 8 B SR 1.28E-05 46 68 590 34.9 6.8 

NAC6 1.73E+15 9 B SH 1.20E-05 34 41 379 42.8 10.0 

NAC6 1.73E+15 10 YB SR 1.60E-05 84 88 610 49.2 7.7 

NAC6 1.73E+15 11 YB SH 2.00E-05 23 65 361 18.3 4.5 

NAC6 1.73E+15 12 YB SH 9.60E-06 46 68 786 34.9 6.8 
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NAC6 1.73E+15 13 YB SH 6.00E-06 26 35 647 38.3 10.0 

NAC6 1.73E+15 14 YB SH 9.60E-06 16 33 382 25.0 7.7 

NAC6 1.73E+15 15 O E 9.60E-06 44 60 694 37.8 7.6 

NAC6 1.73E+15 16 B SH 8.00E-06 40 40 555 51.5 11.7 

NAC6 1.73E+15 17 Y SH 8.00E-06 21 19 264 56.9 18.1 

NAC6 1.73E+15 18 Y E 2.00E-05 74 100 555 38.2 6.0 

NAC6 1.73E+15 19 B R 2.00E-05 86 117 649 37.9 5.5 

NAC6 1.73E+15 20 B SR 8.00E-06 35 31 430 58.2 14.5 

NAC8 1.71E+15 1 B SH 1.20E-05 30 85 795 18.0 3.9 

NAC8 1.71E+15 2 YB SH 1.60E-05 109 130 912 42.8 5.7 

NAC8 1.71E+15 3 Y SH 1.20E-05 19 43 402 22.6 6.3 

NAC8 1.71E+15 4 Y E 2.40E-05 75 66 309 57.9 10.0 

NAC8 1.71E+15 5 Y SH 7.20E-06 21 26 405 41.2 12.2 

NAC8 1.71E+15 6 Y SH 1.60E-05 63 54 379 59.4 11.2 

NAC8 1.71E+15 7 YB E 2.00E-05 41 40 225 52.2 11.7 

NAC8 1.71E+15 8 B SR 2.00E-05 52 85 477 31.2 5.6 

NAC8 1.71E+15 9 YB E 7.20E-06 31 26 405 60.7 16.3 

NAC8 1.71E+15 10 YB SH 1.20E-05 48 48 449 51.0 10.5 

NAC8 1.71E+15 11 O SH 2.00E-05 14 26 146 27.5 9.2 

NAC8 1.71E+15 12 Y SH 1.60E-05 28 51 358 28.0 6.7 

NAC8 1.71E+15 13 B E 2.00E-05 33 47 264 35.8 8.2 

NAC8 1.71E+15 14 O SH 7.20E-06 27 30 468 45.9 12.3 
Notes: 

Color abbreviations: Y=yellow, B=brown, O=orange; 
Shape: SH=subhedral, SR=subrounded, E=euhedral, R=rounded. 
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Revised geologic map and structural model of the Staniukovich Peninsula-Herendeen Bay area, Alaska 

P.L. Decker, R.R. Reifenstuhl, R.J. Gillis, and A.M. Loveland 

Introduction 

The southwestern Alaska Peninsula offers broad areas of relatively well exposed Mesozoic and Tertiary rocks, 
particularly in the area of this study along the embayed shorelines of Port Moller, Herendeen Bay, and in much of 
the highlands of the peninsula between these inlets (fig. 1).  Informally named in this report after Staniukovich 
Mountain, its highest point (elevation ~2550 ft), the Staniukovich peninsula is dominated by a large, doubly-
plunging anticlinal uplift with Jurassic Naknek Formation exposed in the core, and rocks as young as the Miocene 
Bear Lake Formation in scattered outcrops at its flanks.  Large anticlines also occur west and southwest of 
Herendeen Bay.  Beyond this basic description, previous geologic maps of the area present strikingly different map 
patterns corresponding to fundamentally different stratigraphic interpretations and structural implications (Atwood, 
1911; Burk, 1965; Amoco, unpublished mapping, 1979, 1983; Wilson and others, 1995; Wilson and others, 1999). 

  

Figure 1.  Location map for area of this study, showing locations, features, and wells referred to in text and extent 
of revised geologic map shown on fig. 7 (yellow rectangle).  Dotted red line is approximate southern edge of David 
River zone, the structural boundary between Mesozoic-cored uplifts to south and Tertiary North Aleutian/Bristol 
Bay basin to north. 

The renewal of oil and gas leasing with the first Alaska Peninsula Areawide Sale in October, 2005 saw independent 
bidding by two companies focused exclusively in the Staniukovich peninsula—Herendeen Bay area (fig. 1), 
presumably due to a combination of factors.  Here, Mesozoic and Tertiary strata are mostly un-obscured by 
Quaternary units, revealing the potential for large anticlinal and fault-bounded structural traps in both successions.  
Shortly before the 2005 sale, analysis of the prolific natural gas seep at Port Moller hot spring near the axis of the 
anticline on the northeastern Staniukovich peninsula showed it to consist of nearly pure, thermogenic methane 
(Decker and others, 2005).  The integration of outcrop studies with offshore seismic interpretations reveals that the 
area of industry attention is adjacent to a probable hydrocarbon source kitchen in the axis of the North 
Aleutian/Bristol Bay basin.  The area contains an eastern segment of the so-called David River zone (Amoco, 1979), 
the complex boundary between the Tertiary-filled North Aleutian/Bristol Bay basin to the north and the uplifted 
Mesozoic rocks to the south (fig. 1; Decker and others, 2005; Finzel and others, 2005; Worrall, 1991).   

Given the convergence of geologic potential, industry interest, and widely varying previous interpretations, the State 
of Alaska, as owner of the potential hydrocarbon resource, needed to develop its own map-based geologic 
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interpretations of the area in order to evaluate oil and gas resource potential in this part of the Alaska Peninsula.  
This report describes geologic mapping and structural studies conducted during 2006 to address that need.   

Previous geologic mapping 

Reporting primarily on coal and other mineral resources of the Alaska Peninsula, Atwood (1911) also made valuable 
structural and stratigraphic contributions and published a highly schematic regional geologic map.  He defined the 
Lower Cretaceous Staniukovich shale, which he named after the smooth, dull reddish slopes making up much of 
Staniukovich Mountain.   His simplified regional cross section from Port Moller through Unga Island depicts the 
basic anticlinal structure of the Staniukovich peninsula. 

Burk (1965) published a more complete 1:250,000 scale map of the Alaska Peninsula southwest of Wide Bay.  
Ranging widely across the region by helicopter and boat, Burk and a geological assistant conducted three seasons of 
mapping and stratigraphic studies, developing a comprehensive geologic history and generalized structural 
framework.  He recognized the doubly-plunging Staniukovich Mountain anticline and adjacent narrower folds to the 
south, which he mapped as having minor complications due to longitudinal faults (fig. 2).  Burk (1965, p. 128) 
described the Staniukovich Mountain anticline and the large Sapsuk anticline west of Herendeen Bay as parts of a 
continuous, northeast-plunging anticlinal uplift that extends east of Port Moller.  He also expanded Atwood’s (1911) 
definition of the Staniukovich Formation to encompass older and coarser-grained rocks, including Upper Jurassic 
feldspathic sandstones, arkoses, and conglomerates previously assigned to the Naknek Formation (Burk, 1965, p. 
39-45).  In keeping with his revised definition, he mapped no Naknek Formation on the Staniukovich peninsula. 

Figure 2.  Excerpts from the 
regional geologic map and 
figures of Burk (1965).  
Geologic map (a) and 
generalized cross section (b) 
of the present study area in the 
Staniukovich peninsula—
Herendeen Bay area.  
Compare to figs. 3, 4, and fig. 
7. 

Unpublished, originally 
confidential geologic maps 
and reports generated by 
Amoco Production Company 
in the course of multiple field 
seasons were publicly released 
during 2004 and are available 
for inspection at the Alaska 
Division of Geological & 
Geophysical Surveys Geologic 
Materials Center in Eagle 
River, Alaska.  Particularly 
useful is a heavily annotated 
1:192,000 (1 inch = 16,000 
feet) scale regional geologic 
map of the entire Alaska 
Peninsula (fig. 3a; Amoco, 
1979), which incorporates interpretations and analytical results from numerous published and unpublished sources.  
In the present study area, Amoco (1979) made substantial revisions to the map pattern of Burk (1965), and added 
important outcrop- and geophysically-based structural interpretations, including faults in areas obscured by surficial 
cover.  Subsequent remapping by Amoco geologists of parts of the Staniukovich peninsula at 1:63,360 (1 inch = 1 
mile) scale recognized three significant faults nearly perpendicular to and locally offsetting the axis of the 
Staniukovich anticline (fig. 3b; Amoco, 1983).  This map differs markedly from both Burk’s (1965) and Amoco’s 
(1979) previous maps in terms of the distribution of Lower Cretaceous and Upper Jurassic rocks units. 
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Figure 3.  Unpublished geologic maps of the study area in the Staniukovich peninsula—Herendeen Bay area from 
Amoco Production Company field reports.  Figure (a) is excerpted from 1:192,000 scale regional map (Amoco, 
1979); (b) is reduced to approximately the same scale from 1:63,360 map restricted to the Staniukovich peninsula 
(Amoco, 1983).  Neither included a cross section through the present study area.  Compare to figs. 2, 4, and fig. 7. 

U.S. Geological Survey publications (Wilson and others, 1995; 1999) represent the most comprehensive publicly 
available prior geologic mapping of the study area.  The 1:250,000 scale map of Wilson and others (1995) 
emphasized the structural complexity of the Staniukovich peninsula, depicting numerous relatively straight (high-
angle) faults oriented sub-parallel and transverse to the fold axes (fig. 4a).  Additionally, USGS geologists inferred 
the existence of a low-angle thrust fault believed to have emplaced a complexly faulted upper plate consisting of 
blocks of Jurassic through Paleogene units above a less deformed lower plate that includes Tertiary strata as young 
as Miocene Bear Lake Formation (fig. 4b; Wilson and others, 1995; Detterman and others, 1996, p. 31).   

With important exceptions, the mapping and structural fabric observations of the present study (fig. 7) mostly 
corroborate the distribution of rock units and high-angle faults mapped by Wilson and others (1995; 1999), but they 
do not support the low-angle thrusting hypothesis (Wilson and others, 1995; Detterman and others, 1996).  Although 
the present study significantly revises all previous mapping, we rely largely on the USGS mapping for coverage 
where we were unable to make our own observations, particularly in the southeastern and far southwestern corners 
of the map (fig. 7).  In other areas west of Herendeen Bay, we have modified USGS mapping based in part on 
remote sensing and field observations made by Sralla (2007) on behalf of Hewitt Mineral Corporation following 
successful bidding in the 2005 lease sale. 
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Figure 4. Excerpts 
from the 1:250,000 
scale USGS 
geologic map (a) 
and cross section 
(b) of Wilson and 
others (1995) in the 
present study area 
in the Staniukovich 
peninsula—
Herendeen Bay 
area.  Note 
interpretation of 
subhorizontal 
overthrust placing a 
sheet consisting of 
complexly faulted 
blocks of Jurassic 
through Paleogene 
formations over 
units as young as 
Miocene Bear Lake 
Formation (see text 
for discussion).  
Compare to figs. 2, 
3, and fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

Revised geologic mapping of this study 

Field Methods 

The geologic mapping of this study was performed in conjunction with other stratigraphic and structural field 
objectives (Gillis and others, 2007; Decker and others, 2005, Finzel and others, 2005).  Three to four geologists 
conducted helicopter-supported mapping traverses working either independently or in groups of up to three people, 
beginning with coastal outcrops in areas with greatest structural uncertainty, and working into upland areas as 
weather permitted.  Mapping of formation and fault contacts was accompanied in areas of good exposure by 
collection of structural orientation and kinematic data (primarily fault planes, slickenlines, and slip sense indicators), 
which have been plotted in lower hemisphere stereographic projections.  The preliminary revised geologic map and 
cross sections (fig. 7) are intended for plotting at a scale of 1:50,000, and includes these structural fabric stereograms 
as inset figures. 
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Mapped Rock Units 

A reality of mapping on the Alaska Peninsula is that it is commonly very difficult to make definitive formation calls 
in the field.  The Jurassic through Pliocene sedimentary record is thought to contain as many as ten unconformities 
(Detterman and others and others, 1996), and sediments from older units have no doubt been recycled into younger 
units, probably more than once in some cases.  The framework composition of some sedimentary units is likely to 
vary significantly throughout the region depending on unconformity subcrop and local variations in the eroding 
source terrain, a complex consisting of older arkosic or volcaniclastic sedimentary units and superimposed 
intermediate to felsic magmatic arc units of Triassic through Quaternary age (e.g., Wilson, 1985; Detterman and 
others, 1996; Wilson and others, 1999).  Furthermore, many sedimentary units share a wide range of textures and 
nonmarine to shallow marine facies associations.  Additionally, the megafauna and megaflora assemblages used to 
characterize some units can be difficult to distinguish without considerable paleontologic expertise.  Volcanic map 
units of similar composition may be easily mistaken for each other in the field; previous maps are in conflict 
regarding the age assigned to some lavas, which, in the absence of clear cross-cutting relationships, is better 
determined via radiometric methods than by subjective field criteria such as degree of weathering. 

These caveats notwithstanding, the preliminary mapping of this study recognizes ten sedimentary and four igneous 
bedrock units of Upper Jurassic through Pliocene age, and adopts the four Quaternary surficial map units of Wilson 
and others (1995).  Except as noted below, map units are not described in this text or on fig. 7; the reader is referred 
to rock unit descriptions of Wilson and others, 1995.  Additional study would likely yield numerous improvements 
in subdividing and assigning rock units, better control on structural attitudes and fault contacts, and increased 
resolution of formation contacts.   

As mapped in this study (fig. 7), the Staniukovich Formation (Lower Cretaceous) is restricted to only the distinctive 
red-brown weathering, smooth slope-forming siltstone and shale unit constituting most of the formation as originally 
described by Atwood (1911).  This interval represents the upper part of the formation as redefined by Detterman and 
others (1996), who themselves restricted the formation considerably from the even broader definition of Burk (1965) 
to one more similar to the original description of the Staniukovich Shale offered by Atwood (1911).  Sandstones 
assigned to the lower part of the formation by Detterman and others (1996)--up to 32 m thick and containing 
common to abundant Buchia bivalves--could not be reliably differentiated in the field from lithologically similar, 
Buchia-rich sandstones of the upper Naknek Formation (Upper Jurassic), particularly in isolated or discontinuous 
exposures.  These Buchia-rich sandstones are here are mapped together with the Indecision Creek member in the 
uppermost part of the Naknek Formation. 

The Lower Cretaceous Staniukovich and Herendeen formations are both absent west of Herendeen Bay.  We are 
unable to say whether this is because (1) the area lacked accommodation space during Early Cretaceous time and the 
formations were never deposited, or (2) the formations were deposited in the area, which subsequently became a 
structural high that was more deeply eroded than the area east of Herendeen Bay during development of the regional 
mid-Cretaceous unconformity below the Chignik Formation.  During Late Cretaceous time, the area east of 
Herendeen Bay appears to have been more proximal than the area to the west.  This is expressed 
lithostratigraphically by thick and widespread coarse conglomerates and coals in the Chignik Formation on the 
Staniukovich peninsula, compared with the thinner Chignik sandstones and time-equivalent sandy mudstones of the 
deeper water Hoodoo Formation southwest of Herendeen Bay. 

Structural elements 

The main structures that can be confidently recognized from the current mapping are large uplifts of folded and 
faulted Mesozoic strata, including the northern part of the Sapsuk anticline west of Herendeen Bay and a more 
complex anticlinal uplift on the Staniukovich peninsula.  There are striking differences between these two areas in 
terms of structural orientation, deformational style, and the northern limit of exposed Mesozoic rocks that suggest 
the map area can be meaningfully divided west-east into two major structural domains, here termed the Sapsuk 
domain to the west and the Staniukovich peninsula domain to the east.  Each of these areas can be further subdivided 
north-south into a northern coastal plain belt underlain by Tertiary and Quaternary units on the south flank of the 
North Aleutian/Bristol Bay basin, and a southern area with significant topography dominated by uplifted Mesozoic 
rocks.  The boundary between the eastern and western domains is concealed beneath Herendeen Bay.  One 
possibility is that Herendeen Bay itself is controlled by a significant fault or fault zone (down-to-west or left-lateral 
strike-slip, or a combination of both), possibly an offshore continuation of the northwest-striking, down-to-
southwest faults near Pinnacle Peak, east of Deer Valley at the head of the bay.  An alternative explanation of the 
domain boundary will be discussed following a description of the structural style of each of the domains. 
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Sapsuk Domain 

The broad valleys and highland areas between Herendeen Bay and Sapsuk Lake (formerly named Hoodoo Lake) are 
dominated by Jurassic and Cretaceous rocks of the Sapsuk anticline.  The lower hills and coastal plain to the north 
near the Hoodoo Lake Unit 1 and 2 wells (fig. 1) locally expose Miocene and younger units accommodated by 
subsidence at the southern edge of the North Aleutian/Bristol Bay basin. The southern limit of the area discussed 
extends eastward from the east end of Sapsuk Lake to Deer Valley; this excludes the majority of the Tertiary-
Quaternary volcanic and hypabyssal intrusive rocks mapped slightly further south by Wilson and others (1995).  
Descriptions are based in part on our own field observations, partly on previous mapping (Burk, 1965; Amoco, 
1979; Wilson and others, 1995), and partly on recent field observations and remote sensing interpretations of Sralla 
(2007). 

The Sapsuk anticline is a broad, north-verging, fault-cored fold with expansive dip panels of Jurassic and Cretaceous 
units (fig. 7, section A-A’).  These Mesozoic rocks were emplaced above Miocene Bear Lake Formation by north-
directed thrusting and/or reverse faulting, as evidenced in relatively continuous outcrops on the western shore of 
Herendeen Bay (fig. 5).  The main fault, mapped here as a thrust, has a southerly dip of 45° where a discrete slip 
surface was identified in shoreline outcrops.  We have no evidence to constrain whether this fault becomes steeper 
or flatter with depth; Sralla (2007) interprets it as having an overall dip of 70° to the south.  Jurassic Naknek 
Formation in the hangingwall is intensely brecciated in a damage zone tens of meters thick.  In a zone of similar 
thickness directly below the fault, Bear Lake strata were penetratively deformed in a semi-consolidated state by a 
combination of discrete shearing and plastic, fluidized granular flow.  These exposures yielded no kinematic 
indicators to determine the sense of movement.   

Figure 5.  
North-
verging 
thrust fault 
exposed on 
western 
shore of 
Herendeen 
Bay places 
Jurassic 
Naknek 
Formation 
(Jn) over 
Miocene 
Bear Lake 
Formation 
(Tbl).  
Photograph 
in (a) gives 
outcrop-
scale view; 
yellow 
rectangle 
indicates 
area of close 
up in (b).  
Despite the 
broad 
damage zone 
involving both hangingwall and footwall units, there is remarkably little mixing of the formations across the discrete 
fault surface marked on the photos.   Naknek Formation is intensely brecciated at the centimeter scale in 
hangingwall (c), whereas Bear Lake Formation in footwall tens of meters from the fault (d) was pentratively 
deformed in a semi-consolidated state, exhibiting characteristics of both discrete shearing and fluidized granular 
flow. 
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Approximately 3 km north of the main fault along the shoreline of Herendeen Bay, beds of the Bear Lake Formation 
are locally reverse faulted and asymmetrically folded, and slightly farther north, these compressional structures give 
way abruptly to an array of minor, mostly down-to-north normal faults (fig. 7, section A-A’; Decker and others, 
2005).  This belt of up-to-south faults—both compressional and extensional—north of the Sapsuk anticline is a 
segment of the David River zone (Amoco, 1979).  The kinematics of faulting within and adjacent to the DRZ are 
believed to include (1) a significant component of right lateral strike-slip, leading to transpressional uplift of the 
Black Hills west of the current study area (Worrall, 1994), (2) extensional subsidence of the basin to the north, and 
(3) a component of orthogonal convergence, folding and reverse-faulting the uplifted Mesozoic units to the south; 
Decker and others, 2005; Finzel and others, 2005).  The north-verging folds and thrusts involving Bear Lake 
Formation in this area are evidence of Late Miocene or younger compressional or transpressional deformation 
within and adjacent to the DRZ. 

In the Mesozoic units of the hangingwall, the Sapsuk anticline has been interpreted variously as a relatively simple 
northeast trending fold (Burk, 1965) and as a west-northwest trending, doubly-plunging closure (Sralla, 2007) whose 
axis runs through the Quaternary-covered valleys southwest of Herendeen Bay.  The names of several streams and 
lakes in this area were changed between the publication of Burk’s (1965) map and the most recent USGS 
topographic base maps, but in terms of current names, Naknek strata north of the lower Buck Valley and the upper 
forks of the Lefthead River constitute a generally north-dipping panel with inclinations of up to about 20 degrees, 
whereas Naknek and Cretaceous rocks to the south make up a more gently south- to southeast-dipping panel (Burk, 
1965; Sralla, 2007).   

Neither Amoco (1979) nor Wilson and others (1995) plot the anticlinal axis on their maps.  Wilson and others 
(1995) show fewer bedding attitudes than Burk (1965), and map most of the Naknek Formation in the highlands 
north of Buck Valley and the Lefthead River as belonging to the Northeast Creek member, stratigraphically lower 
than the uppermost Naknek Indecision Creek member south of the valleys.  Wilson and others (1995) map a short 
east-west trending fault segment, upthrown to the north, which may reconcile the occurrence of the oldest rocks 
within what is apparently the north limb rather than at the core as defined by the major reversal in dip direction 
between the northern and southern limbs.  In an effort to honor the map unit distribution of Wilson and others 
(1995), we interpret this as an antithetic (south-verging) reverse fault (fig. 7, section A-A’, but without more detailed 
structural attitude constraints, it is difficult to determine whether this model can be bed-length balanced.  Based on 
field reconnaissance, Sralla (personal communication, 2007) believes the northern and southern dip panels consist of 
the same member of the Naknek Formation, and that there is no substantial fault between its limbs.  

Wilson and others (1995) map a cluster of several steep, north-northeast trending faults at and beyond the southwest 
corner of our map area near Sapsuk Lake that were not field checked during the current study.  As mapped, most 
show only minor vertical displacement of the Naknek and Chignik formations, though one appears locally to have 
up to several hundred feet of stratigraphic separation.  Burk (1965) mapped a single northeast-trending down-to-
southeast normal fault in the same area.  None of these faults were mapped as continuing across the wide valleys 
into the northern part of the Sapsuk anticline.   In any case, they do not significantly disrupt nor compartmentalize 
the anticlinal map pattern. 

Staniukovich Peninsula Domain 

The informally named Staniukovich peninsula between Port Moller and Herendeen Bay received considerably more 
attention during 2006 field studies than the area west of Herendeen Bay.  Preliminary revised geologic mapping 
focused on developing a better understanding of the major structures in this area, which had been variously 
represented on previous geologic maps (figs. 2-4).  The southern limit of the area described here extends east-
northeastward from Deer Valley through Lawrence Valley to Mud Bay near the head of Port Moller, including the 
smaller peninsula made up of Pinnacle Peak and Bold Bluff Point at the south end of Herendeen Bay. 

Perhaps the most obvious geologic features mapped on the Staniukovich peninsula (fig. 7) are the nearly orthogonal, 
relatively straight, northwest- and northeast-striking faults.  Upon further inspection, the large-scale map pattern is 
that of a complexly faulted, northeast-southwest trending system of anticlines and synclines (fig. 7, map and section 
B-B’), a fundamental characteristic of the structure not fully expressed by the map or cross section of Wilson and 
others (1995; fig. 4).  Situated immediately south of the coastal plain, the Staniukovich Mountain anticline is the 
most prominent fold in this area, exposing a thick succession of Upper Jurassic to Lower Cretaceous Naknek and 
Staniukovich formations in its core. The anticline clearly deforms all units as young as the Upper Cretaceous 
Chignik Formation; the relationship of Tertiary formations to the folding is less clear, as discussed further below.   
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Burk (1965) and Amoco (1979) depicted the Staniukovich Mountain anticline as a fairly simple northeast-southwest 
elongated, doubly-plunging closure with only minor complication due to a few steep, northeast-striking 
(longitudinal) faults (figs. 2, 3a).  Amoco (1983) recognized additional steep faults, including several important 
northwest-striking (transverse) faults that offset the fold axis (fig. 3b).  Wilson and others (1995) mapped the area as 
having still greater fault complexity, showing numerous intersecting strands of two nearly orthogonal fault sets (fig. 
4a).  These USGS workers further proposed the existence of a large-displacement, low-angle thrust fault, which they 
believed transported highly disrupted blocks of Mesozoic and Paleogene rocks above little-deformed Neogene 
footwall strata throughout most of the peninsula (fig. 4b; Wilson and others, 1995; Detterman and others, 1996).  
Our mapping recognizes an even greater number of steep, northeast- and northwest-trending faults, but we find no 
evidence to support the interpretation of major low-angle thrusting on the Staniukovich peninsula, as explained in 
further detail below.   

Faults and shear fractures measured in excellent outcrops of the Naknek, Staniukovich, Herendeen, and Chignik 
formations on the Herendeen Bay shoreline reflect the two dominant fault trends reflected in the map pattern (fig. 6).  
Most faults in these populations are steep to moderately dipping.  Fault striae indicate that most are oblique-slip 
faults, with a locally dominant component of strike-slip.  Several of the poorly exposed transverse faults that control 
major northwest-trending drainages are interpreted from stratigraphic juxtapositions to have a significant component 
of dip-slip.  These transverse faults compartmentalize the core and northwest limb of the Staniukovich Mountain 
anticline into discrete segments marked by varying position and plunge of fold axes, offset positions of the oldest 
exposed strata, and the type and density of faulting.  We interpret them as early-formed partial tear faults that 
allowed each sector to respond to further deformation quasi-independently of adjacent compartments.  The fold axis 
has apparent right-lateral separation of nearly 2.5 km (1.5 mi) across Coal Valley, and approximately 1.3 km (0.8 
mi) across Johnson Fork.  The fact that the map pattern is not only laterally offset, but also exposes older 
stratigraphic units on the northeast sides of these valleys, indicates that the net slip includes a component of down-
to-southwest vertical separation.   

Figure 6.  Stereograms of 
faults (and shear 
fractures), and slickenside 
striae in shoreline 
outcrops, eastern and 
southern Herendeen Bay.  
Faults (great circles) are 
mostly steeply dipping, 
northeast and northwest 
striking.  Slickenside 
striae (dots) are mostly 
gently to moderately 
plunging, indicating a 
predominance of oblique-
slip faults with a strong 
strike-slip component.  
See fig. 7 for localities 
represented by these 
populations.  Map unit 
abbreviations as follows: 
Kc = Chignik Formation, 
Kss = Staniukovich 
Formation, Khe = 
Herendeen Formation, Jni 
= Indecision Creek 
member of Naknek 
Formation, Jnn = 
Northeast Creek member 
of Naknek Formation. 
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Figure 7.  Preliminary geologic map and cross sections of the Staniukovich peninsula study area
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study area in the The southwestern half of the Staniukovich Mountain anticline is dissected by numerous 
intersecting transverse and longitudinal fault segments that partition this end of the structure into as many as a dozen 
mappable blocks.  Near the center of the anticline in the block of Naknek and Staniukovich formations bounded by 
transverse faults along Coal Valley and Johnson Fork, bedding attitudes indicate the fold axis plunges to the 
northeast.  Immediately to the south, the large block between Lynden Creek and Johnson Fork presented a structural 
paradox as mapped previously (Wilson and others; 1995), in which a broad, generally synclinal depression cored by 
Herendeen Formation was mapped at the center of the larger anticline.  Based on our observations in this fault-
bounded block, we reinterpret it a northeast-plunging anticlinal segment similar to the one just to the north, but with 
much less Naknek and Staniukovich exposed in its core to the southwest, plunging beneath a broad area of Chignik 
Formation outcrop to the northeast (fig. 7).   

At the far western end of the Staniukovich Mountain anticline, many hilltops have only rubble-crop exposures, 
rendering the highly compartmentalized fault pattern somewhat interpretive, but mutually cross-cutting relationships 
suggest that these orthogonal faults sets developed concurrently rather than sequentially.  Southwestern plunge 
beneath Herendeen Bay is most apparent from gentle to moderate southwest dip in the Herendeen Formation along 
the shoreline between Bluff Point and Marble Point.   

The northeastern half of the Staniukovich Mountain anticline is cut by far fewer faults than the southwestern half.  
The major faults recognized in this part of the fold are northeast-striking longitudinal faults that are nearly vertical to 
steeply southeast-dipping and downthrown to the southeast.  A few faults oriented transverse and oblique to the fold 
axis are interpreted to intersect these longitudinal faults east of Staniukovich Mountain, creating a triangular 
compartment near the crest of the anticline.  In this half of the anticline, the overall convergence of the younger units 
on the flanks suggests northeast plunge.  However, northeast of the unnamed drainage east of Staniukovich 
Mountain, the axis locally appears to plunge gently in the opposite direction (toward the southwest).  The maps of 
Burk (1965) and Wilson and others (1995) present conflicting strike and dip data in Tertiary lava flows 
unconformably overlying Mesozoic units toward the northeastern end of the anticline on the eastern side of the 
peninsula, making it difficult to demonstrate plunge there. 

The southeast flank of the Staniukovich Mountain anticline is bounded by a series of relatively continuous 
longitudinal faults, upthrown relative to the adjacent belt of Chignik Formation in the core of the synclinal trough 
informally referred to here as the Mine Harbor syncline.  This faulted contact is not well exposed between Mine 
Harbor and Coal Valley, but the curved map trace suggests it is a northwest-dipping reverse fault (fig. 7, section B-
B’), though Burk (1965) mapped it as a southeast-dipping normal fault.  Northeast of Coal Valley, the contact 
between Chignik and older units is at a very steep, locally anastomosed fault zone, where one fault splays into two 
sub-parallel strands continue more than 5 km to the northeast, separated by just a few hundred meters.   

The Mine Harbor syncline is also fault-bounded on its southern side, where the upthrown northern limb and core of 
the narrow Lawrence Valley anticline exposes Herendeen, Staniukovich, and Naknek formations.  These bounding 
faults are locally well exposed, but their map traces are only approximately located for much of their length, so their 
dip and dip directions are uncertain.  Burk (1965) mapped this southern edge of the Chignik belt as a single normal 
fault; we recognize several fault segments, and consider them more likely to have reverse or reverse-oblique 
displacement. Cretaceous strata are not exposed on the southern limb of the Lawrence Valley anticline; the valley 
follows a longitudinal fault juxtaposing the Jurassic core against lower Tertiary Tolstoi Formation.  

Our remapping finds no positive cross-cutting relationships on the Staniukovich peninsula that demonstrate the late 
Miocene or younger compressional or transpressional deformation seen in the Sapsuk domain.  The contact between 
Mesozoic and Tertiary units in coastal plain and shoreline outcrops on the northwest flank of the Staniukovich 
Mountain anticline is mostly covered.  It was mapped as conformable by Burk (1965), but was interpreted by 
Amoco (1979, 1983) as multiple parallel or splayed strands of up-to-south faults of the David River zone.  We map 
two exposed (and one concealed) northeast-striking faults with down-to-north separation in outcrops on the 
peninsula’s northern shoreline.  Following Amoco’s lead, we extrapolate this fault system westward along the 
topographic break between the elevated Mesozoic rocks and the Tertiary rocks of the coastal plain as the probable 
eastern extension of the David River zone (fig. 7, map and section B-B’).  The generally northwest dip of Tertiary 
units in the northern part of the peninsula, though consistent with northwest dip on the limb of the Staniukovich 
anticline, could relate directly to subsidence of the basin to the north rather than to compressional uplift and folding.   

Relative and radiometric ages from volcanic rocks do provide some constraints on the timing of deformation on the 
Staniukovich peninsula.   Lavas yielding Late Eocene to Oligocene radiometric ages (30.2-38.0 Ma) are assigned to 
the Meshik series, whereas porphyritic volcanics south of Herendeen Bay, capping Pinnacle Peak and the ridge to 
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the southwest, yield Quaternary ages (0.67-0.86 Ma; Wilson and others, 1994, 1995).  Of the Meshik exposures, the 
isolated ridge of columnar jointed andesite on the southwest side of Johnson Fork is the youngest, at 30.2 Ma.  This 
rock unit is surrounded by cover and Quaternary sediments, and its fault juxtaposition with folded Mesozoic rocks 
(fig. 7) is only speculative.  Better cross-cutting relationships are apparent on the east side of the peninsula, where 
Meshik volcanics dated within a narrow age range of 36.1 – 38.0 Ma (Wilson and others, 1994) unconformably 
overlie the folded Chignik, Herendeen, and Naknek formations.  Southwest of Mud Bay, Meshik flows exhibit 
moderate to gentle northeasterly dip that probably reflects substantial paleotopographic relief on the pre-Meshik 
unconformity.  Strike and dip measurements in these lavas are highly variable, and it is difficult to determine 
whether folding continued after extrusion of the lavas.  Clearly, there has been at least local uplift since then; flows 
of leuco-basalt dated at 36.5 Ma – interbedded with oyster-bearing volcaniclastic beds (Wilson and others, 1994, 
sample 84ACe 177) -- were clearly deposited at sea level, but now reside at an elevation of approximately 1150 ft 
(350 m).   

Current mapping revealed no evidence for the low angle thrust fault inferred by USGS geologists to place Mesozoic 
units and locally, Meshik volcanics above Miocene Bear Lake Formation across most of the Staniukovich peninsula 
(fig. 4b; Wilson and others, 1995; Wilson and others, 1999; Detterman and others, 1996).  The exposures they 
mapped as Miocene Bear Lake Formation (Wilson and others, 1995; 1999; Detterman and others, 1996, fig. 10) or 
considered to be “unassigned Tertiary strata” (Detterman and others, 1996, p. 31) at Coal Bluff on the eastern shore 
of Herendeen Bay are mapped here with a high degree of confidence as Chignik Formation (fig. 7), mostly because 
of the highly distinctive pebble-cobble conglomerates with pink granitoid clasts containing large, euhedral, zoned 
potassium feldspar phenocrysts.  We concur with Burk’s (1965) and Amoco’s (1979, 1983) mapping of these 
exposures as Chignik Formation in normal stratigraphic position unconformably overlying the Herendeen 
Formation.   Efforts to locate exposures of Bear Lake Formation mapped by Wilson and others (1995) in the lower 
plate of their thrust beneath the low ridge of Meshik volcanics near the mouth of Johnson Fork (fig. 7) yielded no 
exposed bedrock.  Furthermore, examination and measurement of numerous fault surfaces in excellent coastal 
outcrops at Coal Bluff and Marble Point, where the inferred thrust should be most apparent, revealed only steep, 
oblique- and strike-slip faults, and no observations of low-angle thrusts.   

In summary, at least two phases of deformation are recognizable in the Staniukovich peninsula domain.  Folding of 
Late Cretaceous and older rocks prior to Late Eocene time gave rise to the angular unconformity below the Meshik 
flows of the northeast part of the peninsula.  Further deformation since Late Eocene time has locally resulted in at 
least 350 m of local uplift.  This Tertiary uplift might correspond to Late Miocene or younger reverse faulting and 
folding in the Sapsuk domain, but we find no evidence of thrusting with large horizontal displacement on the 
Staniukovich peninsula.   

Structural trap potential 

Though we have not mapped it in detail, the thrust-cored Sapsuk anticline appears to exhibit considerably less 
structural complexity than the intensely faulted, compartmentally-deformed Staniukovich Mountain anticline and 
the adjacent syncline-anticline pair to the south.  Though both areas face significant risks relative to reservoir and 
seal facies, the broad, gently dipping panels of the Sapsuk anticline may present more favorable conditions for 
structural trapping, depending on whether there is, in fact, a significant fault near the axis and provided there is 
adequate plunge in both directions.  The thick Naknek-Bear Lake gouge zone at the thrust in the north limb of the 
Sapsuk anticline would very likely provide adequate seal for fault-bounded hydrocarbon accumulations in either the 
hangingwall or footwall.  Our remapping of the Staniukovich Mountain anticline suggests it is unlikely to behave as 
a single dome-like trap.  More importantly, we consider it highly unlikely that the Mesozoic to Paleogene units at 
the surface have been thrust-emplaced over little-deformed Tertiary formations.  Many of its fault-bounded blocks 
may harbor potential traps defined by two-way or three-way dip combined with a fault buttress component, but most 
would be small and have a high risk of inadequate fault seal.  Even with effective seals, the Staniukovich Mountain 
anticline would likely host a number of sub-accumulations requiring numerous wells to identify, delineate, and 
develop. 

Conclusions 

The fundamental reason for the very different types, orientations, and densities of faulting in uplifted Mesozoic units 
in the Sapsuk and Staniukovich peninsula domains on opposite sides of Herendeen Bay remains a matter of 
speculation.  Both uplifts are interpreted as immediately adjacent to the east-west trending southern margin of the 
North Aleutian/Bristol Bay basin.  This belt (DRZ) likely has a complex structural history involving compression to 
the south, extension to the north, and a mix of right lateral strike-slip, reverse-oblique (transpression) and normal-
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oblique (transtension) within it.  It is also probable that different segments of this belt have been dominated by 
different styles of deformation.  Strain within transpression zones is commonly partitioned into domains dominated 
by strike-slip (plane strain, rotational simple shear) and compression (non-rotational pure shear) (for example, 
Schreurs and Colletta, 2002; Jones and Tanner, 1995; Clegg and Holdsworth, 2005).  Outcrop fracture orientation 
data suggest the ratio of strike-slip to normal convergence increases westward along the DRZ from Herendeen Bay 
(Decker and others, 2005), and that the Sapsuk anticline area may be dominated by normal convergence.   

Fault attitudes in the Staniukovich peninsula domain bear many similarities to those generated in analog models of 
restraining oversteps in strike-slip fault regimes (fig. 6; McClay and Bonora, 2001), suggesting uplift may be related 
to transfer of dextral slip from the Sapsuk domain segment of the DRZ to an as-yet unidentified northerly segment 
beneath Port Moller and farther east.  In this context, the Staniukovich Mountain uplift would be described as a 
broad, antiformal pop-up or positive flower structure, in which the combination of wrenching and shortening 
generates a more complex pattern of transverse and longitudinal faults, offset fold axes, and compartmentalized 
blocks than is recognized in the Sapsuk anticline to the west.  As stated previously, the boundary between the 
Sapsuk and Staniukovich peninsula domains could be a fault hidden beneath Herendeen Bay.  The restraining 
overstep models of McClay and Bonora (2001) suggest an alternative explanation, that the domain boundary may 
simply reflect the margin of the uplift that develops in the overstep zone, where displacement transfer causes an 
abrupt change in the orientation, types, and density of faults and folds.   Finally, the multiple phases of deformation 
that have affected this area may well have been accompanied by significant changes in the greater tectonic regime, 
in which case it would be unrealistic to expect all the structures to conform to a single suite of structural styles 
predicted by a given analog model.  
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Implications of new apatite and zircon fission-track thermochronology for Mesozoic and Tertiary basin 
margin exhumation, upper Alaska Peninsula 

Robert J. Gillis, Rocky R. Reifenstuhl, Paul L. Decker 
 

Fifteen new apatite and eleven new zircon fission-track ages from samples collected in two locations across the 
Bruin Bay fault in south central Alaska span Middle Jurassic to Late Oligocene times and provide new insight into 
the protracted exhumation of a source area supplying sediment to the major prospective basins of Bristol Bay and 
Cook Inlet. Markedly different hangingwall, footwall, and along-strike cooling histories may be in part related to 
punctuated, diachronous exhumation of Jurassic intrusive arc rocks. At a locality in Katmai National Park, most 
zircon fission-track (ZFT) ages from granitic hangingwall rocks indicate rapid cooling occurring between 145 ±7 to 
141 ±6 Ma, partially coeval with deposition of an adjacent thick cobble to boulder conglomerate composed of 
granitic clasts from upper Naknek Formation footwall rocks. Apatite fission-track (AFT) data from the same 
samples (14.58-14.17µ c-axis corrected mean lengths with std. deviations of 1.87-1.52) and their inverse thermal 
models indicate principally moderate to rapid Eocene cooling occurring from 56.4 ±3.7 to 30.0 ±4.6 Ma, spanning 
episodes of proximal clastic sedimentation along the western Cook Inlet corridor during Paleocene and Eocene times 
(West Foreland Fm.) and Early Eocene/Late Oligocene (Copper Lake Fm./Hemlock Conglomerate).  
Footwall samples from adjacent latest Jurassic Naknek Formation strata yield entirely Cenozoic ages, and therefore 
have been partially to completely reset by exposure to temperatures above the ZFT annealing temperature of ~240 
°C. ZFT ages range from 56.1 ±2.7 to 41.6 ±2.3 Ma. AFT results range in age from 41.7 ±2.7 to 25.0 ±1.6 Ma with 
generally shorter track lengths (14.04-13.60µ c-axis corrected mean lengths with std. deviations of 2.47-1.40) and 
inverse thermal models reflecting slower cooling. It is difficult to distinguish between sedimentary burial and 
igneous reheating as the mechanism for thermal resetting of the zircon and apatite fission-track systems, but several 
footwall samples are inferred to have been completely to partially reset by an igneous event at 41.1 ±2.3 Ma. 
Potential igneous reheating of some samples and poorly organized sample age distributions complicate 
interpretations of footwall exhumation, but AFT samples ranging in age from 33.1 to 25.0 Ma are too young to have 
been affected by the 41 Ma thermal event and therefore may reflect exhumation-related Oligocene cooling. 
Katmai area cooling contrasts with cooling information from a locality ~95 km to the southwest located north of 
Becharof Lake, where hangingwall Jurassic arc rocks cooled to below an AFT annealing temperature of ~110 °C 
entirely during Jurassic time. A ZFT cooling of 191 ±9 Ma is anomalously old considering the accepted age range 
for the Jurassic intrusive arc (176-154 Ma), but an AFT cooling age from the same sample of 169 ±7 Ma indicates 
that cooling occurred rapidly during Middle Jurrassic time. Inverse thermal modeling depicts very slow cooling 
thereafter. Mid-Naknek Formation footwall strata yielded a provenance ZFT cooling age of 176 ±10 Ma, suggesting 
rapid exhumation and deposition of intrusive arc-derived detritus. A partially to completely reset Early Cretaceous 
AFT cooling age of 126 ±6 Ma implies resetting due to sedimentary burial to depths at ~110 °C or shallower. 
Thermal modeling suggests slow cooling throughout Cretaceous and Cenozoic times. 
Collectively, these data indicate cooling occurred at different times, tempos, and rates along strike of the Bruin Bay 
fault. At its southernmost exposure near Becharof Lake, hangingwall rocks the Bruin Bay fault cooled rapidly 
during a single episode from ~240 °C to below 110 °C during Middle Jurassic time and was likely associated with 
slip along the Bruin Bay fault. An adjacent sedimentary basin to the southeast was collecting arc-derived material by 
Middle Jurassic time and the basin margin was subsequently exhumed slowly throughout Cretaceous and Cenozoic 
times. In contrast, hangingwall rocks of the Bruin Bay fault in the Katmai area were exhumed later, and possibly 
episodically, during latest Jurassic and Eocene times resulting in deposition of one or more packages of  proximal 
granitic deposits into an adjacent basin to the southeast. Jurassic footwall basin deposits were completely reset prior 
to Early Cenozoic time from burial to depths at ~240 °C or more, or by thermal resetting from local Middle-Late 
Eocene igneous activity. Relatively slow exhumation of basin margin deposits may have occurred during Late 
Oligocene time. 

Conclusion 

New energy-resource data collected and compiled during four field seasons from the Port Moller, Chignik, Ugashik 
Lakes, and Puale Bay areas of the Bristol Bay region, Alaska Peninsula more tightly constrain geologic parameters 
bearing on area hydrocarbon play concepts.  These new geologic field data and laboratory analyses codify reservoir, 
source, seal capacity, and thermal maturity characteristics of basin targets, places the Miocene Bear Lake Formation 
reservoir data in a stratigraphic and sequence stratigraphic framework, and constrain petroleum system geology and  
hydrocarbon potential models for this frontier basin.  We provide no estimate of onshore resource estimates.  
However, mean resource estimates for offshore federal waters of Bristol Bay basin are estimated as 230 million 
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barrels of oil and natural gas liquids, and 6.8 trillion cubic feet (TCF) gas (United States Minerals Management 
Service report, Sherwood, 2000).  

Analytical data from the oil seep on the southeast side of the Alaska Peninsula indicates a flow rate of 1/2 barrel of 
oil/day; oil viscosity of API ~18.  Area bedrock is the Jurassic age Shelikof Formation.  Bedrock 16 kilometers (10 
miles) northeast is the Kamishak Formation limestone (Triassic), which yields total organic carbon to 5.28%, and 
hydrogen and oxygen indices 598 to 474 and 21 to 22 respectively. 

Reservoir characterization data for the Miocene age, Bear Lake Formation on the northwest side of the Alaska 
Peninsula suggests that, for some play models, it is an important stratigraphic interval.  The Bear Lake Formation is 
up to 3,000 meters (9,000 feet) thick, with porosity and permeability from 1 to 35% and 0.001 to 1,000 millidarcies 
respectively (data from outcrop and North Aleutian COST #1 core).  Petrographically, the sandstones vary in grain 
size from lower very fine-grained to upper coarse-grained and are moderately to very well sorted. They are highly 
lithic with an average quertz-feldspar-lithic framework composition of Q22F16L61 and an average lithic 
composition of Ls41Lv43Lm16 (Ls=lithic-sedimentary; Lv=lithic-volcanic; Lm=lithic-metamorphic).  Detrital 
grains consists mainly of felsic and mafic volcanic fragments, chert, phyllite, schist, quartzite, felsic plutonic 
fragments, mudstone and siltstone. Detrital matrix varies in abundance, comprising from 0 to 16% of the sandstones 
and consists predominantly of clay minerals with lesser amounts of detrital silt. 

Seal capacity data on 26 outcrop samples from Alaska Peninsula formations were analyzed using mercury injection 
capillary pressure (MICP).  Samples were selected as prospective hydrocarbon seals based on reservoir seal position 
within perspective petroleum play concepts.  The formations and number of samples are: Bear Lake - 11, Stepovak – 
2, Tolstoi – 5, Staniukovich – 4, and Kamishak - 4.  The best quality seals (Sneider Type A) occur in the Bear Lake, 
Kamishak and Tolstoi Formations.   

Triassic Kamishak and Jurassic Kialagvik Formation rock analyses from Puale Bay confirm these source rock units 
as highly oil-prone.  These data are based on the type and quantity of expelled petroleum, including total organic 
carbon, Rock-Eval pyrolysis, kerogen petrography, and vitrinite reflectance.  This new dataset establishes important 
distinctions between the two Mesozoic formations (Kamishak Formation and Kialagvik Formation) and provides 
constraints on the stratigraphic variations and lithofacies associations with the quantity and type of organic matter 
within each unit.  Additionally, the Puale Bay vitrinite reflectance data confirms the section’s immature to early oil-
window thermal maturity, which was previously indicated only by pyrolysis data.   

Identical geochemistry is also applied to Tertiary formations penetrated in the North Aleutian Shelf COST #1 well 
and some outcrop coal samples.  These data support the interpretation that the Cenozoic backarc basin fill is 
dominated by terrestrially-sourced coaly kerogen, and is most prospective for natural gas.  Though certain facies 
may possess marginal capability to generate petroleum liquids, particularly carbonaceous mudstones within the 
Tolstoi Formation and some coals of the Bear Lake Formation, high matrix adsorption effects are likely to limit 
expulsion efficiency, minimizing the likelihood of significant Tertiary-sourced oil accumulations in the basin.   

Given the geologic parameters bearing on the hydrocarbon potential of the on-shore Bristol Bay-Alaska Peninsula 
lands within the State Area Wide Lease Sale, gas resources, within Tertiary reservoirs are the most likely play type. 

Zircon and apatite fission-track (FT) analyses were performed on six core samples of Cenozoic sedimentary and 
volcaniclastic rocks from the North Aleutian COST #1 well (NAC), Bristol Bay Basin, constraining their thermal 
history and depositional provenance.  Corrected bottom-hole temperatures, combined with inferred lithology-

dependent thermal conductivities indicate a present-day day heat flow of 56 mW/m2 for the NAC well site. The 
stratigraphic section encountered in the NAC well is currently at, or near, maximum experienced burial 
temperatures. Both the vitrinite and apatite fission-track data are consistent with a simple Cenozoic burial history 

and a Cenozoic heat flow near or below 56 mW/m2.  New apatite and zircon FT and uranium data provide 
constraints on the nature of the provenance of volcaniclastic and sedimentary strata encountered in the Bristol Bay 
Basin. 
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Conclusion 

New energy-resource data collected and compiled during four field seasons from the Port Moller, Chignik, Ugashik 
Lakes, and Puale Bay areas of the Bristol Bay region, Alaska Peninsula more tightly constrain geologic parameters 
bearing on area hydrocarbon play concepts.  These new geologic field data and laboratory analyses codify reservoir, 
source, seal capacity, and thermal maturity characteristics of basin targets, places the Miocene Bear Lake Formation 
reservoir data in a stratigraphic and sequence stratigraphic framework, and constrain petroleum system geology and  
hydrocarbon potential models for this frontier basin.  We provide no estimate of onshore resource estimates.  
However, mean resource estimates for offshore federal waters of Bristol Bay basin are estimated as 230 million 
barrels of oil and natural gas liquids, and 6.8 trillion cubic feet (TCF) gas (United States Minerals Management 
Service report, Sherwood, 2000).  

Analytical data from the oil seep on the southeast side of the Alaska Peninsula indicates a flow rate of 1/2 barrel of 
oil/day; oil viscosity of API ~18.  Area bedrock is the Jurassic age Shelikof Formation.  Bedrock 16 kilometers (10 
miles) northeast is the Kamishak Formation limestone (Triassic), which yields total organic carbon to 5.28%, and 
hydrogen and oxygen indices 598 to 474 and 21 to 22 respectively. 

Reservoir characterization data for the Miocene age, Bear Lake Formation on the northwest side of the Alaska 
Peninsula suggests that, for some play models, it is an important stratigraphic interval.  The Bear Lake Formation is 
up to 3,000 meters (9,000 feet) thick, with porosity and permeability from 1 to 35% and 0.001 to 1,000 millidarcies 
respectively (data from outcrop and North Aleutian COST #1 core).  Petrographically, the sandstones vary in grain 
size from lower very fine-grained to upper coarse-grained and are moderately to very well sorted. They are highly 
lithic with an average quertz-feldspar-lithic framework composition of Q22F16L61 and an average lithic 
composition of Ls41Lv43Lm16 (Ls=lithic-sedimentary; Lv=lithic-volcanic; Lm=lithic-metamorphic).  Detrital 
grains consists mainly of felsic and mafic volcanic fragments, chert, phyllite, schist, quartzite, felsic plutonic 
fragments, mudstone and siltstone. Detrital matrix varies in abundance, comprising from 0 to 16% of the sandstones 
and consists predominantly of clay minerals with lesser amounts of detrital silt. 

Seal capacity data on 26 outcrop samples from Alaska Peninsula formations were analyzed using mercury injection 
capillary pressure (MICP).  Samples were selected as prospective hydrocarbon seals based on reservoir seal position 
within perspective petroleum play concepts.  The formations and number of samples are: Bear Lake - 11, Stepovak – 
2, Tolstoi – 5, Staniukovich – 4, and Kamishak - 4.  The best quality seals (Sneider Type A) occur in the Bear Lake, 
Kamishak and Tolstoi Formations.   

Triassic Kamishak and Jurassic Kialagvik Formation rock analyses from Puale Bay confirm these source rock units 
as highly oil-prone.  These data are based on the type and quantity of expelled petroleum, including total organic 
carbon, Rock-Eval pyrolysis, kerogen petrography, and vitrinite reflectance.  This new dataset establishes important 
distinctions between the two Mesozoic formations (Kamishak Formation and Kialagvik Formation) and provides 
constraints on the stratigraphic variations and lithofacies associations with the quantity and type of organic matter 
within each unit.  Additionally, the Puale Bay vitrinite reflectance data confirms the section’s immature to early oil-
window thermal maturity, which was previously indicated only by pyrolysis data.   

Identical geochemistry is also applied to Tertiary formations penetrated in the North Aleutian Shelf COST #1 well 
and some outcrop coal samples.  These data support the interpretation that the Cenozoic backarc basin fill is 
dominated by terrestrially-sourced coaly kerogen, and is most prospective for natural gas.  Though certain facies 
may possess marginal capability to generate petroleum liquids, particularly carbonaceous mudstones within the 
Tolstoi Formation and some coals of the Bear Lake Formation, high matrix adsorption effects are likely to limit 
expulsion efficiency, minimizing the likelihood of significant Tertiary-sourced oil accumulations in the basin.   

Given the geologic parameters bearing on the hydrocarbon potential of the on-shore Bristol Bay-Alaska Peninsula 
lands within the State Area Wide Lease Sale, gas resources, within Tertiary reservoirs are the most likely play type. 

Zircon and apatite fission-track (FT) analyses were performed on six core samples of Cenozoic sedimentary and 
volcaniclastic rocks from the North Aleutian COST #1 well (NAC), Bristol Bay Basin, constraining their thermal 
history and depositional provenance.  Corrected bottom-hole temperatures, combined with inferred lithology-
dependent thermal conductivities indicate a present-day day heat flow of 56 mW/m2 for the NAC well site. The 
stratigraphic section encountered in the NAC well is currently at, or near, maximum experienced burial 
temperatures. Both the vitrinite and apatite fission-track data are consistent with a simple Cenozoic burial history 
and a Cenozoic heat flow near or below 56 mW/m2.  New apatite and zircon FT and uranium data provide 
constraints on the nature of the provenance of volcaniclastic and sedimentary strata encountered in the Bristol Bay 
Basin. 
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ABSTRACT 

Naturally occurring fractures can play a key role in the evolution and producibility of a 
hydrocarbon accumulation.  Understanding the evolution of fractures in the Brooks 
Range/Colville basin system of northern Alaska is critical to developing a better working model 
of the hydrocarbon potential of the region.  This study addressed this problem by collecting 
detailed and regional data on fracture distribution and character, structural geometry, 
temperature, the timing of deformation along the Brooks Range rangefront and adjacent parts of 
the Colville basin, and the in situ stress distribution within the Colville basin.  This new and 
existing data then were used to develop a model of how fractures evolved in northern Alaska, 
both spatially and temporally.    

The results of the study indicate that fractures formed episodically throughout the evolution of 
northern Alaska, due to a variety of mechanisms.  Four distinct fracture sets were observed.  The 
earliest fractures formed in deep parts of the Colville basin and in the underlying Ellesmerian 
sequence rocks as these rocks experienced compression associated with the growing Brooks 
Range fold-and-thrust belt. The orientation of these deep basin fractures was controlled by the 
maximum in situ horizontal stress in the basin at the time of their formation, which was 
perpendicular to the active Brooks Range thrust front.  This orientation stayed consistently NS-
striking for most of the early history of the Brooks Range and Colville basin, but changed to 
NW-striking with the development of the northeastern Brooks Range during the early Tertiary. 
Subsequent incorporation of these rocks into the fold-and-thrust belt resulted in overprinting of 
these deep basin fractures by fractures caused by thrusting and related folding.  The youngest 
fractures developed as rocks were uplifted and exposed.

While this general order of fracturing remains consistent across the Brooks Range and adjacent 
Colville basin, the absolute age at any one location varies.  Fracturing started in the southwest 
deep in the stratigraphic section during the Late Jurassic and Early Cretaceous, moving 
northeastward and upsection as the Colville basin filled from the west.  Active fracturing is 
occurring today in the northeastern parts of the Colville basin, north of the northeastern Brooks 
thrust front. 

Across northern Alaska, the early deep basin fractures were probably synchronous with 
hydrocarbon generation.  Initially, these early fractures would have been good migration 
pathways, but would have been destroyed where subsequently overridden by the advancing 
Brooks Range fold-and-thrust belt.  However, at these locations younger fracture sets related to 
folding and thrusting could have enhanced reservoir permeability and/or served as vertical 
migration pathways to overlying structural traps 
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CHAPTER 1 

Introduction: 
Unraveling the timing of fluid migration and trap formation in the Brooks Range foothills: 

A key to discovering hydrocarbons 

By

Catherine L. Hanks 
Dept. of Petroleum Engineering and Geophysical Institute, University of Alaska

Fairbanks, Alaska  99775 chanks@gi.alaska.edu 

The purpose of this study was to develop a model for how fractures evolved in the Colville basin 
in order to better predict hydrocarbon migration pathways, the timing of hydrocarbon migration, 
and the timing of trap formation in northern Alaska.  This chapter serves as an overview to the 
whole study.  Chapters 2, 3, 4, and 5 detail topical studies conducted as part of this project and 
the results of those studies.  Chapter 6 integrates the findings of these topical studies and draws 
conclusions that address the project as a whole. 

Introduction

Seventy-five percent of Alaska’s operating budget comes from hydrocarbon production, and a 
large part of the state’s non-governmental economy is related to hydrocarbon exploration, 
production and transportation. The vast majority of this production is from the North Slope, a 
well-established petroleum-producing province with a cumulative production of over 9.9 billion 
barrels of oil (BBO) and condensate and defined reserves of 6.1 BBO and 26.5 trillion cubic feet 
of gas.  However, the producing and most intensely explored area of the North Slope is limited to 
the geologically simplest northern margin of the Colville basin.  As the established oil fields in 
the Prudhoe Bay area age, additional hydrocarbon resources need to be discovered in order to 
keep Alaska’s economy healthy.  The undeveloped southern Colville basin and adjacent Brooks 
Range foothills have abundant untapped natural gas potential, but the timing of hydrocarbon 
generation and migration with respect to trap formation and/or reservoir development is complex 
and poorly understood.

Understanding the evolution of fractures in the Colville basin hydrocarbon system is critical to 
developing a better working model of the hydrocarbon potential of the region.  Naturally 
occurring fractures can play a key role in the evolution and producibility of a hydrocarbon 
accumulation.  Fractures can both provide pathways for hydrocarbon migration into a reservoir 
and enhance permeability within a reservoir.  Fractures are also dynamic, and can be damaged or 
destroyed during drilling and production.  Many of the prolific hydrocarbon fields in the Middle 
East are controlled by fractures, as are some fields in the Canadian foothills, the along-strike 
equivalent of the Brooks Range foothills.  On the North Slope, Lisburne field is a recognized as a 
naturally fractured reservoir where fractures play a key role in hydrocarbon production (Missman 
and Jameson, 1991). 
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Fractures develop at different times during the evolution of a hydrocarbon system, under a 
variety of conditions and due to a variety of causes.   Fracture formation is commonly intimately 
related to the structural history of the host rocks and is difficult to predict.  This study focused on 
the distribution, conditions and timing of fracture formation in the Colville basin and adjacent 
Brooks Range foothills of northern Alaska.  The goal of the study was to develop a clear picture 
of when and where fractures developed in the Colville basin in order to better predict oil and gas 
migration pathways, timing of hydrocarbon migration, and timing of trap formation.  

Executive Summary 
The purpose of this study was to develop a model for how fractures evolved in the Colville basin 
in order to better predict hydrocarbon migration pathways, the timing of hydrocarbon migration, 
and the timing of trap formation in northern Alaska.  In order to accomplish this goal, the project 
had to: 

� establish the fracture history of the Brooks Range foothills and adjacent Colville basin 
� put that fracture history in a structural/stratigraphic/thermal/geochronologic framework 
� determine the current in situ stress state of the Colville basin to establish present-day probable 

fracture orientations and depth of fracturing 
� develop a series of paleogeographic reconstructions showing the orientation and location of 

fractures

In order to accomplish these goals, detailed structural, thermal and geochronologic data were 
collected along two surface-to-subsurface transects.  A regional in situ stress study of the 
Colville basin established the present day stress orientations within the basin.  This information 
was then integrated into a model of fracture development in northern Alaska through time. 

The major results of the project are: 

� The structural style of the Brooks Range rangefront varies along strike.  In the central Brooks 
Range, the rangefront is a complex frontal duplex/triangle zone; in the northeastern Brooks 
Range, the rangefront consists of a simpler passive roof duplex. 

� Despite this variation in structural style, both transects have similar fracture sets.  The four 
fracture sets identified in both areas are:
--an early filled fracture set related to regional stresses prior to folding and thrusting;
--a later, filled fracture set that formed during thrusting;  
--two younger, unfilled fracture sets that are related to late folding and/or uplift and unroofing. 

� All four fracture sets do not occur throughout the stratigraphic column exposed at the surface.  
Older, filled fracture sets are restricted to Triassic and older rocks Ellesmerian sequence rocks; 
for the most part Brookian Jurassic and younger rocks filling the Colville basin exhibit only 
unfilled fractures related to late folding and/or uplift.  This suggests that filled fractures develop 
at depth. 
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� Apatite fission track ages suggest that deformation and uplift have been episodic during the 
late Cretaceous and early Tertiary, with different parts of each transect active at any one time.   
Uplift in the northeastern Brooks Range is significantly younger than that in the central Brooks 
Range.

� Thermal data from fracture fill suggest that the early fractures that formed in the foreland basin 
prior to incorporation in the Brooks Range fold-and-thrust belt initially formed at temperatures in 
or exceeding the oil generation window, but were subsequently overprinted by higher 
temperature structures.  This implies that these early fractures might have been good migration 
pathways at one time, but were destroyed by later deformation and would not be good 
exploration targets.  However, fractures that have formed under similar conditions in the Colville 
basin but have not yet been subject to fold-and-thrust deformation could still act as migration 
pathways.

� Borehole breakout analysis of wells in the Colville basin indicates that present-day maximum 
horizontal in situ stress within the Colville basin is oriented NNW.  The highest number and 
greatest length of breakouts occur at Sv > 80 Mpa, which corresponds to a depth of ~10,000 feet.
This is interpreted as the top of the zone of active fracturing or the ‘fracture window.’ 

� Paleogeographic reconstructions illustrate how the three sets of deformation-related fractures 
formed diachronously across the Brooks Range and adjacent Colville basin.  The earliest deep 
basin fractures would have formed during Early Cretaceous time in the southwestern part of the 
Colville basin where Cretaceous sediment thickness exceeded 10,000 feet.   These early fractures 
were oriented north-south, orthogonal to the Brooks Range thrust front.  As the Colville basin 
filled from the west, more of the basin and underlying passive margin was buried to depths 
>10,000 feet, and the zone of deep basinal fracturing grew to the northeast.  Deep basin fracture 
orientations remained north-south in orientation until development of the northeastern Brooks 
Range in Tertiary time, when in situ stress orientations switched to northwest-southeast. This 
orientation of active fracturing is continuing at depth today. 

These results suggest that early deep basin fractures may have served as initial hydrocarbon 
migration pathways out of the deep basin to accumulations on the Barrow Arch, but probably 
were not significant migration pathways for later structural traps that formed as the Brooks 
Range fold-and-thrust belt progressively incorporated the Colville basin sediments. However, 
fold and fault-related fracturing could have provided vertical migration pathways in these areas 
as well as enhanced reservoir permeability.  

Geologic Setting 

The Colville basin lies between the Brooks Range to the south, and the North Slope to the north 
in a region that has had a long and complex geologic history (Fig. 1.1; Moore and others, 1994).
The Colville basin is a foreland basin built on a south-facing late Paleozoic to early Mesozoic 
passive continental margin.  The Brooks Range began to form in Middle Jurassic time with the 
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collapse of an oceanic basin between an intraoceanic arc to the south and the passive continental 
margin of northern Alaska.  During latest Jurassic and earliest Cretaceous time, collision of the 
intraoceanic arc with the passive continental margin led to detachment and hundreds of 
kilometers of northward displacement of oceanic and continental-margin rocks. 

Despite the large magnitude of shortening, little sub-aerial topography formed and the Colville 
basin began as a deep-water foreland basin (e.g., Mayfield and others, 1988; Bird and Molenaar, 
1992; Moore and others, 1994).  Syndeformational sediments from the Brooks Range were of 
insufficient volume to fill the basin from the south.  Relatively slow deposition continued on the 
north flank of the basin.  Shortly after the main phase of compressional collapse of the 
continental margin, rifting led to formation of the oceanic Canada basin to the north (present 
geographic coordinates) in Early Cretaceous time (Grantz and May, 1983; Moore and others, 
1994).  This resulted in a fundamental change in the northern boundary of the North Slope from 
a continental interior to a passive continental margin.  A major influx of sediment into the 
Colville basin occurred in mid-Cretaceous time, filling the basin from west to east (e.g., Mull, 
1985; Huffman and others, 1988; Molenaar and others, 1988).   However, contraction in the 
Brooks Range continued episodically throughout the Cenozoic to the present, and has resulted in 
northward progradation of fold-and-thrust deformation into the Colville basin and, in the 
northeastern Brooks Range, locally across the Cretaceous rifted margin (Grantz and others, 1990; 
Hanks and others, 1994).

This complex geologic history is reflected in the stratigraphy of the region.  The stratigraphy of 
the northeastern Brooks Range, Colville basin and North Slope can be divided into four distinct 
depositional sequences (Fig. 1.2; Reiser, 1970; Mull, 1982).  The oldest rocks are slightly 
metamorphosed, deformed Proterozoic to Devonian sedimentary and volcanic rocks.  These are 
overlain by northerly-derived, Mississippian to Lower Cretaceous passive margin sedimentary 
rocks of the Ellesmerian sequence (Reiser, 1970; Reiser and others, 1980; Lane, 1991; Moore 
and others, 1994).  Jurassic and Lower Cretaceous clastic rocks of the Beaufortian sequence 
record initial rifting that ultimately led to the formation of the present-day northern Alaska 
continental margin (Hubbard and others, 1987).  These sedimentary rocks are in turn overlain by 
Lower Cretaceous to recent clastic rocks of the Brookian sequence that are derived from the 
Brooks Range to the south (Bird and Molenaar, 1992) and fill the Colville basin.

All four sequences contain potential reservoir horizons and the Ellesmerian, Beaufortian and 
Brookian sequences provide source intervals. Overall, seven petroleum systems have been 
identified in northern Alaska, ranging from Paleozoic sources and reservoirs to Cenozoic sources 
and reservoirs (Magoon and others, 2003).  Potential traps vary from structural traps in the 
Brooks Range foothills to structural/stratigraphic and stratigraphic traps along the Barrow arch 
and within the Colville basin (Bird, 1996).

This multiplicity of potential sources, reservoirs and traps highlights the importance of 
understanding the timing of hydrocarbon generation and migration within each petroleum 
system.  However, because of the size of the region and the sparcity of the data, efforts of 
modeling hydrocarbon generation and migration have focused on numerical models based 
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primarily on the regional distribution and character of source rocks, and the amount of regional 
sedimentary and/or structural overburden (Lampe and others, 2003; Magoon and others, 2003). 
These models do not include the influence of fractures either as migration pathways or as a 
means of enhancing or creating reservoirs. 

Previous fracture studies in northern Alaska 

Natural fractures can form in a variety of ways under a variety of conditions.  Fractures can 
develop at depth in a basin that is under regional compression in what appear to be undeformed, 
flat-lying rocks (e.g., Lorenz and others, 1991).  Fractures can develop as a response to folding 
of the same layered rocks (e.g., Stearns and Friedman, 1969; Cooper, 1992).  Fractures can also 
form as the rocks are uplifted as a result of removal of overburden during unroofing (e.g., 
Hancock and Engelder, 1989) 

Because folding incorporates rocks that were originally flat-lying but under compression, 
fracturing likely occurs repeatedly in a continuum with other structures as rocks in a foreland 
basin are incorporated into a fold-and-thrust belt (Hanks and others, 2006).  In addition, as the 
understanding of thrust-related folding improves, it becomes increasingly clear that thrust-related 
folds can develop in a variety of ways, leading to a variety of possible fracture patterns (e.g., 
Cooper, 1992; Jamison, 1997; Hanks and others, 2004, 2006; Hayes and Hanks, 2008).  Thus, 
the history of fracture development in a fold-and-thrust belt like the Brooks Range and adjacent 
Colville basin can involve a complex interplay of lithology, mechanical stratigraphy, burial 
depth, fold type, and uplift history.

Previous detailed fracture studies in the northeastern Brooks Range support this hypothesis 
(Hanks and others, 1997; Hanks and others, 2002; Hanks and others, 2004, 2006; Hayes and 
Hanks, 2008). Four fracture sets are observed throughout the range, but not necessarily in every 
stratigraphic interval or of the same origin (Fig. 1.3). The earliest fractures observed probably 
formed north of and orthogonal to the fold-and-thrust belt at moderate depths in basinal 
sediments.  These fractures were probably open during hydrocarbon generation and migration.  
These early fractures are overprinted by fractures and other structures that are related to folding 
of the rocks when they were incorporated into the fold-and-thrust belt.  This deformation and 
associated fracturing happened at elevated temperatures, reflecting either greater depths of burial 
or a higher geothermal gradient.  In either case, temperatures exceeded the oil and gas generation 
window.  The latest fractures are probably related to compression as the rocks were uplifted 
and/or stress release as overburden was removed during uplift.  These youngest fractures formed 
at lower temperatures, when hydrocarbons would once again be stable. 

Correctly interpreting the multiple generations of fractures and penetrative structures can thus 
yield important clues to the sequence, conditions, and mechanisms of deformation, which in turn 
can have profound implications for the timing of hydrocarbon migration and trap development.  
However, each fold-and-thrust belt is unique, and commonly varies in the timing and character 
of deformation along its length.  Consequently, the timing and conditions of fracture 
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development can vary both between fold-and-thrust belts and within a single fold-and-thrust belt 
and its associated basin.

Approach used in this project/Experimental procedure 

This project involved three separate tasks that were done as student masters theses:  two 
subsurface-to-surface transects and a regional subsurface study of the Colville basin (Figure 1.1).
Detailed summaries of these projects are included in this report as Chapters 3, 4 and 5.  Regional 
structural analysis provided a context for this detailed work and is summarized in Chapter 2. 

For the two transects, detailed structural, thermal and geochronologic data were collected across 
the Brooks Range foothills/Colville basin transition.  Surface data were collected on foot from 
helicopter-placed spike camps; existing seismic data were reinterpreted for the subsurface parts 
of each transect. Apatite fission track analyses and modeling were done by P. O’Sullivan 
(AtoZinc);  M. Parris (PetroFluid Solutions) conducted microthermometry on fracture fill. 
Organic–rich samples were analyzed for thermal maturity by the U.S. Geological Survey 
laboratories, courtesy of D. Houseknecht.

This new and existing surface and subsurface structural, thermal and geochronologic data were 
integrated into balanced cross sections of each transect.  LithoTect (Geo-Logic Systems) was 
used for some of the balancing and restorations. 

The regional study of the in-situ stress distribution throughout the Colville basin and North Slope 
subsurface used primarily borehole breakout analysis of existing wells.  This study constrained 
the type, orientation and depth at which open fractures are currently forming today (Ch. 5).

The detailed work in these topical studies was then integrated with existing regional analyses 
into a series of paleogeographic reconstructions showing possible past distribution of open 
fracture networks within the Colville basin and thus the orientation of basin-scale fluid flow 
through time (Ch. 6). 
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Area of in situ stress study Surface-to-subsurface transects: A:  Eastern Transect; B:  Central Transect

Figure 1.1.

A.  Map of the North Slope and northern Brooks Range showing National Petroleum Reserve of Alaska (NPRA) 
and the Arctic National Wildlife Refuge (ANWR) boundaries and the area of petroleum production around 
Prudhoe Bay.  

B.  Generalized geologic map of the North Slope and northern Brooks Range showing major tectonic elements 
and the areas of study summarized in this report. Modified from Moore and others, 1994.
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CHAPTER 2 
 
Mechanical stratigraphy and the structural geometry and evolution of 
the central and eastern foothills of the Brooks Range, northern Alaska 
 

By 
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M. Loveland, C. Gil Mull, Paul B. O’Sullivan, Paige R. Peapples, Rocky R. Reifenstuhl, 

Robert F. Swenson, and Marwan A. Wartes. 
 
 
Introduction 
 
This chapter provides an overview of the structural framework and evolution of the 
central and eastern Brooks Range foothills.  While numerous sources of information are 
available on specific areas and aspects of this region, the study and understanding of the 
region remain in relative infancy, and very little work specifically addresses the structural 
geology of the region.  The objective of this chapter is to provide a coherent overview 
and understanding of the structural geometry and evolution of the region that is difficult 
to obtain from the existing published literature. 
 
This overview is based on the understanding I have developed of the northern Brooks 
Range and its foothills during the course of fieldwork since 1983.  The synthesis 
presented here is my own, although the observations and concepts are supported by work 
published by many authors.  The observations and interpretations of Gil Mull have been 
especially helpful in establishing a framework for understanding the structural geometry 
and evolution of the foothills.  Parts of the region are covered by U.S. Geological Survey 
1:250,000 scale geologic maps  (Brosgé et al., 1979; Bader and Bird, 1986 (and the 
sources thereof); Kelley, 1990), but a more recent program of  1:63,360 mapping in the 
foothills by the Alaska Division of Geological and Geophysical Surveys has been 
particularly helpful in defining and documenting foothills structure.  This overview relies 
especially on observations from two map areas each in the central foothills (Siksikpuk 
River: Peapples et al., 2007; Cobblestone Creek: Mull et al., in press) and in the eastern 
foothills (Shaviovik River: Reifenstuhl et al., 2000; Kavik River: Wartes et al., in prep.). 
Master’s theses done by Alec Duncan (2007) and Andrea Loveland (in prep.) as part of 
the project covered by this report also documented important aspects of the structure of 
the area.  I have independently reached a number of conclusions similar to those 
presented by Moore et al. (2004) based on their work farther to the west, although our 
interpretations differ in some details.  
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A variety of new observations and concepts developed over the past decade or so allows 
a synthesis that was not previously possible.  In particular, the orogenic wedge concept 
provides a framework to explain how the foothills have evolved and why structures such 
as duplexes, triangle zones, and breaching thrusts formed where they did.  The orogenic 
wedge concept also led to a new model for the geometry and evolution of foreland basins 
that is directly applicable to the Brooks Range foothills.  It has long been recognized that 
the Brooks Range formed during multiple phases of deformation, but extensive fission-
track thermochronology has provided new insight into the absolute age and areal 
distribution of deformational events. 
 
This overview addresses the part of the foothills from the Killik River on the west to the 
Canning River on the east.  The central foothills (Killik River to Ribdon and 
Sagavanirktok Rivers and the eastern foothills (Ribdon and Sagavanirktok Rivers to 
Canning River) are presented separately because they represent two different stages of 
evolution in which different structures formed in different stratigraphy.  Structures in the 
central foothills formed first, during the two major phases of evolution of the main axis of 
the Brooks Range, and those in the eastern foothills formed during the later evolution of 
the northeastern Brooks Range.  The mechanical stratigraphy played a fundamental role 
in the types of structures that formed in both areas, so that is the starting point for 
discussion of each area. 
 
Mechanical stratigraphy and structure of the central Brooks Range foothills 
 
The foothills of the central Brooks Range consist of far-travelled allochthons of the 
Brooks Range orogen to the south, near the mountain front, and deformed foreland basin 
deposits to the north (Figure 2.1).  Interpretations of the complex stratigraphy and 
structure of the boundary between these two elements are controversial and continue to 
evolve (e.g., Mull, 1982, 1985; Moore et al., 1994, 2004; Mull et al., 2003).  The results 
presented in this report support the interpretation that the southern part of the foothills is 
underlain by the tip of a northward-tapered allochthonous wedge that was emplaced 
during the initial Middle Jurassic to Early Cretaceous large-displacement (several 
hundred kilometers) phase of evolution of the orogen.  This was succeeded by uplift and 
erosion in mid-Cretaceous time that provided sediments to the foreland basin to the north, 
which filled from the west and south.  The onset of this uplift and erosion coincided with 
large-scale extension in the southern Brooks Range.  Small-displacement and probably 
local contraction in the northern Brooks Range and southern foothills may have 
accompanied and/or post-dated extension and was followed by relative tectonic 
quiescence during the Late Cretaceous.  A major orogenic event in Paleocene time 
deformed both the previously emplaced allochthons and the foreland basin deposits in the 
southern foothills.  This event created the present topographic Brooks Range and the 
conspicuous structures in the foreland basin deposits, but involved only relatively small 
displacement (several tens of kilometers).   
 
This section summarizes the major mechanical-stratigraphic and structural elements of 
the central Brooks Range foothills.  The summary includes the following parts:  the 
mechanical stratigraphy and structural geometry of the allochthons, the mechanical 
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stratigraphy of the foreland basin deposits, the geometry and kinematics of structures 
formed during mid-Cretaceous to Paleocene time, and the sequence of events in the 
structural evolution of the foothills. 
 
Mechanical stratigraphy and structural geometry of the allochthons 
 
Major displacement in Middle Jurassic to Early Cretaceous time resulted in the structural 
stacking of seven stratigraphically distinct allochthons in the Brooks Range (Mayfield et 
al., 1988; Moore et al., 1994) (Figure 2.2).  The two uppermost allochthons were derived 
from the intra-oceanic arc and ocean that lay to the south of Arctic Alaska, and the five 
lower allochthons represent the detached and displaced stratigraphic cover of the late 
Paleozoic to early Mesozoic south-facing passive continental margin of Arctic Alaska.  
These allochthons are stacked from top to bottom in the order in which they were 
emplaced from south to north.  The allochthons are not laterally continuous single sheets, 
but instead are structurally duplicated in some places or absent in others.  The five 
sedimentary allochthons represent a complex paleogeography of basins and platforms.  
Only the lowest and most extensive of the allochthons, the Endicott Mountains 
allochthon (EMA), is extensively present in the area of this study, so it is the only one 
that will be described.   
 
The EMA in the central Brooks Range foothills consists of two thick competent 
mechanical-stratigraphic intervals that are bounded above and below by incompetent 
intervals that serve as detachments for folds and thrust faults (Wallace et al., 1997) 
(Figures 2.3 and 2.4).  The lower competent interval is the Upper Devonian to Lower 
Mississippian Kanayut Conglomerate, which consists of conglomerate, sandstone, and 
interbedded shale and mudstone.  Folds and thrust faults in the Kanayut Conglomerate 
are rooted in the underlying thick Upper Devonian Hunt Fork Shale.  The Lower 
Mississippian Kayak Shale separates the Kanayut Conglomerate from overlying 
competent carbonates of the Mississippian Lisburne Group.  Folds and thrust faults in the 
Lisburne Group typically are rooted in the Kayak Shale.  Thin-bedded mudrock, siliceous 
mudstone, and argillaceous limestone of the Pennsylvanian Siksikpuk and Triassic Otuk 
Formations form a thick, relatively incompetent interval above the Lisburne Group.  This 
interval forms an upper detachment above the Lisburne Group as well as being shortened 
internally by complex folds and thrust faults.  
 
The uppermost element of the EMA is the Lower Cretaceous (Berriasian to Valanginian) 
Okpikruak Formation, which consists of turbidites, broken formation, and mélange (Mull, 
1985, 1997; Crane, 1987; Molenaar, 1988; Peapples et al., 2007) (Figure 2.4).  The 
turbidites display complex folds and thrust faults.  The broken formation consists of 
structurally disrupted beds of graywacke sandstone in a scaly argillite matrix.  The 
mélange is broken formation that also includes internally deformed lenses and tabular 
blocks of different rock units, the largest of which extend laterally up to several 
kilometers.  The lenses and blocks in the mélange are most commonly chert from the 
Picnic Creek or Ipnavik River allochthons, but also include basalt, diabase, and carbonate 
from these and other allochthons, including EMA itself.  This unit was previously 
interpreted to represent the thin leading edge of the Picnic Creek or Ipnavik River 
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allochthons (e.g., Mull et al., 1997), but is interepreted here to be turbidites and 
olistostromes that were deposited on the leading edge of the EMA during its 
emplacement (Crane, 1987; Peapples et al., 2007).  The Okpikruak probably formed a 
veneer on the north-dipping front edge of the allochthon and a depositional wedge that 
accumulated in the bottom of the basin ahead of the allochthon.  Thus, the Okpikruak is 
the highest and farthest forward element of the allochthon.  The broken formation and 
mélange are interpreted to have originated during syn-tectonic olistostrome deposition, 
but these incompetent rocks have been overprinted everywhere to varying degrees by 
later tectonic deformation.  The unit generally has deformed incompetently because it is 
dominantly fine-grained and thin-bedded.     
 
Mechanical stratigraphy of the foreland basin deposits 
 
The stratigraphically lowest rock units deposited after emplacement of the EMA include 
the Fortress Mountain Formation (Figures 2.3 and 2.4) and the related Cobblestone 
Sandstone and “Eo-Fortress Mountain formation” (Mull, 1982, 1985; Molenaar, 1988; 
Mull et al., 1997, in press; Peapples et al., 2007).  The Fortress Mountain Formation 
consists of interbedded sandstone, conglomerate, and mudrock.  The lower part of the 
unit typically consists of a fine-grained and thin-bedded interval, whereas the much more 
competent upper part is much coarser-grained and thicker-bedded. The unit is generally 
proximal with a high percentage of coarse-grained rocks, but it varies greatly over short 
distances in thickness, grain size, and bed thickness.  The age of the unit is not known 
with precision, but it is generally interpreted to be Aptian to Albian, and locally possibly 
as old as Hauterivian (Peapples et al., 2007).  The unit overlies the Okpikruak Formation 
and older rocks of EMA on a regionally important angular unconformity that is 
interpreted to indicate that EMA was emplaced prior to deposition of the Fortress 
Mountain (Mull, 1982; Mull et al., 1997; Moore et al., 2004).  The interlayering of fine- 
and coarse-grained intervals and the well-defined bedding of the unit favor formation of 
rounded folds whose size and character correspond with the local thickness and 
competency of the unit.   
 
Locally in the southern foothills, a texturally and compositionally more immature unit, 
informally known as the “Eo-Fortress Mountain formation” (Peapples et al., 2007), 
appears to occupy a stratigraphic position between the Okpikruak Formation and the 
Fortress Mountain proper.  No fossils are known from the unit, but it is presumed to be 
bracketed between Valanginian and Aptian.  This unit is dominantly coarser-grained, 
thicker-bedded, and more poorly organized than the Fortress Mountain and so forms 
folds that are more variable in geometry.    
 
The Cobblestone Sandstone is interpreted to be a distal member of the Fortress Mountain 
Formation that may be older than most of the rest of the unit (Harris et al., 2002; Mull et 
al., in press).  It consists dominantly of thin-bedded sandstone that has been deformed 
into imbricate thrust faults or folds that are generally tighter and of shorter wavelength 
than in the rest of the unit. 
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In the subsurface of the Colville basin to the north, the distal equivalent of the Fortress 
Mountain Formation is finer-grained and thinner-bedded than the more proximal Fortress 
Mountain exposed near the range front.  It consists of basin-bottom turbidites that were 
covered by progradation of slope clinoforms in the overlying Torok Formation.  This 
interval is identified either as Fortress Mountain or lower Torok in the subsurface 
(Molenaar, 1988; Bird and Molenaar, 1992; Kumar et al., 2002), but it is referred to here 
as “distal Fortress Mountain” to distinguish it from the very different proximal Fortress 
Mountain and from overlying Torok that displays different reflector character and 
structural behavior.  The structure of distal Fortress Mountain is typically poorly resolved 
in seismic reflection data, but it locally displays complex short-wavelength folds and 
minor thrust faults. 
 
The Torok Formation is a thick succession dominated by monotonous shale to mudstone 
that overlies the Fortress Mountain Formation (Molenaar, 1988; Bird and Molenaar, 
1992; Houseknecht and Schenk, 2001) (Figures 2.3 and 2.4).  The Torok is a regionally 
important detachment interval that separates the complex structures in the older units 
exposed near the range front from the rhythmic map-scale folds in younger units that 
typify most of the foothills to the north.  The Torok typically displays sub-map-scale 
chevron folds and local minor thrust faults.   
 
The Nanushuk Formation gradationally overlies the Torok Formation and thickens and 
coarsens upward (Huffman, 1985; Mull, 1985; Huffman et al., 1988; Mull et al., 2003) 
(Figures 2.3 and 2.4).  The lower part is dominantly thin-bedded fine-grained sandstone 
and the upper part consists of medium-grained sandstone to conglomerate in thick beds 
separated by shale intervals.  The upward increase in thickness and grain-size of 
competent intervals and their separation by incompetent intervals results in the formation 
of map-scale flat-bottomed synclines and rounded to cuspate anticlines.   
 
In summary, the depositional character and geometry of the foreland basin deposits 
played a significant role in the structural architecture of the southern foothills (Figure 
2.4).  The proximal Eo-Fortress Mountain and Fortress Mountain formed a mechanically 
competent but highly variable interval restricted to a narrow wedgetop position 
immediately north of the present range front.  More distal equivalents of the Fortress 
Mountain, including the Cobblestone Member, formed a less competent interval that is 
present locally along the range front but is laterally extensive into the foreland basin, 
where it was deposited on the autochthon.  The Torok Formation serves as a laterally 
extensive detachment interval that separates distinct structural styles in the distal Fortress 
Mountain below and the Nanushuk Formation above.     
 
Structural architecture of the southern foothills 
 
Two new concepts help to provide a new and clearer understanding of the structural 
architecture of the southern foothills. The first concept is that orogens evolve as wedges 
that structurally thicken internally until they are strong enough to move above a basal 
detachment (e.g., Dahlen and Suppe, 1988; Willett et al., 1993).  They grow and move 
into their foreland through a complex interplay among internal thickening, basal 
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displacement, incorporation of new material at the base and front of the wedge, and 
removal of material by erosion and extension at the top of the wedge.  The second 
concept applies the first to the geometry and evolution of foreland basins (DeCelles and 
Giles, 1996).  The traditional model is that fold-and-thrust belts are displaced over the 
adjacent foreland basin on a thrust fault (Figure 2.5A).  DeCelles and Giles (1996) 
proposed a new model in which proximal foreland basin sediments are deposited on the 
leading edge of the orogenic wedge (Figure 2.5B).  As the orogenic wedge deforms 
internally and moves into the foreland, it incorporates both the wedge-top deposits and 
deposits accumulated in the foredeep ahead of the previous wedge tip.      
 
The structural architecture of the southern foothills can be subdivided into several 
elements that reflect their position relative to the allochthonous wedge and within the 
mechanical stratigraphy.  These elements are systematically arranged and exposed 
stratigraphically and structurally up-section from south to north (Figures 2.6 and 2.7).  
  
This structural style displayed by the Endicott Mountains allochthon was described and 
named a multistory duplex wedge by Wallace et al. (1997) (Figure 2.8).  The allochthon 
forms a northward-tapered structural wedge in which duplexes of thrust-truncated folds 
in the Kanayut, Lisburne, and Siksikpuk/Otuk and structures in the Okpikruak formed 
separately between their bounding detachments (Figures 2.6 and 2.8).  The basal 
detachment of the allochthon cuts up section to the north, so the wedge thins and the 
strata at its base become progressively younger northward.  The detachments within the 
wedge typically define a gentle regional north dip as a consequence of displacement and 
thickening of the wedge, but the north-vergent thrust-faults in the duplexes between 
detachments generally dip to the south.  
 
The Kanayut and Lisburne form boxy, asymmetrical overturned map-scale folds that are 
cut and displaced northward by thrust faults (Wallace et al., 1997; Peapples et al., 2007) 
(Figure 2.6).  The thinner Lisburne forms smaller folds and more closely spaced thrust 
faults than the underlying Kanayut.  Displacement on younger, lower thrust faults 
commonly caused folding of overlying structures and significant structural relief formed 
locally where multiple thrust faults overlapped to create antiformal stacks.  Overall 
structural relief decreases northward within the allochthonous wedge, with more local 
changes in structural relief over antiformal stacks.  The topography reflects where the 
erosion surface meets relief on underlying units that are more resistant to erosion.  Most 
significantly, the range front marks the point where the erosion surface meets an abrupt 
southward increase in structural relief in the Lisburne in the central foothills, but locally 
in the Kanayut farther west.   
 
The overlying Siksikpuk/Otuk and Okpikruak display less systematic folds and thrust 
faults that are smaller and typically sub-map-scale (Mull et al., 1997 and in press; Harris 
et al., 2002; Peapples et al., 2007).  These units are less resistant to erosion than Lisburne 
and Kanayut, and typically are more poorly exposed in subdued topography north of the 
range front or surrounding more local structural and topographic highs.    
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The overlying Fortress Mountain Formation displays a generally simpler map-scale 
“rumpled rug” style of deformation (Mull, 1982; Peapples et al., 2007) (Figures 2.6 and 
2.7) that probably reflects both its mechanical stratigraphy and the fact that it was 
deformed only after emplacement of the EMA.  The structure is relatively well exposed 
because much of the unit is resistant to erosion.  The unit typically forms rounded map-
scale folds that locally are broken by thrust-faults that most commonly dip to the south.  
The folds display changes in plunge along trend that commonly are abrupt and steep, and 
which probably reflect east-west shortening superposed on the north-south shortening 
that formed the main folds.  Local abrupt reversals in plunge along synclines have 
produced basin-shaped erosional remnants that commonly are referred to as “thumbprint 
synclines”.        
 
The EMA, the overlying Fortress Mountain Formation, and the southernmost part of the 
Torok Formation define a northward-tapered structural wedge (Wallace et al., 1997, 
Moore et al., 2004) (Figure 2.6).  This wedge originated as the northern leading edge of 
the Endicott Mountains allochthon.  After emplacement of the allochthon, parts of the 
Fortress Mountain and Torok Formations were deposited on top of the wedge front, and 
then were structurally incorporated into the wedge as deformation propagated northward 
into the foreland basin.  In addition to the “rumpled rug” folds in the Fortress Mountain 
Formation, this deformation included relatively steep and widely spaced (5-10 km) thrust 
faults that breached existing structures (Wallace et al., 1997; Moore et al., 2004; Peapples 
et al., 2007; Mull et al., in press) (Figure 2.6).  These breaching thrusts are present at least 
from the range front northward to the belt of Torok exposure.  The breaching thrusts cut 
across pre-existing structures in both the allochthon and the overlying Fortress Mountain 
and Torok and thrust-related folds commonly are associated with them.  Surface 
exposures indicate that they cut through section at least from Kanayut through Torok, and 
seismic reflection data suggest that they may originate beneath the allochthon, from a 
detachment in Kayak Shale of the parautochthon (Figure 2.6).   
 
The Torok Formation is exposed in a linear belt along strike that separates Fortress 
Mountain Formation to the south from the southern edge of the Nanushuk Formation 
(Peapples et al., 2007; Mull et al., in press) (Figure 2.7).  The Torok-Nanushuk contact 
lies for much of its length at the base of the Tuktu escarpment, a prominent topographic 
feature that reflects the much greater resistance to erosion of the Nanushuk Formation 
above a gently north-dipping contact (Moore et al., 1994, 2004).  Beneath the Tuktu 
Escarpment, the prevalence of south-vergent asymmetrical chevron folds and thrust faults 
in the upper part of the Torok supports the interpretation that the escarpment overlies a 
major zone of backthrusting (Duncan, 2007; Peapples et al., 2007).  The location and 
geometry of this backthrust zone supports the interpretation that it is the roof thrust above 
a triangle zone that accommodated thickening of the underlying wedge by breaching 
thrusts and associated folds (Figure 2.6). 
   
The Nanushuk Formation is characterized by wide flat-bottomed synclines separated by 
cuspate anticlines (Mull, 1982, 1985; Moore et al., 1994, 2004; Peapples et al., 2007; 
Mull et al., in press) (Figures 2.6 and 2.7).  The anticlines commonly are cut by relatively 
steep and low-displacement thrust faults.  Both north- and south-vergent folds and thrust 
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faults are present, but south vergence is more common.  Local exposure and seismic 
reflection data indicate that sub-map-scale folds and thrust faults in the Torok and distal 
Fortress Mountain accommodated thickening in the cores of the anticlines.  The structural 
geometry supports the interpretation that folds in the competent Nanushuk formed as 
detachment folds above localized thickening in Torok and distal Fortress Mountain. 
 
Structural evolution of the central Brooks Range foothills 
 
Collision of an intra-oceanic arc resulted in detachment and structural stacking of the 
sedimentary cover of a south-facing passive margin in a series of allochthons (Mayfield 
et al., 1988; Moore et al., 1994) (Figures 2.2B and 2.9A).  Emplacement of the 
allochthons involved very large displacements (hundreds of kilometers), but resulted in 
little or no sub-aerial relief, probably because the shortening involved mainly the 
sedimentary cover above previously thinned continental crust.  The Endicott Mountains 
allochthon was the lowest and northernmost of the allochthons.  It was emplaced between 
the youngest deposition of the Okpikruak Formation (Valanginian) and deposition of the 
Fortress Mountain Formation (Aptian to Albian) above an angular unconformity.  The 
turbidites and olistostromes of the Okpikruak probably represent deposition on and ahead 
of the leading edge of the allochthon as it was emplaced (Crane, 1987; Peapples et al., 
2007) (Figure 2.9A).  During mid-Cretaceous time, major uplift, subaerial exposure, and 
erosion in the Brooks Range led to filling of the Colville foreland basin, with 
progradation of proximal Fortress Mountain northward from the mountains and 
progradation of Nanushuk eastward along the basin axis (Mull, 1985; Molenaar, 1988; 
Bird and Molenaar, 1992) (Figures 2.2C and 2.9B).  Uplift and subaerial exposure 
resulted at least in part from extension in the southern Brooks Range (Little et al., 1994; 
Moore et al., 1994; Vogl, 2002), but continued contraction above a basal detachment that 
dropped into basement may also have allowed greater structural thickening and uplift 
despite a significant decrease in shortening (Till, 1992; Till and Snee, 1995; Gottschalk et 
al., 1998).  Local growth strata and angular unconformities indicate that folding 
continued during Fortress Mountain through Nanushuk deposition (Cole et al., 1997; 
Mull et al., 2000; Finzel, 2004), although it probably was local and accommodated only 
minor shortening.  Following a period of relative tectonic quiescence in Late Cretaceous 
time, contractional deformation resumed in Paleocene time (~60 Ma) and, at least in the 
eastern part of the central foothills, Eocene time (~45 Ma) (O’Sullivan, 1996; O’Sullivan 
et al., 1997).  The existing orogenic wedge was reactivated and expanded northward as it 
incorporated the foreland basin deposits of the southern foothills and formed the 
conspicuous structures that they now display (Figures 2.2D, 2.6, and 2.9C).  It is difficult 
to determine which structures within EMA formed during these later events except where 
those structures also involve the foreland basin deposits or where thermochronology 
supports activity of specific structures at this time.  This evidence indicates that 
significant shortening, thickening, and displacement of the leading edge of EMA 
occurred by renewed folding and imbricate thrust faulting within the multi-level duplex 
wedge.  Breaching thrusts and associated folds formed relatively later, probably when the 
basal detachment dropped into the autochthonous rocks beneath the EMA to allow 
thickening of the wedge (Figure 2.6).  Displacement and shortening of the leading edge 
of EMA was accommodated by folding and local thrust faulting within the overlying 
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Fortress Mountain and Torok Formations.  The leading edge of EMA and the overlying 
deformed foreland basin deposits form the wedge-shaped core of a triangle zone beneath 
a roof thrust with backthrust displacement sense within a detachment zone in the upper 
part of Torok.  This roof thrust is probably localized above the tip of the EMA wedge and 
marked by the Tuktu escarpment.  Additional shortening farther north was 
accommodated by a wedge with much lower taper that formed in distal Fortress 
Mountain and Torok and was capped by detachment folds in Nanushuk (Moore et al., 
2004).  Deformation dies out to the north where the basal detachment cuts up section to 
meet the roof thrust and marks the northern limit of structural thickening.     
 
The effects of post-Paleocene deformation are most apparent east of the Ribdon and 
Sagavanirktok Rivers, where the rocks that are deformed and the character and 
orientation of structures differ significantly from in the central foothills.  However, post-
Paleocene, probably mainly Eocene (~45 Ma), deformation has also had less obvious 
effects on the central foothills at least as far west as the Cobblestone Creek area 
(O’Sullivan, 1996; O’Sullivan et al., 1997; Mull et al., in press).  This is reflected most 
obviously by an eastward change in orientation from west-northwest to east-northeast of 
folds and faults, as well as the range front, the northern limits of exposure of pre-orogenic 
rocks in the Endicott Mountains allochthon, Okpikruak, and Fortress Mountain, and the 
southern limit of exposure of the Nanushuk Formation (Figure 2.7).  The apex in the 
change of orientation of these boundaries is near Cobblestone Creek, so the boundaries 
are progressively farther north with increasing distance east of Cobblestone Creek.  
Apatite fission-track data from the Cobblestone Creek area also provide evidence of 
cooling at ~45 Ma apparently related to displacement on some breaching thrusts and 
folding of Nanushuk (Mull et al., in press).    
 
Mechanical stratigraphy and structure of the eastern Brooks Range foothills 
  
The foothills of the eastern Brooks Range differ significantly in both stratigraphy and 
structure from the central foothills farther west (Figure 2.1).  Shortening continued in the 
eastern foothills after formation of the structures that characterize the foothills farther 
west (Wallace and Hanks, 1990; Wallace, 1993; O’Sullivan et al., 1998).  As deformation 
progressed, it migrated northward out of the south-facing former passive margin into the 
gently south-dipping autochthonous platform and the overlying foreland basin deposits 
on the north side of the basin.  The eastern foothills are entirely north of the northern 
edge of allochthonous rocks and their deformation occurred entirely after emplacement of 
the allochthons.  This continued deformation resulted in growth of the orogenic wedge 
into parautochthonous rocks that formed the northward-convex salient of the northeastern 
Brooks Range and its foothills (Wallace and Hanks, 1990; Wallace, 1993). 
 
The allochthonous rocks north of the present range front that characterize the central 
Brooks Range end eastward immediately west of the Ribdon River (Brosgé et al., 1979; 
Moore et al., 1997) (Figure 2.1).  Farther north, a boundary near the Sagavanirktok River 
marks a major eastward transition in foreland basin stratigraphy (Molenaar, 1983; 
Molenaar et al., 1987; Bird and Molenaar, 1992; Mull et al., 2003) (Figure 2.3).  The 
eastern foothills as defined for the purposes of this report are bounded to the west by the 
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Ribdon and Sagavanirktok Rivers and to the east by the boundary of the Arctic National 
Wildlife Refuge at the Canning River.  The report does not address the foothills of the 
northeastern Brooks Range east of the Canning River and within the coastal plain of the 
Arctic National Wildlife Refuge. 
 
The mechanical stratigraphy of both the pre-orogenic rocks and the foreland basin 
deposits of the eastern foothills differs greatly from that of the central foothills (Figures 
2.3, 2.4, 2.10, and 2.11), with the result being a very different structural geometry and 
evolution from that of the central foothills (Figure 2.12).  At the base of the orogenic 
wedge north of the range front, basement forms large thrust sheets with hangingwall 
anticlines above breaching faults that cut up into foreland basin deposits.  Pre-orogenic 
platform cover conforms to the first-order structure of the underlying basement, but 
higher-order folds and thrust faults are present in several competent intervals above 
intervening detachments.  The overlying foreland basin fill also displays folds and local 
thrust faults, but has less competency contrast than within the pre-orogenic section.  The 
basal detachment of the orogenic wedge cuts up section to the north to a point at which 
deformation dies out.  These structures all formed during episodic Tertiary deformation, 
but structural geometry did not vary sufficiently over time to serve as a basis to determine 
when a particular structure formed during this deformation. 
 
Mechanical stratigraphy of the pre-orogenic units 
 
As deformation progressed northward into the gently south-dipping north margin of the 
foreland basin, it involved the entire pre-orogenic section above a detachment in the 
basement (Bird and Molenaar, 1987; Wallace and Hanks, 1990; Wallace, 1993) (Figure 
2.11).  The pre-orogenic section includes several incompetent detachment intervals that 
separate competent intervals that generally decrease in thickness up-section.  
 
The lowest competent interval includes pre-Middle Devonian basement unconformably 
overlain by a veneer of conglomerate and sandstone of the Lower Mississippian Kekiktuk 
Formation.  Basement consists of lithologically diverse low-grade rocks.  These rocks 
were overprinted in pre-Middle Devonian time by multiple generations of folds and faults 
and typically dip to the south (Wallace and Hanks, 1990; Wallace, 1993, Anderson et al., 
1994).  Basement and the overlying Kekiktuk Conglomerate acted as a single competent 
interval during Tertiary deformation.  This competent interval forms thrust sheets several 
kilometers thick above a sub-horizontal detachment horizon, and related first-order folds.   
 
The Lower Mississippian Kayak Shale (~100-300 m) forms an important incompetent 
detachment interval above the Kekiktuk Conglomerate.  Carbonates of the Mississippian 
to Pennsylvanian Lisburne Group form a thick (~750 m) competent interval above 
Kayak.  Bed thickness and grain size generally increase and argillaceous content 
decreases upward from Kayak through Lisburne.  This gradational upward increase in 
competency favors the formation of map-scale second-order detachment folds in the 
Lisburne (Homza and Wallace, 1997; Atkinson and Wallace, 2003).  Clastic rocks of the 
Permian to Lower Triassic Sadlerochit Group and Triassic Shublik Formation overlie the 
Lisburne.  These units generally follow the second-order structure within the Lisburne, 
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but also form third-order folds and thrust faults above detachments in finer-grained 
intervals in Kavik Shale of Sadlerochit Group and within the Shublik Formation.  The 
Jurassic to Lower Cretaceous Kingak Shale forms a thick (up to ~1200 m) and regionally 
important detachment interval.   
 
Kingak and progressively older units down to basement are truncated at a low angle to 
the north-northeast beneath the regionally important Lower Cretaceous unconformity 
(LCu) (Bird and Molenaar, 1987). The LCu is largely north of the deformation front to 
the west-northwest, toward Prudhoe Bay, and is a conformity to the south-southwest 
within most of the eastern foothills.  However, the LCu strikes south-southwest across the 
deformation front toward the east end of the Sadlerochit Mountains.  The LCu has 
important structural implications where it is involved in deformation.  Detachments that 
separate competent intervals terminate northward beneath the unconformity as 
progressively lower parts of the mechanical stratigraphy are truncated and missing to the 
north-northeast.  Thus, important structural elements disappear northward beneath a 
structural boundary defined by the LCu. 
 
The discontinuous and highly variable Kemik Sandstone overlies the LCu and its 
correlative conformity in the eastern foothills.  Throughout most of the eastern foothills, 
the Kemik is detached above the incompetent Kingak Shale to form broken folds and 
imbricate thrust faults (Mull, 1987; Meigs, 1989; Wallace and Hanks, 1990; Wallace, 
1993).  In the northernmost exposures of Kemik in the northeastern Sadlerochit 
Mountains, it displays major facies changes northward where it unconformably overlies 
competent units from which it is not detached.  A similar pattern likely exists in the 
subsurface west of the Canning River where the LCu is present south of the deformation 
front.  
 
The Pebble shale unit overlies the Kemik Sandstone.  It acts as a detachment both at the 
regional level as the lowest detachment above the LCu and at the more local level above 
folds and faults in the Kemik.  Eastward within the eastern foothills, initial foreland basin 
deposits of the Hue Shale gradationally overlie the pebble shale unit, and the two units 
together form a thick incompetent interval dominated by clay shale.   
 
Mechanical stratigraphy of the foreland basin deposits 
 
The transition from north-derived pre-orogenic deposits to foreland basin fill and the fill 
itself are stratigraphically complex in the eastern foothills (Molenaar, 1983; Molenaar et 
al., 1987; Bird and Molenaar, 1887, 1992; Decker, 2007) (Figures 2.2 and 2.11).  The 
foreland basin deposits differ greatly in their mechanical stratigraphy between the central 
and eastern foothills because of an eastward shelf-to-basin transition near the haul road 
(Figure 2.10).  For these reasons, the stratigraphic nomenclature for the foreland basin 
deposits of the eastern foothills is complex and controversial.  The Cretaceous foreland 
basin deposits of the eastern foothills are generally finer-grained and thinner-bedded than 
to the west (Figures 2.4, 2.10, and 2.11).  Thick-bedded and coarse-grained competent 
intervals comparable to the proximal Fortress Mountain and the Nanushuk Formations 
are absent in the lower part of the foreland basin fill.   
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Immediately north of the range front in the western part of the eastern foothills, Hue 
Shale is absent and the thick but generally thin-bedded and fine-grained Gilead sandstone 
occupies the stratigraphic position of the Fortress Mountain to Nanushuk (Decker et al., 
in press).  Farther north, the lower part of the stratigraphic transition between the western 
and eastern foothills consists of shale to fine-grained sandstone of the Seabee Formation.  
The Hue Shale marks the onset of foreland basin deposition to the east, within most of 
the eastern foothills.  Hue Shale gradationally underlies the Canning Formation, which 
ranges from shale to fine-grained, thin-bedded sandstone.  The overall thickening- and 
coarsening-upward trend within the Canning favors folding and local faulting within the 
interval, but folds tend to be complex and variable second- and third-order folds because 
of the mechanical character of the unit.   
 
The foreland basin filled by progradation to the north and northeast, so thick-bedded and 
coarse-grained intervals succeed shale to thinner-bedded and finer-grained sandstone in 
the uppermost Cretaceous and Tertiary part of the foreland basin fill (Figures 2.10 and 
2.11).  Competent intervals that include part of the upper Schrader Bluff Formation and 
the Prince Creek and Sagavanirktok Formations intertongue to the northeast with finer-
grained, less competent intervals assigned to the Canning or Schrader Bluff Formations 
(Molenaar, 1983; Molenaar et al., 1987; Decker, 2007).  
 
Structural architecture of the eastern foothills 
 
The eastern foothills is a northward-tapered orogenic wedge that includes and exposes 
progressively older rocks to the south (Figures 2.1, 2.12, and 2.13).  This discussion is 
based primarily on surface exposures and seismic reflection data in the eastern half of the 
eastern foothills, between the Shaviovik and Canning Rivers.  To the south, basement 
with a veneer of Kekiktuk forms thrust sheets that are several kilometers thick.  Overlap 
of thrust sheets is minimal because the bounding thrusts are relatively widely spaced, 
steep, and of small displacement.  Within most of the northeastern Brooks Range, these 
thrust faults cut up from a detachment in basement to one in the Kayak Shale to form a 
duplex of fault-bend folds (Wallace and Hanks, 1990; Wallace, 1993) (Figure 2.14A).  
However, seismic reflection data in the easternmost foothills show the thrusts to continue 
to cut at moderate to steep dips across the Kayak detachment and upward into Tertiary 
section (Figures 2.12 and 2.14B).  Hangingwalls display rounded anticlines several 
kilometers in wavelength, with gentle backlimbs over footwall ramps and truncated 
forelimbs that are steep to overturned.  Comparable synclines commonly are present in 
footwalls.  These structures are very similar to those associated with the range-front faults 
of the northernmost ranges of the northeastern Brooks Range, the Sadlerochit and 
Shublik Mountains (Wallace and Hanks, 1990; Wallace, 1993) (Figure 2.13).  Most of 
the basement-involved faults beneath the  easternmost foothills dip to the south, but at 
least one major north-dipping backthrust is present and minor backthrusts locally cut the 
backlimbs of hangingwall anticlines.        
 
An obvious and important question is:  What controls the change in behavior of the 
basement-involved thrust faults?  The answer is not evident from the seismic data, but a 
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possible explanation is suggested by surface exposures.  The Sadlerochit and Shublik 
Mountains range-front faults that differ markedly in structural style from the rest of the 
northeastern Brooks Range also correlate with a significant change in pre-Middle 
Devonian stratigraphy.  The pre-Middle Devonian stratigraphy of the Sadlerochit and 
Shublik Mountains consists of a very thick section of Proterozoic to Lower Devonian 
carbonates, mostly dolostone, that are underlain by basalt.  This section dips to the south 
beneath the sub-Mississippian unconformity and is repeated in the Sadlerochit and 
Shublik Mountains, which indicates that the range-front faults are reactivated pre-Middle 
Devonian south-dipping thrust faults (Wallace and Hanks, 1990; Wallace, 1993).  Their 
steep dip and the character of the pre-Middle Devonian stratigraphy further suggests that 
the pre-Middle Devonian thrust faults may have reactivated even older normal faults.  
The steep fault dip and the thick and very competent stratigraphic section may result in 
the fault cutting up section through its cover and the hangingwall being displaced upward 
without also bending forward (Figure 2.14B).  By contrast, the basement fault-bend folds 
characteristic of the rest of the northeastern Brooks Range (Figure 2.14A) form above 
ramps that are not as steep and in rocks that are significantly less competent and hence 
bend more easily.  The fact that the basement faults cut up section rather than flattening 
on the Kayak detachment accounts for the lack of detachment folding above the Kayak 
detachment: shortening is accommodated by faulting up-section and first-order 
hangingwall anticlines and footwall synclines rather than by second-order detachment 
folds that accommodate thrust faulting above a flat in Kayak.   
 
Strata in the overlying pre-orogenic platform cover and foreland basin deposits generally 
conform to the first-order bends in the basement thrust sheets, but second- to third-order 
folds and thrust faults are locally present between detachment intervals (Figure 2.12).  
The Lisburne forms detachment folds above Kayak Shale in the northeastern Brooks 
Range (Wallace and Hanks, 1990; Wallace, 1993; Homza and Wallace, 1997; Atkinson 
and Wallace, 2003) (Figure 2.14A), but these appear to be absent in the subsurface of the 
foothills (Figure 2.14B) except perhaps immediately north of the range front, where 
seismic reflection data generally are very poor.  The Sadlerochit Group and Shublik 
Formation display second-order thrust faults and associated folds in exposures near the 
range front, but these appear to be largely absent in the subsurface 10 to 15 km to the 
north.  Imbricate thrust faulting of Kemik Sandstone between detachments in the Kingak 
Shale and pebble shale is common both in surface exposures and in the subsurface at 
least as far north as truncation of Kingak below the LCu.  In well-known exposures in the 
Sadlerochit Mountains, Kemik forms duplexes in which thrust faults dip relatively gently 
and horses display considerable overlap (Mull, 1987; Meigs, 1989).  However, Kemik 
displays a different structural style in exposures between the Canning and Echooka 
Rivers, in which open folds are locally cut by relatively steep low-displacement thrust 
faults that mostly dip south but locally dip north.   
 
In outcrop, the Hue Shale and lower Canning Formation locally display very complex 
second- to third-order tight folds and minor thrust faults, both of which may verge either 
north or south.  Folds generally become larger and more open and upright up-section, 
where grain size and bedding thickness increase.  Rounded to boxy first-order folds are 
present where coarse-grained upper foreland basin deposits are exposed to the north.   
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Relief on basement decreases progressively to the north with decreasing displacement on 
basement faults, with a corresponding decrease in the magnitude of deformation and 
relief of overlying beds (Figure 2.12).  A panel with gently north-dipping reflectors above 
basement relief and little internal deformation marks the northward termination of 
deformation.   
 
The structure of the eastern foothills differs from that of the central foothills in several 
main ways (Figures 2.6 and 2.12):   
 
•In the eastern foothills, a wedge with decreasing structural relief to the north formed in 
parautochthonous rocks above a detachment in basement with relatively little 
displacement.  This contrasts with the central foothills, where a wedge in allochthonous 
rocks is succeeded northward by a wedge formed above a detachment near the base of the 
foreland basin deposits.   
 
•In the eastern foothills, structures throughout the wedge formed at multiple levels 
separated by detachments. This contrasts with the central foothills, where a single set of 
folds (in Nanushuk and higher units) formed above a single major detachment (in Torok) 
north of the allochthonous rocks.    
 
•The eastern foothills do not have an obvious regional triangle zone.  This contrasts with 
the central foothills, where a single roof thrust exists at a stratigraphically fixed position 
(in Torok) and is prominently exposed along strike for a long distance (Tuktu 
escarpment).   
 
Structural evolution of the eastern Brooks Range foothills 
 
The Middle Jurassic to Early Cretaceous emplacement of allochthons was entirely south 
of the area that is now the eastern foothills of the Brooks Range (Figures 2.1 and 2.2).  
The Paleocene (~60 Ma) deformation that formed the structures of the central Brooks 
Range foothills and the mountain front to their south (Figure 2.9C) probably also 
continued along trend in the eastern foothills.  Structures that formed the central Brooks 
Range mountain front at ~60 Ma continue eastward into the mountains to mark the 
southern boundary of the northeastern Brooks Range (Figure 2.1).  Paleocene structures 
probably formed within the eastern foothills a considerable distance north of this paleo-
mountain front, but they cannot generally be distinguished from later structures based on 
their structural character alone.  
 
Evidence from fission-track thermochronology indicates that the eastern foothills were 
deformed throughout the Tertiary, mainly in events at about 45, 35, and 27 Ma 
(O’Sullivan, 1996; O’Sullivan et al., 1997, 1998; O’Sullivan and Wallace, 1998).  
Breaching of pre-existing detached structures by basement-involved structures indicates 
that structures at different levels were active at different times.  However, 
thermochronologic evidence is required to determine the absolute age of the different 
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structures.  Preliminary results suggest that deformation did not occur in a simple 
forward-propagating sequence, but rather was distributed complexly in time and space.        
 
Seismicity, geomorphology, and offshore surface ruptures indicate that deformation 
continues to the present in and north of the coastal plain of the Arctic National Wildlife 
Refuge (Grantz et al., 1983).  Deformation may also be continuing in the eastern 
foothills, but the evidence is less obvious and it may be at a slower rate.   
 
The eastern Brooks Range mountain front between the Ribdon and Canning Rivers trends 
northeast, which is significantly different from the east trend of the central Brooks Range 
front (Figure 2.1).  The northern deformation front also displays an east-northeast trend 
between the Colville and Canning Rivers.  Structures in the northeastern Brooks Range 
that are detached from basement display east-northeast trends that indicate tectonic 
transport toward the north-northwest during post-Paleocene deformation (Wallace and 
Hanks, 1990; Wallace, 1993; O’Sullivan and Wallace, 2002).  These lines of evidence 
suggest that northeast- to east-northeast-trending structures within the eastern foothills 
likely formed during post-Paleocene deformation as a reflection either of tectonic 
transport toward the north-northwest or the presence of oblique ramps.   
 
East-west oriented structures, on the other hand, may be of either Paleocene or post-
Paleocene origin.  East-west oriented faults and folds analogous to those of the central 
foothills likely formed north of the mountain front in Paleocene time.  Basement-
involved structures typically are the latest in the local sequence and most, if not all, 
probably formed during post-Paleocene deformation.  Faults and associated folds that 
involve basement commonly are oriented east-west, but this reflects reactivation of east-
striking pre-Middle Devonian faults rather than the post-Paleocene north-northwest 
transport direction (Wallace and Hanks, 1990; Wallace, 1993). East-west oriented 
structures in cover rocks probably formed in Paleocene time if they are overprinted by 
east-northeast oriented structures, whereas east-west oriented basement-involved 
structures that overprint east-northeast oriented structures probably formed in post-
Paleocene time.    
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Figure 2.1.  Generalized tectonic map of northern Alaska, showing major tectonostratigraphic 
elements and structural features.  The main axis of the northern Brooks Range is separated from 
the northeastern Brooks Range by the “continental divide thrust front” (Wallace and Hanks, 
1990; Wallace, 1993), the boundary shown between thrust faulted and folded rocks.  Areas 
referred to in this report as central and eastern foothills are outlined with dashed lines.  Modified 
from Moore et al., 1994.   
 
Figure 2.2. (Next page)  Schematic reconstruction of major phases in the tectonic evolution of 
the Brooks Range.  Major faults bounding the actively deforming wedge at each time are shown 
as heavy lines; future trajectories of wedge-bounding thrust faults are shown as light dashed 
lines.  Vertical exaggeration about 2x.  Foreland and Arctic passive margin greatly foreshortened 
for the purposes of illustration.  The two highest allochthons, Misheguk Mt. and Copter Peak, are 
part of the Angayucham terrane.  The De Long Mts. subterrane includes four allochthons derived 
from the sedimentary passive-margin cover of the Arctic Alaska terrane.  The Endicott Mts. 
allochthon is the fifth, lowest, and most extensive of the sedimentary allochthons.      
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Figure 2.3.  Chronostratigraphic chart of central and eastern North Slope.  Stratigraphy of 
Endicott Mountains allochthon is shown to left and stratigraphic transition from central to 
eastern foothills is shown to right.  Base of foreland basin deposits marked by heavy dashed line.  
Vertical time scale doubles above Jurassic-Cretaceous boundary.  Modified from Bird and 
Molenaar, 1992.   
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Figure 2.4.  Lithostratigraphy and mechanical stratigraphy of the central Brooks Range foothills.  
Modified from Moore et al. (1994) and Wallace et al. (1997) by addition of Nanushuk 
Formation.  
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Figure 2.5.  Foreland basin models, after DeCelles and Giles (1996).  A.  “Traditional” model in 
which orogenic wedge is thrust over foreland basin.  B.  Revised model of DeCelles and Giles 
(1996) in which proximal part of foreland basin (“wedge-top”) is deposited on top of orogenic 
wedge and becomes part of the orogenic wedge as deformation progresses and the wedge grows 
into the foreland basin.  
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Figure 2.8.  Multistory duplex wedge model for Endicott Mountains allochthon (after Wallace et 
al., 1997).  Competent units shorten independently in duplexes between incompetent detachment 
units.  Thrusts dip hindward and folds verge forward, but detachments that bound duplexes dip 
forward.  This results because the basal detachment cuts up-section in the direction of transport 
and internal thickening within the wedge decreases forward. 
 
 
 
 
 
Figure 2.9. (Next page)  Schematic reconstructions at three important stages of evolution of the 
frontal part of the Brooks Range orogenic wedge.   
 A.  Berriasian-Valanginian.  The De Long and Endicott Mts. allochthons have been emplaced 
on large-displacement thrust faults, but little or no sub-aerial exposure exists because of 
insufficient structural relief.  The Okpikruak Formation is deposited on the active leading edge of 
the orogenic wedge as olistostromes and local coherent turbidites (piggy-back basins?).  The 
Kingak Shale progrades toward the orogen on the distal side of the foreland basin.   
 B.  Barremian-Early Albian.  Uplift in the southern Brooks Range results in extensive sub-
aerial exposure and erosion.  The Fortress Mountain clastic wedge progrades northward from the 
mountain front into the foreland basin, with major grain-size and facies changes from the 
proximal mountain-front deposits to the distal basin-bottom deposits.  Local growth folds and 
angular unconformities indicate continuation of contraction, although it is probably local and 
minor.   
 C.  Paleocene.  Renewed contraction results in thickening of Endicott Mountains allochthon 
and incorporation of overlying foreland basin deposits into orogenic wedge as it grows.  
Breaching thrusts cut EMA and proximal Fortress Mountain, and proximal Fortress Mountain is 
folded.  Frontal part of EMA and thickened Fortress Mountain form a triangle zone with a roof 
thrust in Torok.  Detachment folds in Nanushuk accommodate shortening of distal Fortress 
Mountain in low-taper frontal part of triangle zone.  
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Figure 2.10.  Stratigraphic transition in foreland basin deposits from central to eastern foothills.  
Correlation diagram based on figure from Mull et al. (2003), with depositional setting and rock 
type added.  Columns in color added to show mechanical stratigraphy in central foothills 
(Chandler River) and eastern foothills (Kavik River), with zone of transition around the haul 
road.  Vertical scale is in time, not thickness.     
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Figure 2.11.  Lithostratigraphy and mechanical stratigraphy of the eastern Brooks Range foothills 
near the Canning River.  Thicknesses based on wells near Canning River, as shown in plate 1 of 
Bird and Molenaar (1987).  Note change in vertical scale at 1150 meters (Lower Cretaceous 
unconformity). 
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Figure 2.13.  Generalized geologic map of the eastern part of the eastern Brooks Range foothills.  
Map from plate 1 of Bird (1999).  Map shows basement-cored anticlinoria to south (Echooka 
anticlinorium) and east (Sadlerochit and Shublik Mts. anticlinoria) of the eastern foothills.  
Sadlerochit Mts. range-front fault projects to southern basement fault shown on seismic 
reflection line in figure 12.  Location of seismic reflection line in figure 12 shown with heavy 
line.  
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Figure 2.14.  Schematic diagram showing two major structural styles in basement and its cover 
in the northeastern Brooks Range and subsurface of the eastern foothills.  To left is structure 
typical throughout most of the northeastern Brooks Range:  Thrust sheet in basement is displaced 
onto a detachment in Kayak Shale.  A basement-cored anticlinorium forms as a fault-bend fold.  
Displacement of the basement thrust sheet is accommodated by detachment folding above the 
Kayak Shale detachment.  To right is structure typical of the Sadlerochit and Shublik Mountains 
and the subsurface of the eastern foothills:  Steep thrust fault cuts from basement up-section 
across Kayak Shale, and detachment folds do not form above Kayak Shale.  Thrust fault cuts 
through the forelimb of a basement-cored hangingwall anticlinorium.  Modified from figures in 
Wallace and Hanks (1990) and Wallace et al. (1997). 
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Introduction 
 

This chapter summarizes the stratigraphy, subsurface and surface map-scale structures 
and fracture characteristics of the Eastern Transect (Fig. 1.1, Transect A; Figure 3.1).  
The Eastern Transect incorporates both exposed and subsurface portions of the 
northeastern Brooks Range fold-and-thrust belt (Figs. 3.2 and 3.3). 
 
Surface Observations  
 

Lithostratigraphy 
  
This study focuses mainly on rocks of the Paleozoic and Mesozoic Ellesmerian 
Sequence, though the underlying Franklinian basement and overlying Pebble Shale and 
Hue Shale of the Brookian Sequence were also mapped and warrant discussion.  The 
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stratigraphy and structural style of the units documented in the Eastern Transect are 
summarized in Figure 3.1.   Unless otherwise cited, all unit thicknesses and 
interpretations of depositional environments in the following discussion are from Bird 
and Molenaar (1987).  Lithostratigraphic descriptions are based on field observations 
from this study and from Reifenstuhl et al. (2000).  
  
The pre-Mississippian (“basement”) rocks consist of Precambrian to Devonian (Fig. 3.4).  
The Endicott Group unconformably overlies the basement, forms the base of the 
Ellesmerian Sequence and marks the beginning of transgressive sedimentation along a 
subsiding, south-facing passive margin (Moore et al., 1994).  The Endicott Group 
consists of the Lower Mississippian Kekiktuk Conglomerate and Mississippian Kayak 
Shale.  The Kekiktuk Conglomerate is approximately 140 meters thick at the type 
section, though the exposure in the study area is much thinner (Bird et al., 1987).  In the 
study area, the basal 20-30 meters of the unit consists of coal-bearing mudstone and 
pebble conglomerate.   
  
The Kayak Shale is dominantly composed of black, fissile, organic-rich shale, siltstone, 
and limestone.  Regionally and locally, the marine and tidal deposits of the Kayak Shale 
form the roof thrust of the regional basement-cored duplex.  It also allows formation of 
overlying detachment folds (Fig. 2.14).   Because of its nature as a detachment unit, the 
observed thickness of the Kayak Shale is variable, though reasonable original 
stratigraphic thickness estimates range from 100-250 meters (LePain, 1993).    
  
The Mississippian to Pennsylvanian Lisburne Group gradationally overlies the Kayak 
Shale and forms a 500-700 meter thick sequence of carbonate rocks which were 
deposited on an extensive passive continental margin.  In the study area, the Lisburne 
Group is divided into three distinguishable map units:  lower Lisburne, middle Lisburne, 
and upper Lisburne.  These map units are approximately equivalent to the lower Alapah, 
upper and lower Alapah, and Wahoo Limestone which are formally used to describe the 
Lisburne Group in the northeastern Brooks Range (Reifenstuhl et al., 2000; Watts et al., 
1995). The lower Lisburne (lower Alapah equivalent) is a recessive, slope-forming 
package of dark gray to black mudstone and wackestone that weathers into rubble.  
Colonial coral fossils are abundant within this unit.  The middle Lisburne (upper and 
middle Alapah equivalent) is a medium to dark gray banded limestone with thin, dark, 
fine-grained interbeds.  It is transitional between the lower and upper Lisburne and 
alternates between resistant layers and rubble crop.  The upper Lisburne (Wahoo 
equivalent) is a medium to light gray limestone succession with interbedded lime mud.   
  
Between the Middle Pennsylvanian and the Early Permian, regression of the sea 
developed an erosional unconformity at the top of the Lisburne Group, and was followed 
by deposition of the Sadlerochit Group.  Regionally, the Sadlerochit Group is a ~380 
meter thick succession of shallow-marine sandstone, siltstone and shale (Bird, 1998).  
The Sadlerochit Group is subdivided into two formations which are mappable in the 
study area: the basal Echooka Formation and the overlying Ivishak Formation (Detterman 
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et al., 1975).  The Permian Echooka Formation contains rusty red-brown sandstone and 
siltstone deposited during marine transgression above the erosional unconformity at the 
top of the Lisburne Group.  Locally, the Echooka Formation is 90 meters thick 
(Reifenstuhl et al., 2000).   

 
The Ivishak Formation (Lower Triassic) is composed of dark gray, sandstones and 
siltstones and can be further subdivided into two members. In the study area the 30-100 
meter thick Kavik Shale Member of the Ivishak Formation (Lower Triassic) is a dark 
gray silty shale and thin-bedded, laminated siltstone.  Coherent outcrop is limited in the 
study area and is usually exposed as rubble.  The overlying Ledge Sandstone Member is a 
shallow-marine deposit consisting of massive deltaic sandstones and thin interbedded 
siltstone.   
  
The Triassic Shublik Formation gradationally overlies the Sadlerochit Group and is 
composed of limestone and calcareous shale.  In the study area, exposures are mainly 
shales weathered into chips.  Regionally, the Shublik Formation is 70-100 meters thick 
(Keller et al., 1961; Reifenstuhl et al., 2000), though evidence from seismic 
interpretations indicates that it thins and becomes truncated toward the north by the 
Lower Cretaceous unconformity (LCU).  The Shublik Formation exposed in the study 
area is approximately 120 meters thick. 
  
The Jurassic to Lower Cretaceous Kingak Shale is an incompetent detachment unit 
composed of silty mudstone and fissile, organic-rich shale and very-fine-grained 
sandstone.   It is well exposed in the map area.  The thickness of the Kingak Shale is 
variable and regional estimates range between 45-900 meters (Detterman et al., 1975; 
Keller et al., 1961).  The estimated thickness in the study area is about 350 meters 
(Molenaar, 1983; Reifenstuhl et al., 2000).  In the study area, vegetation or rubble 
commonly covers exposures of the Kingak Shale. The Kingak Shale thins northward and 
becomes truncated by the LCU in the subsurface as interpreted from seismic reflection 
data (as addressed later in this chapter). 
  
The Cretaceous Kemik Sandstone consists of shallow marine sediments that conformably 
to unconformably overlie the LCU (Bird, 1998).  The Kemik Sandstone is composed of 
medium to dark gray, very-fine-grained quartz sandstone and is approximately 60 meters 
thick locally (Reifenstuhl et al., 2000).  Most of the exposures of Kemik Sandstone in the 
field area consist of rubble-crop or are covered by vegetation.   
  
The overlying pebble shale unit (Lower Cretaceous) is a poorly exposed, organic-rich, 
fissile shale.  The pebble shale is overlain by the Hue shale, which marks the base of the 
Brookian Sequence.  The Hue shale in the study area is composed of bentonitic clay 
shales and interbedded organic-rich shale, tuff, and bentonite seams.  The combined 
thickness of the pebble shale unit and the Hue shale in the study area is <300 meters 
(Reifenstuhl et al., 2000).  Both units are poorly exposed in the study area. 
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Mechanical Stratigraphy 
  
Six mechanical-stratigraphic units have been identified in Franklinian through lower 
Brookian strata of the northeastern Brooks Range (Fig. 3.4).  At the base of the 
stratigraphic section, the pre-Mississippian basement and the Kekiktuk Conglomerate 
form a mechanically competent unit that are interpreted to have deformed by fault-bend 
folding with a basal detachment within the basement, forming single-horse anticlinoria 
(Wallace and Hanks, 1990; Meigs and Imm, 1995).  One of these anticlinoria, the 
Echooka Anticlinorium, is the southernmost anticlinorium in the map area (Meigs and 
Imm, 1995).  The roof thrust to this anticlinorium is located within the overlying 
relatively incompetent Kayak Shale.  The competent Lisburne Group and Echooka 
Formation deform into detachment folds above this roof thrust.  These complexly 
deformed rocks are in turn overlain by the incompetent Kingak Shale (Wallace and 
Hanks, 1990; Atkinson and Wallace, 2003). 
  
Although at the regional scale each of the competent units are described as a single 
mechanical layer, they are typically mechanically heterogeneous at the outcrop scale.  For 
instance, the lower Lisburne has alternating decimeter-scale beds of shale and limestone 
that can result in mechanical decoupling within the lower Lisburne (Hayes, 2004).  Also, 
though the Kayak Shale is considered incompetent, it contains thick beds of competent 
siltstone and mudstone with interbedded, weak shales.   
  
Outcrop scale mechanical stratigraphy played a significant role in fracture development 
throughout the study area.  The fractures typically terminate at bed boundaries, 
suggesting bedding interfaces act as significan mechanical boundaries. These mechanical 
variations often arrest the propagation of fractures, thereby confining them to single, 
mechanically homogeneous beds. 
 
Structural Domains 
  
The transect area can be divided into three structural domains based on mechanical 
stratigraphy, differences in structural style, and differences in fission-track age (Fig. 3.2).  
  
Domain I is the southernmost exposed structural domain (Fig. 3.2) and includes the pre-
Mississippian basement, Kekiktuk Conglomerate, and Kayak Shale.  The style of 
deformation in Domain I consists of basement-cored single-horse anticlinoria.  
 
Domain II is north of Domain 1 and is comprised of the Lisburne Group up section 
through the Shublik Formation (Fig. 3.2).  This domain deforms primarily by large-scale 
detachment folding.  Domain II is both underlain and overlain by mechanically 
incompetent detachment units. 
  
Domain III is the northern-most domain and is composed of the Kingak Shale, Kemik 
Sandstone, and pebble and Hue Shales.  The structural style in this domain is 
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characterized by small-scale duplex-related anticlines and short-wavelength folds and 
thrusts.   
 
Faults 
  
One major thrust fault exposed in the study area lies in the southern portion of the map 
area (Thrust 1, Figs. 3.2, 3.5 and 3.6).  The fault is a south-dipping, east-west striking 
reverse fault that displaces the Kayak Shale in the hanging wall northward up and over 
the lower Lisburne in the footwall.  This major thrust fault parallels the regional 
structural trend and is traceable across the entire southern part of the map area.  Tracing 
the fault from west to east, it is apparent that the displacement on the fault increases.  For 
instance, on the western edge of the map (Fig. 3.2), the fault cuts up section in the middle 
Lisburne, juxtaposing middle Lisburne against middle Lisburne.  On the eastern side of 
the map, however, the same fault juxtaposes Kayak Shale and upper Lisburne and the 
entire thickness of the lower and middle Lisburne section is missing. 
  
To the north, a backthrust in the Kingak is inferred to compensate for the increase in 
thickness of the Kingak adjacent to the mountain front (Thrust 2, Fig. 3.2).  This thrust is 
not exposed at the surface (i.e., a blind thrust) but is assumed to be present in order to 
explain the observed increase is thickness of the Kingak Shale.   
  
Smaller scale thrusts and backthrusts are documented in the Kingak Shale and Kemik 
Sandstone in the northern portion of the map area (Fig. 3.2).  Similar imbricate faults in 
the Kemik Sandstone are well-documented in both the transect areea and nearby localities 
(Mull, 1986; Meigs, 1989; Meigs and Imm, 1995; Reifenstuhl et al., 2000).   These faults 
cut up section, resulting in structural repeats of the Kemik section.   These smaller scale 
faults are parallel to the structural trends in the study area.   
  
Finally, north-trending transverse faults with down-to-the-east offset occur in the 
northern part of the map area (Fig. 3.2).  Most of these faults have relatively minor 
displacement.  The transverse fault with the most displacement observed is in the 
northwest corner of the map area and has a down-to-the-east sense of displacement that 
results in the exposure of the Kingak Shale between Kemik exposures.  This particular 
transverse fault may also have a minor component of dextral strike-slip motion as it 
offsets an anticlinal axis. 
 
Folds 
  
The general style of folding in Domain I differs from the style observed in Domains II 
and III.  In Domain I, the Kayak Shale displays a wide range in fold geometries, 
reflecting its nature as an easily deformed, incompetent detachment unit.  Some folds in 
the Kayak are tight, isoclinal folds with overturned limbs while others are broad, open 
folds (Fig. 3.7).  Most of these folds are fairly small (wavelengths <20 meters). 
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In contrast, the more competent rocks of Domain II  (Lisburne through Shublik 
Formation) are dominated by broad (wavelength ~100 m), north-vergent folds with boxy 
geometries that plunge gently (~10º) to the west (Fig. 3.6).   
   
North of the mountain front, most of the folds in the Kemik Sandstone of Domain III are 
north-vergent, west-plunging, open anticlines and synclines.  The crests of the anticlines 
are often breached and less commonly slightly offset by north-trending transverse faults 
(Fig. 3.8).    Tight, isoclinal folds are observed in the incompetent rocks of this domain, 
such as the Hue Shale (Fig. 3.9).    
 
Subsurface Observations 
  
Four seismic lines were acquired from Anadarko (Fig. 3.10).  These lines and adjacent 
wells were used to constrain the subsurface stratigraphy and structure. 
 
Stratigraphy 
  
Formation tops from the Kemik 1 well (Nelson et al., 1998; written communication, 
Decker, 2005) were projected onto the most closely located seismic line (Figs. 3.10, 3.11, 
line X-X’) and helped define reflectors that represent Ellesmerian sequence rocks.  That 
information was projected onto all the seismic lines and used in their interpretation.   
  
The map units used in the subsurface differ from those at the surface because of the 
difficulty of differentiating relatively thin units on the seismic lines.  For instance, the 
Kayak Shale and Kekiktuk Conglomerate were not distinguishable from each other in the 
seismic data and were therefore interpreted as undifferentiated.  Also, the Ivishak 
Formation and the Kavik Member of the Ivishak Formation and the Shublik Formation 
were distinguishable at the surface, but not in the seismic, so they were interpreted as 
undifferentiated and defined as the Sadlerochit Group.  The Shublik Formation and the 
Sadlerochit Group were interpreted as undifferentiated.  Similarly, the lower, middle, and 
upper Lisburne surface units were interpreted simply as Lisburne Group in the 
subsurface. 
  
The formation top depths from the Kemik #1 well were used to convert two-way travel 
time into depth which was then tied to the remaining seismic lines.  The error on 
formation top depths increases with increasing lateral distance from the Kemik #1 well 
and with increasing thickness of Brookian Sequence rocks because the geophysical 
properties of the additional material were not taken into account (verbal communication, 
Coakley, 2005). 
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Structure 
 
Seismic Line W-W’ 
  
The interpreted, depth-corrected cross-section of line W-W’ is shown in Figure 3.12.  
Ellesmerian sequence is displaced and folded into a hangingwall anticline above a north-
vergent thrust fault that is traceable into the pre-Mississippian basement.  A minor north-
vergent thrust in the hangingwall displaces Kingak Shale and Kemik Sandstone.   
 
Folding in the footwall of this thrust accommodates shortening to the north.  North of the 
thrust, the Kingak Shale pinches out completely against a surface interpreted to be the 
Lower Cretaceous Unconformity (LCU).  As a result of this truncation, the Kemik 
Sandstone directly overlies the Shublik-Sadlerochit Group.   
 
Seismic Line X-X’ 
  
Similar to line W-W’, the seismic section of line X-X’ in Figure 3.11 shows a major 
basement-involved, north-vergent thrust fault.  This is fault is located along strike with 
the major thrust in line W-W’ and is interpreted to be the trace of the same fault.  In the 
hangingwall, several minor forethrusts and backthrusts offset the Kingak Shale and 
Kemik Sandstone to accommodate shortening on the main thrust.  These minor thrusts 
result in duplexing of the Kemik Sandstone.  Duplexing of the Kemik Sandstone is well-
documented in the northeastern Brooks Range foothills (Mull, 1986; Meigs, 1989; Meigs 
and Imm, 1995; Reifenstuhl et al., 2000).   
  
Also in the hangingwall of the main thrust, a significant backthrust cuts up section from 
the base of the Lisburne Group, through the Shublik-Sadlerochit Group, and dies out in 
the Kingak Shale.  This backthrust may have formed in response to the development of 
the hangingwall anticline or to accommodate shortening on the main thrust.   
  
In the footwall, the LCU also truncates the Kingak Shale and the Shublik Sadlerochit 
Group.  At the northernmost end of this section, Kemik Sandstone directly overlies the 
Lisburne Group.  While most shortening in the footwall is accommodated by folding, a 
backthrust is also observed that cuts up section from the base of the Lisburne Group into 
the Kingak Shale. 
  
Seismic Line Y-Y’ 
  
Two main basement-involved, north-vergent thrusts displace Ellesmerian stratigraphy in 
section Y-Y’ (Fig. 3.13).  The southernmost main thrust has displaced these rocks to a 
greater extent than the northern fault, but above each fault is a hangingwall anticline.  
The southern thrust is along strike with the major thrusts in lines W-W’ and X-X’ (Figs. 
3.11 and 3.12) and is interpreted to be the same fault.   
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Between the thrusts, the LCU truncates the Kingak Shale, leaving the Kemik Sandstone 
directly over the Shublik-Sadlerochit Group.  Minor north-vergent thrusting in the 
Kingak Shale and Kemik Sandstone accommodates shortening in hangingwall of the 
southern major thrust. 
 
Seismic Line Z-Z’ 
  
Line Z-Z’ is a strike line that parallels the dominant east-west structural trend (Fig. 3.14).  
Two east-dipping faults offset the top of the pre-Mississippian basement.  These faults 
are interpreted to be lateral ramps with a component of left-lateral strike slip motion and 
are lateral extensions of two north-directed, basement-involved thrust faults.   
  
Another notable feature in this strike line is that the stratigraphy deepens to the west.  
This is interpreted to be due to the western plunge of the Sadlerochit Mountains to the 
east. 
 
Integration of surface and subsurface data 
  
Figure 3.15 is a fence diagram showing an integrated interpretation that includes the four 
seismic lines (Figs. 3.11-3.14) and the cross section constructed from surface data (Fig. 
3.5).  The diagram serves to aid visualization of structures with respect to their spatial 
distribution.   
  
The major basement-involved thrust faults are numbered (Fa (Fault-A), Fb, Fc,. etc.) to 
help show the relationships between the faults.  For instance, sections X-X’, W-W’, and 
Y-Y’ display the lateral continuity of the basement-involved thrust fault (Fe) that cuts up 
section slightly north of strike line Z-Z’.  The westernmost lateral ramp is interpreted to 
be a part of fault Fe while the eastern lateral ramp may be a subsidiary splay of Fe..      
  
The fence diagram shows a northward change of deformational style in the basement.  
The southern part of the area documents well-developed fault-bend folds in the basement 
above which Ellesmerian rocks passively deform above a roof thrust in the Kayak Shale.  
Here, the basement-involved faults do not cut up section into the Ellesmerian section.  
However, in the subsurface to the north, basement faults cut up section and displace pre-
Mississippian and Ellesmerian rocks.   
  
The depth-corrected seismic sections and point data from wells in the area, combined 
with existing Alaska Oil and Gas Conservation Commission data were used to construct a 
contour map which marks the base of the Shublik Formation (AOGCC, 2004; Fig. 3.3).  
The map illustrates that the structural style in the basin is similar to that documented at 
the surface immediately to the south in that the structure is dominated by east-west 
trending folds and thrust faults with hangingwall anticlines.  The slight northeast 
orientation to some of the fold axes and fault traces is probably due to contouring error 
resulting from the sparcity of data.     
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Figure 3.3 also shows the northern limit of the Kayak Shale and the Shublik-Sadlerochit 
Group where these formations are truncated by the LCU.  Though the LCU truncates the 
Shublik-Sadlerochit Group in line X-X’, that truncation is not traceable to adjacent lines 
W-W’ and Y-Y’ (Fig. 3.15).   
 
Fracture Distribution and Character  
 
Four prevalent fracture sets are present in the exposed part of the transect (Table 3.1).  
These include (in order from oldest to youngest): a N–S striking filled set (Set 1), an E–
W striking filled set (Set 2), a N–S striking unfilled set (Set 3), and an E–W striking 
unfilled set (Set 4).  Relative age relationships are based on cross-cutting and abutting 
relationships observed in both outcrop and thin section.  
 
Set 1: N–S Striking Filled Fractures 
  
Set 1 fractures trend N-S, dip steeply either to the east or west and are oriented 
perpendicular to sub-perpendicular to the regional structural trend and to bedding (Fig. 
3.16).  Set 1 fractures are common in Domains I and II. (Table 3.1), but did not occur in 
significant abundance in Domain III.  Consequently, a quantitative fracture survey of Set 
1 fractures was not possible in Domain III, but qualitative observations of these fractures 
suggest apertures, terminations, and spacing are similar to those of Set 1 in Domains I 
and II.  
  
Set 1 fractures are filled with either calcite or quartz depending on the lithology of the 
host rock.  Set 1 apertures range from <0.1 cm to 1.9 cm, with an average width of 0.33 
cm (Table 3.2).  Consistently narrow fractures (<0.1 cm) were found in Domain I in the 
anticlinal hinge of a fold exposed in the Kayak Shale.  Average apertures in the limbs and 
hinges of folds throughout the field area are 0.43 cm and 0.12 cm, respectively.   
  
Fracture terminations were generally determined in cross sectional profile of the outcrop 
rather than on bedding surfaces due to lack of pavement exposure.  Set 1 fractures 
commonly terminate at interbed boundaries (mechanical stratigraphic interfaces) related 
to variations in lithologic character.  Less commonly, Set 1 fractures terminate against 
adjacent Set 1 fractures with a hook geometry. 
  
Petrographic analysis of Set 1 fractures show that the crystals forming the fracture 
cement are perpendicular to subperpendicular to fracture walls, suggesting an extensional 
origin.  The crack-seal texture of fluid inclusions in the fracture fill suggests cementation 
occurred synchronously with opening of fracture walls. 
  
The mean spacing of Set 1 fractures in Domains I and II are summarized in Table 3.3 and 
Fig. 3.17.  A Mann-Whitney test indicates that that there is not a statistically significant 
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difference in Set 1 fracture spacing between the two domains (Table 3.4), suggesting that 
Set 1 fracture spacing is fairly consistent regardless of domain.  
  
There is some variation in Set 1 fracture spacing when structural position is taken into 
consideration.  Table 3.3 and Figures 3.18 and 3.19 show the distribution of Set 1 
fractures between limbs and hinges of folds in Domains I and II, respectively.  The 
Mann-Whitney test was used to evaluate if these apparent differences in spacing were 
statistically significant (Table 3.4).  In Domain I, the difference was insignificant, but in 
Domain II, the spacing of fractures was statistically different between the limbs and 
hinges, with Set 1 fracture spacing greater in the hinge zones as compared to the limbs.   
 
Set 2: E–W Striking Filled Fractures 
  
Fracture Set 2 only occurs in Domains I and II.  Set 2 fractures have an E-W trend and 
most commonly dip steeply to the north or south, though some of the fractures have 
shallow dips (Fig. 3.16).  These fractures form at high angles to bedding and parallel the 
regional trends of fold axes.  
  
Set 2 fracture apertures range from 0.1 cm to 2.3 cm, with an average width of 0.43 cm.  
Average fracture apertures in the hinges and limbs of exposed folds are 0.45 cm and 0.31 
cm respectively (Table 3.2).     
  
Set 2 fractures terminate at mechanical boundaries and within individual beds.  These 
fractures also terminate against other Set 2 fractures with hook geometries, against Set 1 
fractures, and within adjacent beds.  
  
Quartz or calcite crystals filling the fracture are oriented perpendicular to 
subperpendicular to fracture surfaces.  Fracture surfaces show no evidence of shear, such 
as slickenlines.  Set 2 fractures are interpreted to have formed under tension. 
  
Fracture spacing for all Set 2 fractures is summarized in Table 3.3 and illustrated Figure 
3.20; Set 2 fracture spacing with respect to structural position is summarized in Table 3.3 
and Figures 3.21 and 3.22.  Mann-Whitney statistical test results for Set 2 fractures 
indicate that there is no statistical difference in fracture spacing between domains or with 
structural position (Table 3. 4) 
   
Set 3: N–S Striking Unfilled Fractures 
  
Set 3 fractures strike generally north-northwest (Fig. 3.16).  These fractures strike 
perpendicular to fold axes in the study area and are at high angles to bedding.  One 
observable discrepancy is that several data points indicate a very shallow dip that 
approaches horizontal.  These data were collected on a bedding surface which was nearly 
vertical (in the Kemik Sandstone, Domain III), so though their orientations appear to 
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vary, it is an artifact from the orientation of the bedding from which the fracture data was 
collected. 
  
Fracture Set 3 occurs throughout the stratigraphy in structural Domains I, II, and III.  This 
fracture set is unfilled and interpreted to be extensional in origin based on the abundance 
of fracture surface ornamentation in the form of plumose structures.   
  
Set 3 fractures apertures range from 0.05 cm to 1.5 cm with an average width of 0.36 cm 
(Table 3.2).  The average aperture in the hinges of folds throughout the field area is 0.26 
cm; average aperture on fold limbs is slightly greater at 0.39 cm.   
  
Set 3 fractures generally terminate at bedding planes or internal to bedding.  Less 
commonly, these fractures extend beyond bedding interfaces, penetrating multiple beds. 
Set 3 fractures also terminate against adjacent set 3 fractures. 
  
Set 3 fracture spacing distribution between domains and between fold limbs and hinges 
within each domain is summarized in Table 3.3 and illustrated in Figures 3.23-26. 
The Mann-Whitney test (Table 3.4) indicates that there was not a statistically significant 
difference in the spacing of Set 3 fractures between domains or with structural position 
within domains.   
 
Set 4: E–W Striking Unfilled Fractures 
  
Set 4 fractures generally strike parallel to local fold axes and are at high angles to 
bedding (Figure 3.16).  Set 4 fractures are present throughout the stratigraphy in 
structural Domains I, II, and III.  These fractures are unfilled and, based on the common 
occurrence of plumose structures and the absence of shear indicators, are interpreted to be 
extensional.   
  
Average Set 4 fracture aperture is 0.35 cm with a range of apertures of <0.01 cm to 2.5 
cm (Table 3.2).  The average aperture in hinges of folds (all domains) is 0.63 cm, and the 
average width of set 4 fractures in the limbs (all domains) is 0.1 cm. 
  
Set 4 fracture termination is variable throughout the study area.  These fractures most 
commonly terminate at bed boundaries and within individual beds, but also against Set 3 
fractures and adjacent Set 4 fractures.   
  
The spacing distribution of Set 4 fractures in each domain is shown in Figure 3.27 and 
summarized in Table 3.3; fracture spacing within in each structural domain with respect 
to structural position is shown in Figures 3.28-30 and summarized in Table 3.3.   
The Mann-Whitney test (Table 3.4) indicates that there is not a statistically significant 
difference in the spacing of Set 4 fractures between domains or with structural position 
within domains.   
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Fracture distribution in the subsurface  
  
Log data from four wells on or adjacent to the transect were analyzed for potential 
fracture porosity (Kemik 1, Kemik 2, Beli 1, and West Kavik 1; Fig. 3.10 and Figs. 3.31-
3.34).   Intervals of secondary fracture porosity were identified by comparing sonic and 
density logs and assuming that fracture porosity occurred where the sonic–derived 
porosity is substantially greater than the density-derived porosity (Shafer, 1980; Rider, 
1986).   
  
In each of the wells, potential fracture porosity was identified in the Shublik-Sadlerochit 
Group.  Fracture porosity also occurs abundantly in the Lisburne Group in each well with 
the exception of the West Kavik #1, in which the density log does not extend into the 
Lisburne. 
  
The Kemik #1 well TD’d at the top of the Kayak Shale (Fig. 3.31).  Two distinct zones of 
potential fracture porosity occur in the Shublik-Sadlerochit Group.  The upper ~1300 feet 
of the Lisburne Group shows evidence of significant secondary porosity from fractures.   
  
The Kemik # 2 well reaches its total depth in the upper portion of the Lisburne Group 
(Fig. 3.32).  As in the Kemik #1 well, there is substantial fracture porosity in the Lisburne 
Group and thinner zones of fracture porosity in the Shublik-Sadlerochit Group. 
  
The Beli #1 well also TD’d in the Lisburne Group (Fig. 3.33).  Though the zones of 
fracture porosity in the Lisburne are not as prominent as in Kemik #1 and Kemik #2, 
there is still significant secondary porosity throughout the Lisburne Group and 
intermittent zones in the Sadlerochit Group.  The Beli 1 well also shows fracture porosity 
in the Brookian sequence, above the Hue Shale of the Ellesmerian sequence. 
  
The West Kavik #1 well bottoms in the Lisburne Group, but the sonic and density logs in 
this well are not consistently recorded, resulting in an incomplete documentation of zones 
of fracture porosity (Fig. 3.34).  There is, however, fracture porosity in the upper 
Sadlerochit Group, the Kingak Shale, and in the Brookian sequence above the Hue Shale.        
  
Present day in situ stresses have been evaluated in wells adjacent to the northeastern 
Brooks Range thrust front (Hanks et al., 1999).  In situ stresses could potentially hold 
fractures open and can therefore have an impact on reservoir quality.  Hanks et al. (1999) 
evaluated the maximum horizontal in situ stresses in the Kavik #1 and #2 wells, the West 
Kavik #1 well, and the Gyr #1 well.  Borehole breakouts in those wells suggests that the 
in situ maximum horizontal stress is oriented north–northwest, perpendicular to the active 
thrust front.  There is also a strong correlation between the depths of the breakout 
intervals documented by Hanks et al. (1999) and the zones of secondary porosity 
identified in this study.  This suggests that the open fractures in these wells are oriented 
roughly north-northwest–south.  These open fractures would correlate to Set 4 open 
fractures documented at the surface in the study area. 
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Thermal constraints on faulting, folding, and fracturing 
  
Fluid Inclusion Microthermometry 
  
Fluid inclusion measurements from fracture cements were obtained from Set 1 and Set 2 
fractures in Domains I, II, and III (Fig. 3.35).  Fractures were filled with either quartz or 
calcite depending on the lithology of the host rock. Table 3.5 summarizes the distribution 
and types of fluid inclusions in the cements analyzed as well as homogenization 
temperature results. Fluid inclusion analysis was done by M. Parris of Petro-Fluid 
Solutions, Inc. 

 
The fluid inclusion results in Table 3.5 suggest that Set 1 and Set 2 fractures in Domain I 
developed at ~188 ˚C and ~193 ˚C, respectively. Homogenization temperatures for Set 2 
samples in Domains II are slightly lower at ~173 ˚C.  
 
Set 1fractures 
  
Primary aqueous inclusions from a quartz–filled Set 1 fracture (sample 03AL08b) in the 
Kekiktuk Conglomerate have a mean homogenization temperature of 188 ˚C ± 13 ˚C 
(Table 3.5).   This sample has deformation lamellae oriented perpendicular to the long 
axis of the quartz crystal, indicating post–cementation deformation.   
  
Set 1 fracture fill analyzed from sample 03AL31d in Domain II is from the upper 
Lisburne (Table 3.5).  Secondary inclusions from this sample indicate a mean 
homogenization temperature of 229 ˚C and have experienced post–entrapment re-
equilibration.  This temperature is therefore not considered representative of the 
temperature of fluids during fracture filling.  Rather, it represents a period after initial 
fracture opening and cementation. 
  
Two quartz–filled Set 1 fractures from the Kingak Shale in Domain III were analyzed 
(sample 03AL20b, Table 3.5).  One set of inclusions was secondary and yielded a mean 
homogenization temperature of ~159 ˚C.  These inclusions were distributed along healed 
microcracks that post–date quartz fibers.  The other Set 1 fracture contained primary 
aqueous and gas–rich inclusions and yielded a mean temperature of ~173 ˚C.  Crack–seal 
fluid inclusion trails and bent crystal fibers suggest that filling occurred synchronously 
with fracture opening.  The aqueous inclusion in this sample is coeval with the gas–rich 
inclusion, so the trapping temperature represents a true trapping temperature (Roedder, 
1984).  
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Set 2 fractures 
  
In Domain I, quartz–cemented fractures from Set 2 in the Kayak Shale showed 
synkinematic textures, indicating fracture filling occurred simultaneously with fracture 
opening.  Mean homogenization temperatures for these samples were ~189 ˚C 
(03AL05g) and ~196 ˚C (03AL05b) (Table 3.5). 
  
Fluid inclusions from Set 2 fracture cement from samples in Domain II have an overall 
average homogenization temperature of ~173 ˚C.  Cements from primary inclusions in 
Set 2 fractures have textures consistent with syn-kinematic crystal growth (samples 
03AL27a and 03AL16b; Table 3.5).  A secondary inclusion in sample 03AL31d showed 
evidence of post-entrapment re-equilibration.  The origins of inclusions from samples 
03AL106a and 03AL07a were indeterminate.  However, sample 03AL07a had a fibrous 
texture indicative of over-pressure (Parris, 2004 written communication).  
  
Set 2 fracture cements from Domain III were not analyzed. 
 
Vitrinite Reflectance 
 
Surface samples 
  
In order to constrain the thermal history of the study area, four new organic–rich samples 
were collected from shale and coal–bearing units exposed at the surface (Fig. 3.35) and 
analyzed for thermal maturity by the U.S. Geological Survey laboratories (courtesy of D. 
Houseknecht). These new data were coupled with data from previous studies (Bird et al., 
1998) to provide insight into regional thermal maturity trends (Table 3.6, Fig. 3.36).   
  
The mean reflectance values for 39 published and new outcrop samples were used to 
construct a surface thermal maturity contour map of the region (Fig. 3.36).  The contour 
intervals were selected to reflect significant boundaries related to the limits of 
hydrocarbon generation, preservation, and destruction (0.6 %, 1.3%, and 2.0% Ro 
respectively).  
  
The vitrinite reflectance contours in Figure 3.36 have an east–northeast trend across the 
northeastern Brooks Range foothills which, in general, parallels the strike of the 
mountain front.  Exposures at the mountain front are overmature, with thermal maturity 
decreasing basinward.  Mature rocks, those that have reached temperatures favorable for 
hydrocarbon generation, occur in surface exposures of Silurian through Cretaceous rocks 
in the foothills and in the western Sadlerochit Mountains.  Farther north, Cretaceous and 
Tertiary rocks at the surface are primarily undermature and have not reached 
temperatures conducive to hydrocarbon generation. 
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Subsurface samples 
  
No new vitrinite reflectance subsurface samples were collected during this study, but 
vitrinite reflectance data collected from Kemik #1, Kemik #2, West Kavik #1 and Beli #1 
are publicly available (Bird et al., 1998).  Analysis of the Ro values in these show that 
thermal maturity generally increases with depth, as would be expected.  Vitrinite 
reflectance values are plotted on well logs in Figures 3.31-34 and the corresponding level 
of thermal maturity is noted.  
  
In the Kemik #1 well, the Kemik Sandstone and Kingak Shale are structurally repeated 
(Fig. 3.31).  The structurally highest Kemik Sandstone and Kingak Shale are mature, but 
Kingak in the footwall is postmature.  In the lower part of the Lisburne Group, the one 
vitrinite sample is (anomalously) immature.   
  
Vitrinite reflectance values in the Kemik #2 well (Fig. 3. 32) are consistently postmature, 
though the data only spans part of the Kingak Shale through the top of the Lisburne 
Group.  The data still show a slight increase in Ro with depth. 
  
Rocks in the Beli # 1 well show a steady increase in thermal maturity from immature in 
the Brookian sequence, to mature, and finally postmature at the base of the Sadlerochit 
Group (Fig. 3.33).   
  
In the West Kavik #1 well (Fig. 3.34), thermal maturity also increases steadily down 
section, though the base of the Sadlerochit Group and even the top of the Lisburne Group 
are classified as mature, rather than postmature as in the Beli #1 (Fig. 3.33). 
A comparison of thermal maturities in the Shublik-Sadlerochit Group in the West Kavik 
#1 and Beli  #1 wells, which are ~26 kilometers apart, shows a decrease in thermal 
maturity toward the west (Fig. 3.36).   
  
Bray et al. (1992) discusses a method in which vitrinite reflectance and/or apatite fission-
track data can be used to estimate past burial amount.  Down-hole vitrinite reflectance is 
converted to temperature and plotted as points against depth.  The resulting  best-fit line 
to the temperature values, when projected to the depth axis, provides an estimate of the 
amount of denudation.  The resulting gradient is compared to the modern geothermal 
gradient.  If the slope of the gradients are similar, then paleoheat flow was similar to 
modern heat flow. 
  
The temperature versus depth plot in Figure 3.37 displays down-hole paleotemperatures 
from eight wells in the study area (computed from vitrinite reflectance values provided 
by Bird et al., 1998) and the modern geothermal gradient (1.85 ºC/100 ft or 27 ºC/km) 
based on bottom-hole temperatures (from Verma et al., 2005)).  The graph in Figure 3.38 
compares the estimated denudation from the 4 wells in the southern part of the map area.  
The least amount of denudation in the area (~4.2 km) occurred in the Kemik #1 well, 
while the Shaviovik well is shown to have experienced the greatest amount of denudation 
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at ~7.3 km.  Figure 3.39 summarizes the amount of denudation experienced by the 4 
wells in the northern portion of the study area in the proximity of the Kavik gas field.  
The Kavik #1 well experienced ~3.2 km of denudation, while the West Kavik #1 well 
(down-plunge on the same Sadlerochit structure) has experienced relatively little 
deunudation (~0.9 km).  These estimates are consistent with those calculated by Burns et 
al. (2007) were based on sonic-porosity logs from wells.   
  
The paleogeothermal gradients in most of the wells are relatively similar to that of the 
modern geothermal gradient (Figs. 3.38, 3.39).  However, the paleogeothermal gradients 
in the Shaviovik #1 and Fin Creek #1 wells are much steeper.  This suggests that the 
temperature change with depth in these two wells was not as great as in the other wells.  
For instance, in the Kemik #1 well, the temperature difference between 4000 feet and 
8000 feet depth was about 45ºC, whereas the difference over the same depth interval in 
the Shaviovik #1 well was about 10 ºC.  This may be due to structural disruption in the 
Shaviovik #1 and Fin Creek #1 wells. 
 
 
Conodont Alteration Indices 
  
Seven new Lisburne and Echooka samples were collected during this study for conodont 
alteration analysis to provide additional constraints on the thermal history of the study 
area (Fig. 3.35, Table 3.7; analyzed by Andrea Krumhardt, UAF). The samples have CAI 
values ranging from 5–6.5, indicating that the samples experienced temperatures of 300–
600 ºC (Rejebian et al., 1987).  A sugary texture was also observed on the conodonts, 
suggesting hydrothermal alteration. 
  
Based on these temperatures, and assuming a geothermal gradient of 27 ºC/km, the rocks 
would have been buried to a depth of 11-22 km, but the textures of the host rocks are not 
consistent with such deep burial.  Rather, the sugary texture of the conodonts suggests 
these samples were exposed to hydrothermal fluids.  During compaction, thermal 
maturation of organic-rich shales can release fluids with elevated temperatures.  The 
Kayak Shale may be the source of these high temperature fluids (Hayes, 2004). 
 
Geochronologic constraints on deformation 
 
Apatite Fission Track Analysis 
  
Fission-track samples were collected from sedimentary rock outcrops exposed along the 
southern part of the transect (Fig. 3.40).  The samples were selected to help constrain the 
timing of deformation and uplift related to basement–involved detachment faulting.  
Analyses were performed by Paul O’Sullivan of Apatite to Zircon, Inc.  The fission–track 
data for these samples are summarized in Table 3.8.   
  



3-17 

In each sample, the pooled apatite fission–track age is younger than the depositional age, 
implying exposure to elevated post–depositional temperatures (O’Sullivan and Wallace, 
2002).  In Domain I, samples located stratigraphically beneath the Lisburne Group, in the 
forelimb of the Echooka Anticlinorium, yielded apatite fission–track ages of 30 ± 5.8 to 
34 ± 4.9 Ma  and mean track lengths of  13.2 ± 0.31 to 14.1 ± 0.30 �m.  Further north in 
Domain II, apatite grains in sedimentary rocks show a range of ages between 40.5 ± 6.8 
and 49.8 ± 7.7 Ma.  Track lengths in these samples range from 12.56 ± 0.54 to 14.59 ± 
0.15 �m.    In Domain III, one sample from the Kemik Sandstone produced an age of 
23.2 ± 4.4 Ma and had a mean track length of 14.91 ± 0.24 �m.   
  
The ages of uplift events implied by these data are consistent with results from other 
fission–track studies in the northeastern Brooks Range which suggest four major episodes 
of cooling at ~60, ~45, ~35, and ~25 Ma (O’Sullivan et al., 1993; O’Sullivan, 1996; 
O’Sullivan and Wallace, 2002). 
 
Discussion 
 
Origin of fracture sets 
  
Each of these fracture sets is interpreted to be extensional in origin based on the sense of 
displacement across the fracture surface, ornamentation, and the orientation of fracture 
cement crystals.  The filled sets are interpreted to have formed at depthin the presence of 
fluids, whereas the unfilled sets are thought to have developed near the surface and/or in 
the absence of fluids. 
  
The orientations of the fracture sets have implications for regional stresses at the time of 
fracture development.  Set 1 is oriented perpendicular to regional fold axes, similar to the 
tectonic joints discussed by Engelder (1985) and Lorenz et al. (1991), which form under 
low differential stress and elevated pore fluid pressure ahead of the fold-and-thrust belt in 
flat-lying rocks.   

 
Alternatively, these fractures could form during flexural slip folding where �1 is parallel 
to bedding and perpendicular to the fold axis, �2 is perpendicular to bedding and the fold 
axis, and �3 is parallel to bedding and the fold axis.  This is similar to the pattern of 
inner–arc tangential longitudinal strain described by Stearns and Friedman (1972) (Fig. 
3.41).  Therefore, based on observations of fracture orientation alone, it is plausible that 
Set 1 fractures may have formed either in flat-lying rocks or during folding. 
  
Set 2 fractures are interpreted to be related to folding.  This set may be associated with 
outer–arc tangential longitudinal strain during flexural slip folding wherein �1 is 
perpendicular to bedding and parallel to the fold axis,   �2 is parallel to bedding and the 
fold axis, and �3 is parallel to bedding and perpendicular to the fold axis (Fig. 3.41). 
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Sets 3 and 4 fractures have orientations consistent with near–surface unloading joints 
related to uplift (Davis and Reynolds, 1996) and imply stresses similar to those of the 
Sets 1 and 2, respectively.   
 
Fracture spacing and structural position 
  
he fracture spacing within of each fracture set in each structural domain shows only 
minor variations with respect to structural position (Figs. 3.17-3.30).  Only Set 1 fractures 
in Domain II showed a statistically significant difference between fracture spacing in the 
limbs and hinges (Table 3.4).  Though the differences were not significant for any other 
fracture sets throughout the structural domains, it is worth noting that the mean fracture 
spacing was generally slightly greater in hinge zones.   
  
The Set 2, ostensibly fold-related, fractures documented in this study have a fairly 
uniform distribution across folds, contrary to the pattern that would be expected if a 
fixed–hinge detachment fold model is assumed (Homza and Wallace, 1997).  Rather, the 
relative uniformity of fracture spacing across exposed folds suggests that material may 
have migrated through the hinges of folds during deformation.  Alternatively, the 
kinematic history of the folds and the timing of fracturing during folding could be 
complex (Hayes and Hanks, 2008).  Ideally, fracture surveys should follow a single bed 
throughout a fold in order to constrain these observations.  However this was feasible in 
only two cases in the study area (one fold pair in the Kayak Shale, another in the 
Lisburne Group). A more detailed analysis of individual beds which are traceable across 
individual folds is required to test these alternatives. 
 
Fractures and stratigraphic position 
  
Pre–Mississippian rocks through the Cretaceous Pebble Shale were evaluated for the 
presence of each of the four fracture sets.  The two filled fracture sets (Sets 1 and 2) 
occur only in pre–Mississippian rocks through the Cretaceous Kingak Shale and do not 
occur in strata above the LCU (Table 3.1).  Explanations for this fracture distribution 
include: 

• The filled fractures of Sets 1 and 2 may have developed prior to the deposition of 
units stratigraphically higher than the LCU.   

• The LCU may have hindered migration of fluids to overlying strata. Filled fractures 
of Sets 1 and 2 could have formed in the presence of fluids below the LCU; above 
the LCU, Sets 3 and 4 formed in the absence of fluids.  

• Fracture Sets 1 and 2 formed at depth and in the presence of fluids..  Higher 
stratigraphic levels did not experience the needed pressure and temperatures 
and/or did not have significant fluids present to form Sets 1 and 2.  

• The unfilled fractures of Sets 3 and 4 formed at shallow depths or in the absence 
of fluids.  These fractures are present throughout the exposed stratigraphic column 
because all the exposed rocks have experienced uplift and erosion.    
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The fact that most of the fractures in the study area are confined to individual beds 
suggests that mechanical stratigraphy played an important role in fracture propagation 
(Engelder and Geiser, 1980; Underwood et al., 2003; Hayes, 2004; Cooke et al., 2006; 
Hayes and Hanks, 2008).  Lithologic differences between adjacent beds may have 
hampered fracture propagation across bedding planes.  In contrast, some of the Set 3 
fractures, particularly in the Echooka Formation, were fairly pervasive, indicating 
possible mechanical homogeneity.  The pervasiveness of the Set 3 fractures is a 
characteristic common of joints that develop near the surface during uplift (Engelder, 
1985; Hancock and Engelder, 1989). 
 
Thermal and age constraints on faulting, folding, and fracturing 
  
The regional thermal constraints provided by vitrinite reflectance analyses from surface 
samples show a basinward decrease in thermal maturity (Fig. 3.36).  The data suggest 
that the rocks near the mountain front were exposed to greater maximum temperatures 
than those toward the basin, which reflects the increased degree of burial and uplift 
experienced by the strata at or near the front.  Based on vitrinite reflectance values, rocks 
exposed at the surface in Domains I, II, and III are interpreted to have been exposed to 
maximum temperatures of ~195, ~180, and ~170 ˚C, respectively.  The range in 
temperatures may be the result of different burial depth due to variation in stratigraphic 
position. 
  
Fluid inclusions from quartz and/or calcite cemented fractures from Sets 1 and 2 both 
show evidence of syn–kinematic development (Table 3.5).  Sets 1 and 2 have similar 
homogenization temperatures throughout the study area.  These temperatures range from 
~160–190 ˚C and approach the maximum temperatures estimated from vitrinite 
reflectance values in each structural domain.  The range in homogenization temperatures 
between fracture sets in the different structural domains may simply reflect the varying 
depth of burial during fracture development as a result of stratigraphic level. 
   
The average overall trapping temperature of the Set 1 inclusions (regardless of structural 
domain) is ~173 ˚C.  Assuming a geothermal gradient of 27 ˚C/km (as estimated from the 
Kavik gas field by Verma et al., 2005), these fractures would have formed and filled at 
depths of about 6 km.  Similarly, the Set 2 inclusions have an average overall trapping 
temperature of ~188 ˚C, corresponding to about 7 km depth.  
  
Based on the range of CAI temperatures (300–600 ºC) and assuming a geothermal 
gradient of 27 ºC/km, Lisburne Group rocks would have been buried to depth of 11-22 
km, but the textures of the host rocks are not consistent with such deep burial.  Rather, 
the sugary texture of the conodonts supports the idea that these samples were exposed to 
hydrothermal fluids, possibly derived from the Kayak Shale (Hayes, 2004).  The 
temperatures derived from the vitrinite reflectance data and the fluid inclusion analysis 
are probably more accurately reflect true paleotemperatures.  
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Average pooled fission–track ages used to reconstruct burial history show that in general, 
the stratigraphic units exposed in the southern part of the transect in Domain I cooled 
below 110 ˚C at ~45 Ma; rocks in the middle of the transect (Domain II) cooled below 
110 ˚C at ~35 Ma; and rocks in the northern part of the transect (Domain III) cooled 
below 110°C at ~25 Ma (Fig. 3.40, Table 3.8).  These fission-track ages correspond to 
major Mesozoic and Cenozoic tectonic events noted by O’Sullivan et al., (1993), 
O’Sullivan (1996), Moore and Potter (2003), and many others. 
  
Fission–track ages and track length distributions for each sample were calculated for a 
series of randomly generated temperature histories (using AFTSolve software (©1996–
2003 Apatite to Zircon, Inc. and Richard A. Ketcham).  The histories were considered 
geologically reasonable based on the stratigraphic age and present–day geological 
temperature of each sample.   A temperature history was considered a good fit when the 
model fission–track age and model track length distribution matched the measured value 
derived from the sample.   
  
A schematic model showing one interpretation of the uplift history in the study area is 
shown in Figure 3.42.  This model illustrates an apparent out-of-sequence pattern of 
thrust faulting in the basement rocks.  Uplift of the basement horse in Domain II brought 
an Echooka Formation sample through the partial annealing zone first, giving it a fission-
track age of ~60 Ma.  At this point, the basement horse in Domain I may also have 
developed, but did not uplift enough to bring stratigraphically lower Kayak Shale 
samples through the partial annealing zone.  At ~45 Ma, continued motion on the 
basement detachment in Domain I raised the Kayak Shale through the 110 ºC geotherm.  
Finally, basement faulting in Domain III uplifted Kingak Shale samples through the 
partial annealing zone at ~25 Ma.   
  
An alternative model does not require out-of-sequence thrusting (Fig. 3.43).  In this 
model, horses 1 and 2 developed at ~60 Ma.  The associated uplift and erosion of horse 1 
brought the antiformal crest (including the Echooka samples) through the partial 
annealing zone.  However, the stratigraphically lower Kayak Shale was located in the 
synclinorium between horses 1 and 2 and remained buried beneath the 110 ºC isotherm.  
Slow erosion after emplacement resulted in the Kayak Shale cooling through the partial 
annealing zone later than the stratigraphically higher Echooka samples, giving it a 
younger fission-track age.  Finally, development of horse 3 to the north at ~25 Ma 
uplifted the Kingak Shale through the partial annealing zone.   
  
The vitrinite reflectance data, fluid inclusion results, fission–track models, and fracture 
character, distribution and relative age can be integrated and interpreted in terms of the 
history of burial, fracturing, deformation, and uplift (Fig. 3.44, 3.45).  In these models, 
fracture Set 1 is interpreted to have developed in flat-lying rocks during the late stages of 
burial near maximum temperatures prior to detachment folding.  Cementation occurred in 
these fractures contemporaneously with fracture opening.  Set 2 fractures developed 
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during detachment folding, which occurred at different times depending on the structural 
domain.  Fracture Sets 3 and 4 formed during the late stages of uplift near the surface.   
  
This thermal/uplift/fracture model imposes reasonable limits on potential burial and uplift 
paths along the transect.  The lack of filled fractures in higher stratigraphic units (e.g. 
Kemik Sandstone) suggests that these fractures developed at shallow depths or that fluids 
were absent from the unit altogether (Davis and Reynolds, 1996; Hanks et al., 2006).   
   
Petroleum system implications 
  
Figure 3.46 illustrates the timing of the essential components of the North Alaska  
hydrocarbon system in the vicinity of the Eastern Transect.  In this diagram, the ‘critical 
moment’ represents the time of highest probability of entrapment and preservation of 
hydrocarbons, which occurs when a structural or stratigraphic trap precedes the 
generation, migration, and accumulation of hydrocarbons in a petroleum system (Magoon 
and Dow, 1994).  However, multiple episodes of fracturing can make identification of 
that ‘critical moment’ difficult. 
  
Fracturing can provide both hydrocarbon migration pathways and enhance reservoir.  
This study suggests the eastern part of the Alaska North Slope experienced  multiple 
episodes of fracturing related to burial, structuring and later uplift (Fig 3.45)  starting in 
Late Cretaceous time.  According to the model for the development of fractures in the 
Eastern Transect, early Set 1 fractures would have coincided with hydrocarbon 
generation and provided a migration pathway out of the source rocks and into updip 
traps.  Any stratigraphic traps existing at this time (e.g., in the Kingak Shale or Kemik 
Sandstone) could be sourced in this manner.  However, at any one location, Set 1 
fractures would have predated formation of fold-and-thrust-related traps and the 
associated Set 2 fractures.   Sourcing of these structural traps by fracture-assisted 
migration would require remigration of earlier-generated hydrocarbons or later migration 
of hydrocarbons being generated north of the fold-and-thrust front.  The reported trapping 
mechanism of the field adjacent to the transect, the Kavik gas field, is that of a thrust-
faulted anticline with the Kingak Shale acting as the top and lateral stratigraphic seals 
(Verma et al., 2005).  Thus the Kavik gas field may involve deformation of a pre-existing 
stratigraphic trap or remigrated gas. 
  
The lack of fracture cement in fracture Sets 3 and 4 imply that these fractures formed in 
the absence of significant fluids.  These late fractures probably only serve to breach 
existing petroleum traps and provide remigration pathways, especially for gas.   
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A

B

Figure 3.8.  East-facing photograph of a breached anticline in the Kemik 
Sandstone.  
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Figure 3.9.  East-facing photograph of a tightly folded Hue Shale syncline.
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Figure 3.16.  Stereonets showing the poles to fracture planes for each fracture set.

3.48



Number of values           19                     68
Minimum                                    0.01                  0.01
Maximum                            0.7                    0.5
Mean                                        0.117             0.0901
Standard deviation       0.164               0.101
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Figure 3.17.  Box-whisker plot of Set 1 fracture spacing in Domains I and II.  The caps 
at the end of each box signify the minimum and maximum fracture spacing, the bos 
represents the lower and upper quartiles and the line across the center of the box is the 
median.  Diamonds represent outlier values, which are points that fall either below 
LQ-1.5*DQ or above QU-1.5*DQ, where LQ-lower quartile, DQ=difference between 
quartiles, and QU=upper quartile.
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Figure 3.18.  Box-whisker plot of Set 1 fracture spacing in the limbs and hinges of 
folds in Domain I.  The caps at the end of each box signify the minimum and maxi-
mum fracture spacing, the box represents the lower and upper quartiles and the line 
across the center of the box is the median.  Diamonds represent outlier values, which 
are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where LQ=lower 
quartile, DQ=difference between quartiles, and DQ=upper quartile. 

Set 1, Domain I
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Figure 3.19. Box-whisker plot of Set 1 fracture spacing in the limbs and hinges of 
folds in Domain II.  The caps at the end of each box signify the minimum and 
maximum fracture spacing, the box represents the lower and upper quartiles and the 
line across the center of the box is the median.  Diamonds represent outlier values, 
which are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where 
LQ=lower quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.20. Box-whisker plot of Set 2 fracture spacing in Domains I and II.  The caps 
at the end of each box signify the minimum and maximum fracture spacing, the bos 
represents the lower and upper quartiles and the line across the center of the box is the 
median.  Diamonds represent outlier values, which are points that fall either below 
LQ-1.5*DQ or above QU-1.5*DQ, where LQ-lower quartile, DQ=difference between 
quartiles, and QU=upper quartile.
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Figure 3.21. Box-whisker plot of Set 2 fracture spacing in the limbs and hinges of 
folds in Domain I.  The caps at the end of each box signify the minimum and maxi-
mum fracture spacing, the box represents the lower and upper quartiles and the line 
across the center of the box is the median.  Diamonds represent outlier values, which 
are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where LQ=lower 
quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.22. Box-whisker plot of Set 2 fracture spacing in the limbs and hinges of 
folds in Domain II.  The caps at the end of each box signify the minimum and 
maximum fracture spacing, the box represents the lower and upper quartiles and the 
line across the center of the box is the median.  Diamonds represent outlier values, 
which are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where 
LQ=lower quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.23. Box-whisker plot of Set 3 fracture spacing in Domains I, II, and III.  The 
caps at the end of each box signify the minimum and maximum fracture spacing, the 
bos represents the lower and upper quartiles and the line across the center of the box is 
the median.  Diamonds represent outlier values, which are points that fall either below 
LQ-1.5*DQ or above QU-1.5*DQ, where LQ-lower quartile, DQ=difference between 
quartiles, and QU=upper quartile.
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Figure 3.24. Box-whisker plot of Set 3 fracture spacing in the limbs and hinges of 
folds in Domain I.  The caps at the end of each box signify the minimum and maxi-
mum fracture spacing, the box represents the lower and upper quartiles and the line 
across the center of the box is the median.  Diamonds represent outlier values, which 
are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where LQ=lower 
quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.25. Box-whisker plot of Set 3 fracture spacing in the limbs and hinges of 
folds in Domain II.  The caps at the end of each box signify the minimum and 
maximum fracture spacing, the box represents the lower and upper quartiles and the 
line across the center of the box is the median.  Diamonds represent outlier values, 
which are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where 
LQ=lower quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.26. Box-whisker plot of Set 3 fracture spacing in the limbs and hinges of 
folds in Domain III.  The caps at the end of each box signify the minimum and 
maximum fracture spacing, the box represents the lower and upper quartiles and the 
line across the center of the box is the median.  Diamonds represent outlier values, 
which are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where 
LQ=lower quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.27. Box-whisker plot of Set 4 fracture spacing in Domains I, II, and III.  The 
caps at the end of each box signify the minimum and maximum fracture spacing, the 
bos represents the lower and upper quartiles and the line across the center of the box is 
the median.  Diamonds represent outlier values, which are points that fall either below 
LQ-1.5*DQ or above QU-1.5*DQ, where LQ-lower quartile, DQ=difference between 
quartiles, and QU=upper quartile.
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Figure 3.28. Box-whisker plot of Set 4 fracture spacing in the limbs and hinges of 
folds in Domain I.  The caps at the end of each box signify the minimum and maxi-
mum fracture spacing, the box represents the lower and upper quartiles and the line 
across the center of the box is the median.  Diamonds represent outlier values, which 
are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where LQ=lower 
quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.29. Box-whisker plot of Set 4 fracture spacing in the limbs and hinges of 
folds in Domain II.  The caps at the end of each box signify the minimum and 
maximum fracture spacing, the box represents the lower and upper quartiles and the 
line across the center of the box is the median.  Diamonds represent outlier values, 
which are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where 
LQ=lower quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.30. Box-whisker plot of Set 4 fracture spacing in the limbs and hinges of 
folds in Domain III.  The caps at the end of each box signify the minimum and 
maximum fracture spacing, the box represents the lower and upper quartiles and the 
line across the center of the box is the median.  Diamonds represent outlier values, 
which are points that fall either below LQ-1.5*DQ or above QU-1.5*DQ, where 
LQ=lower quartile, DQ=difference between quartiles, and DQ=upper quartile. 
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Figure 3.31. Well log for the Kemik  #1 showing formation tops, zones of potential secondary 
porosity from fractures, vitrinite reflectance values and the associated level of thermal maturity. 
Note the repetition of the Kemik Sandstone and Kingak Shale which indicates a thrust fault. 
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Figure 3.32. Well log for Kemik  #2 showing formation tops, zones of
potential secondary porosity from fractures, vitrinite reflectance values and 
corresponding levels of thermal maturity.
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Figure 3.33. Well log for Beli # 1 showing formation tops, zones of potential secondary 
porosity from fractures, vitrinite reflectance values and the associated stage of thermal 
maturity. 
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Figure 3.34. Well log from West Kavik #1 showing formation tops, zones of potential 
secondary porosity, vitrinite reflectance values and the corresponding stages of thermal 
maturity. 
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Figure 3.35. Generalized geologic map of the study area showing location of fluid inclusion (red dots), vitrinite reflectance 
(yellow diamonds) and conodont alteration indices (green squares) samples collected during this study.
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ABSTRACT 

Episodic deformation, triangle zone development and related backthrusting in the central Brooks 
Range foothills play a major role in the distribution of fractures and the thermal history of rocks 
involved in the deformation.  Structural reconstructions suggests that the rocks forming the core 
of the orogen, the Endicott Mountains allochthon, were emplaced during Valanginian time at 
temperatures ~150°C.  Fractures associated with that deformation are cement filled, indicating 
they formed in the presence of fluids.  After a period of quiescence during the late Cretaceous, 
renewed deformation involved shortening of the orogenic wedge and the development of a 
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triangle zone and overlying backthrust in adjacent Late Cretaceous rocks of the foreland basin.  
This later deformational event and subsequent uplift resulted in two sets of unfilled fractures that 
affect all parts of the fold-and-thrust belt.  Restriction of filled fractures to the older and 
structurally deeper parts of the orogen imply that fluids were not a significant factor in fracture 
development in the younger parts of the system.  Thus the latest and most obvious fractures 
visible at the surface may not have played an important role in petroleum migration. 

INTRODUCTION 

Open fracture networks in foreland basin systems can enhance fluid flow and subsequent heat 
distribution throughout the basin system (Deming et al., 1992, 1996; Allen and Allen, 2005, 
Hanks et al., 2006).  Understanding the distribution and character of open fracture networks 
therefore is critical to understanding the maturation, migration and charge history of any 
potential foothills petroleum system (Bachu, 1995; Moore et al., 2004; Hanks et al., 2006).   
  
Fractures commonly form in foreland basins either as a result of anisotropic horizontal stress in 
flat-lying units or due to stress associated with fold-and-thrust deformation.   The earliest 
fractures occur in flat-lying units, form parallel to the direction of maximum tectonic 
compression and are usually perpendicular to bedding (i.e. vertical in flat-lying units) (Hancock 
and Engelder, 1989; Lorenz and others, 1991, other more recent refs).  When fold-and-thrust 
deformation incorporates these foreland basin sediments, another generation of fractures can 
form that is dependent on structural and stratigraphic position (Cooper, 1992; Hanks et al., 1997; 
Florez-Nino et al., 2005). 
  
This study documents changes in the character and distribution of fractures along a transect 
across the central Brooks Range fold-and-thrust belt (Figures 4.1 and 4.2).  This information and 
the general structural style are combined with apatite fission track (AFT), seismic and well data 
to develop balanced reconstructions that constrained the timing of fracturing in the foothills 
relative to the overall structural evolution of the fold-and-thrust belt. 
  
While this study focuses specifically on the central Brooks Range, the data and concepts 
presented are relevant to understanding the evolution of fracture networks where triangle zones 
are a major structural element at the leading edge of the fold-and-thrust belt.  In particular, it 
demonstrates how integration of field, subsurface and thermal data is critical for documenting the 
relationship between the relative timing of fracturing and the structural evolution of the fold-and-
thrust belt. 
 
REGIONAL GEOLOGY 

Tectonic setting 
  
The Brooks Range is the northernmost part of the North American Cordillera (Figure 4.1) In 
Alaska collision of an island arc resulted in the collapse of a south-facing Paleozoic passive 
continental margin and emplacement of at least seven allochthons (Moore et al., 1994). 
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Allochthon emplacement loaded the lithosphere and created the Colville basin, a strongly 
asymmetric foreland basin.  While most shortening occurred during Late Jurassic to Early 
Cretaceous time (Moore et al., 1994), episodic post-collisional contraction during the Cretaceous 
and early Tertiary resulted in several episodes of fold-and-thrust deformation in the central 
Brooks Range, northward progradation of the fold-and-thrust belt and formation of the 
northeastern Brooks Range (O’Sullivan et al., 1997, 1998a; Moore et al., 2004; Wallace and 
Hanks, 1990).  

Transect stratigraphy 
 
The stratigraphy along the transect (Figures 4.2 & 4.3) consists of the structurally lowest 
allochthon, the Endicott Mountains allochthon (EMA) and overlying and adjacent basin-filling 
sediments derived from the Brooks Range (Brookian sequence).  The dominant unit of the EMA 
in the transect area is the Carboniferous Lisburne Group, a northerly-derived carbonate platform 
and passive margin sequence of limestone, dolomite and interbedded shale (Figure 4.3).  The 
Lisburne Group is unconformably overlain by northerly-derived, fine-grained clastic rocks of the 
Permian Siksikpuk and Triassic Otuk Formations. The Lisburne, Siksikpuk, and Otuk are 
mapped separately in surface portions of the transect but are considered as a single unit for 
subsurface analysis in this study.   
  
Brookian clastic sedimentary rocks are dominantly Cretaceous and Tertiary in age and were 
derived from the ancestral Brooks Range to the south (Figures 4.1 and 4.3) (Moore et al., 1994, 
2004). The oldest Brookian sediments are turbidites and olistostromes of the Lower Cretaceous 
Okpikruak Formation (Ko) that were deposited both in wedge-top piggy-back basins and in the 
foredeep (Wallace et al., 2006; Peapples et al., 2007).  These rocks were subsequently 
incorporated into the thrust belt and are now a tectonic mélange. 
  
The overlying Fortress Mountain Formation (Kfm, Figs. 4.2 and 4.3) was deposited both in the 
piggyback basins and in the proximal foreland basin (Wallace et al., 2006) and consists of 
laterally discontinuous, immature, marine and non-marine siltstone, sandstone and conglomerate 
(Bird and Molenaar, 1992; Mull et al., 2003).  The Torok Formation (Kto, Figs 2 and 3) is the 
deep-water, distal basin equivalent of the Fortress Mountain Formation and consists of gray to 
black, nonresistant marine silty shale, mudstone and clay shale with interbedded medium to fine 
grained sandstone (Mull et al., 2003). The Torok is the most volumetrically significant unit in the 
transect map area.  
  
The Torok grades vertically into overlying Albian to Cenomanian sediments of the Nanushuk 
Formation (Kn; Figures 4.2 and 4.3) (Mull, personal communication, 2004).  The Nanushuk 
consists of marine to non-marine molasse sediments that are interpreted to have been deposited 
in a marine influenced, delta system that prograded from southwest to northeast (Bird and 
Molenaar, 1992; Mull et al., 2003; Finzel, 2004). 
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Regional fracture characteristics 
  

Previous fracture studies in northern Alaska have focused on the northeastern Brooks Range 
(NEBR) (Hanks et al., 2004; Hayes, 2004; Shackleton et al., 2005). These studies have 
recognized four fracture sets that fall into three general categories: 1) pre-fold, 2) syn-fold and 3) 
post-fold fractures.  Pre-folding fractures are oriented normal to the thrust front and are 
interpreted to form under high fluid pressures and low differential stresses in flat-lying strata in 
front of the advancing fold-and-thrust belt (Hanks et al., 2004; Hayes, 2004).  Syn-folding 
fractures formed in different orientations depending on the type of fold and the degree of folding, 
but are generally due to outer-arc stretching during flexural slip, buckling and detachment 
folding.   Both of these early sets of fractures are filled with calcite or quartz cement, suggesting 
that they formed in the presence of fluids.   
  
Later syn-fold and/or post fold fractures are unfilled, suggesting that these fractures formed in 
the absence of fluids.  Unfilled ‘syn-fold ‘fractures re attributed to late flexural slip folding 
and/or relief of stored elastic strain during unroofing.   Unfilled post-fold fractures parallel the 
filled prefold fractures and are potential reactivations of set 1 fractures.  These fractures may 
have formed within the thickening orogenic wedge at shallow depths as the older and more 
hindward (orogen proximal) sections of the orogenic wedge were uplifted and unroofed and 
unroofed.   
 
Timing of deformation and uplift 

 
Previous apatite and zircon fission track studies indicate that the Brooks Range has undergone at 
least 5 episodes of rapid cooling (O’Sullivan et al., 1997).  Only three of these events are 
recorded in the central Brooks Range and central foothills (Mull et al., 1997; O’Sullivan et al., 
1997).  The other two are exclusively related to the uplift and fold-and-thrust deformation of the 
NEBR (O’Sullivan et al., 1998b; O’Sullivan and Wallace, 2002).    

 
The oldest cooling event recognized using apatite fission track (AFT) data is in the core of the 
Brooks Range and the foothills and yields cooling ages of ~100 Ma.  This event is interpreted as 
cooling related to initial uplift of the core of the Brooks Range orogen (O’Sullivan et al., 1998a).  
The second regional cooling event occurred from ~70 to 60 Ma and is recorded over much the 
Brooks Range, Brooks Range foothills and Colville basin.  This event is interpreted as the timing 
of cooling associated with regional fold-and-thrust deformation (Mull et al., 1997; O’Sullivan et 
al., 1997, 1998a; Moore et al., 2004).  A third event at ~25 Ma is recorded north of the central 
Brooks Range in the distal Colville basin.  This event is interpreted to represent Oligocene 
progression of fold-and-thrust deformation into the distal basin sediments (O’Sullivan et al., 
1997; O’Sullivan, 1999).   

 
The remaining two cooling events are recorded in the northeastern Brooks Range (NEBR) and 
occurred at ~45 Ma and ~35 Ma.  These two events did not affect the central Brooks Range 
(O’Sullivan et al., 1998b; O’Sullivan and Wallace, 2002). 
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Thermal history of northern Alaska 

 
Regionally, thermal maturity in the Colville basin is highest in the south and decreases with 
distance to the north, indicating deeper burial and, subsequently, greater amounts of uplift and 
erosion near the mountain front (Bird and Molenaar, 1992; Howell et al., 1992; Johnsson et al., 
1994). The width of the oil window (Ro = 0.6 to 2.0%) increases from 1.5 km in the northern 
basin to 4.5 km in the foothills as a result of variations in geothermal gradient (Bird and 
Molenaar, 1992).  Fold-and-thrust deformation and related uplift and erosion have exposed the 
oil and gas window at the surface throughout the southern foothills of the Brooks Range (Bird 
and Molenaar, 1992; Howell et al., 1992).  In the foothills, deformation of the 0.6% Ro isograd 
indicates that deformation continued subsequent to maximum burial (Johnsson, et al., 1994).  
Based on mapping of the 0.6% Ro isograd, hydrocarbon potential in the central and northeastern 
Brooks Range foothills is limited primarily to gas due to the high thermal maturity (Howell et al., 
1992; Bird, 2001).   
  
Stable isotope data from fracture fill from areas west of this study suggest that the central Brooks 
Ranges has undergone two stages of deformation and associated fluid flow (Moore et al. (2004.  
Fluids in filled fractures associated with a 160 and 120 Ma deformational event reached 
temperatures of ~250°-300°C.  A second fracture event is interpreted to have occurred at 
temperatures of ~150°C during early Tertiary time.  
 
METHODS 

Surface mapping and data collection 
  
A surface map of the transect (Figure 4.2) was compiled using both detailed mapping of 
representative areas (Duncan, 2007) and published maps (Mull and Sonnemann, 1975; Kelley, 
1990; and Peapples et al., 2007).  Fracture data (Table 4.1) were collected using the straight 
scan-line fracture survey method (reference?) and included fracture orientation, morphology, 
presence or absence of fill and relative age relationships.  Representative oriented samples of 
filled fractures and fault gouge were collected for fluid inclusion analysis, including 
microthermometry, pressure conditions and the composition and density (i.e. salinity of fluids) of 
the fracture fill at the time of crystallization (Table 4.2; Roedder, 1984; analysis by Marty Parris 
and Petrofluid Solutions). 15 samples were collected for fission-track analysis from sedimentary 
units likely to have detrital apatite and/or zircon (Table 4.3; analysis by Paul O’Sullivan, A to Z 
Inc.) 
 
Subsurface mapping 
 
A 2D seismic reflection line  provided by Western Geophysica was interpreted in two-way travel 
time and depth converted(WG 89-29, Figures 4.2 and 4.4).  Seismic velocities for depth 
conversion were derived from sonic log velocities for units penetrated and from published 
velocities from wells on the North Slope (Mauch, 1989).  Stratigraphic correlations between 
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wells, seismic data and surface exposures are based on previous work done in the National 
Petroleum Reserve, Alaska (NPRA) (Kumar et al., 2002), and other published data (Mauch, 
1989; Bird and Molenaar, 1992; Moore and Potter 2003; Potter and Moore, 2003), as well as 
through personal communication with experienced North Slope geologists.  Seismic data 
interpretation and subsequent reconstruction of structural cross sections used LithoTect software 
by GeoLogic Systems.  

OBSERVATIONS:  

Overall structural style of the transect: 
  
The transect can be divided into three structural/stratigraphic packages (Figures 4.2 & 4.4): 1) 
the orogenic wedge of the Endicott Mountains allochthon (EMA); 2) underlying, relatively 
undeformed Paleozoic and lower Mesozoic passive margin sediments of the North Slope 
autochthon; and 3) the Brookian wedge-top and proximal foreland basin.  Only the EMA and 
parts of the foreland basin are exposed at the surface. 
  
The structurally lowest and thickest allochthon of the central Brooks Range, the Endicott 
Mountains allochthon, forms the core of the orogenic wedge in the transect area (Figures 4.2 & 
4.4; Wallace et al., 1997; Moore et al., 2004; Peapples et al., 2007). The detailed, internal 
stratigraphy and structure of EMA are not discernable in the seismic line where it is 
characterized by chaotic seismic reflections with a few fold hinges.  Where the EMA is exposed 
in the southern part of the transect, its structural style is controlled by the thick and mechanically 
rigid Carboniferous Lisburne Limestone which deforms into kilometer scale, fault-related folds 
that are detached from the underlying Mississippian Kayak Shale (Mky) (Figure 4.5).  An 
example of one of these structures is the Tiglukpuk anticline (Figures 4.2 and 4.5).  Overlying 
Permian and Triassic units (Siksikpuk and Otuk formations) remain structurally coupled to the 
Lisburne and deform with it.  In contrast, turbidites and olistostromes of the Cretaceous 
Okpikruak Formation (Ko) act as a relatively weak mechanical layer and are detached from the 
underlying Carboniferous through Triassic rocks.   
  
Cretaceous wedgetop and proximal basin deposits of the Fortress Mountain, Torok and 
Nunushak Formations are structurally decoupled from the underlying EMA.  The relatively 
competent Fortress Mountain Formation deforms into roughly symmetric, ~0.5-1 km scale, open 
folds that are cut by mostly south-dipping faults (Figure 4.6).  To the north, the laterally 
equivalent deep marine shales of the Torok Formation are deformed into smaller scale (meters to 
tens-of-meters) south-vergent folds and thrust faults (Figure 4.2).  However, in the subsurface the 
Fortress Mountain and the Torok Formation are seismically indistinguishable and are lumped 
together in the seismic interpretation (Figure 4.4).   

 
The overlying more structurally rigid sandstones of the Cretaceous Nanushuk Formation are 
deformed into kilometer-scale upright detachment folds visible in both the surface and 
subsurface data (Figures 4.2 and 4.4).  The Nanushuk Formation provides strong coherent 
reflectors that fade in intensity with depth, presumably as the lower Nanushuk grades into the 
upper Torok Formation. 
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The North Slope autochthon that underlies the wedge of EMA is not exposed at the surface but is 
visible in the seismic data as parallel reflectors that underlie both the EMA and the Brookian 
sediments (Figure 4.4).  These undeformed reflectors can be correlated to where the North Slope 
authochthon is penetrated by wells in the National Petroleum Reserve-Alaska (NPRA) (Mauch, 
1989; Kumar et al., 2002).   

 
Several relatively steep, south-dipping, north-vergent faults cut both the EMA and Brookian 
clastic foreland basin deposits in the subsurface and are exposed at the surface (Figures  4.2 and 
4.4).  These ‘breaching thrusts’ post date EMA emplacement.   

   
Structural domains 
  
The exposed part of the transect can be subdivided into four characteristic structural domains 
(Figure 4.2) based on the deformation style, fracture characteristics, AFT cooling ages and fluid 
inclusion microthermometry data from filled fractures. These structural domains provide key 
constraints on the kinematic history of the transect.  Domain characteristics are summarized in 
Table 4.4.  

Domain I   
  
Domain I is at the southern end of the transect and consists of the EMA exposed at the 
Tigulukpuk anticline (Lisburne Limestone Siksikpuk, Otuk Okpikruak Formations (Figures 4.2 
and 4.5). The Lisburne Limestone at Tiglukpuk anticline deforms as a rigid structural package 
and is folded into a doubly-plunging, north-vergent, overturned, asymmetric anticline (Figure 
4.5).  The tight flexural slip folding resulted in outer arc extension and associated extension 
fracturing and small-scale normal faulting; inner arc compression resulting in shear fracturing 
and small-scale duplexing.   
  
The Lisburne Limesone and overlying Siksikspuk and Otuk Formations of Domain I are 
intensely fractured with two sets of filled fractures (Sets 1 and 2, Table 4.1, Figure 4.7) and two 
sets of unfilled fractures (Sets 3 and 4, Table 4.1, Figure 4.7). Filled fractures of sets 1 and 2 
dominantly exhibit crack-seal textures and aqueous and solid, single- and two-phase inclusions. 
Fluid inclusions from the latest generation of fracture fill in set 1 fractures yielded 
homogenization temperatures of 147°C ± 20° (Table 4.2). 
  
Apatite fission track (AFT) samples from the Okpikruak Formation to the south of Tiglukpuk 
anticline indicate rapid cooling of these rocks through the annealing window at 68-60 Ma. (Table 
4.3).   

Interpretation 
  
The two cement-filled fracture sets in Domain 1 suggests that there were two episodes of deep-
seated fold-and-thrust deformation at Tiglukpuk anticline. The high fracture density and the 
abundance of crack-seal textures in the fracture fill of both sets 1 and 2 suggest that both fracture 
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sets formed at depth with high fluid pressure contributing to repeated fracturing.  Set 1 fractures 
are most likely related to the emplacement of the EMA onto the North Slope autochthon during 
Early Cretaceous time.  The ~150°C homogenization temperature recorded in the latest 
generation of Set 1 fracture fill (Table 4.2) combined with the 250-300°C temperatures seen to 
the west (Moore and others, 2004) is interpreted to indicated these fractures filled at depths from 
6 to 12 km (assuming a geothermal gradient of 25°C/km, O’Sullivan, 2006 personal 
communication).  The lower temperature is corroborated by conodont CAI (Color Alteration 
Index) from Tiglukpuk anticline of 1.5-2.0 (Dumoulin, 2005, personal communication), 
corresponding to temperatures of 60°C-140°C (Epstein et al., 1977).  Set 2 fractures (Table 4.1) 
probably formed during early Tertiary fold-and-thrust deformation.  However, no fluid inclusion 
data were obtained from these fractures that could constrain the temperature at which this 
deformation occurred.    

 
Unfilled Set 4 fractures share a similar orientation to the older Set 1 filled fractures.   This 
younger age and the conspicuous lack of fracture cement suggests that these fractures formed 
during uplift and unroofing under shallow, relatively dry conditions (e.g., Engelder, 1985; Hanks 
et al., 2004; Hayes, 2004). 

 
AFT data from Domain I (EMA) indicate total annealing of AFT samples before rapid cooling 
due to uplift and unroofing between 70 and 60 Ma (Table 4.3) 

Domain II 
 

Domain II is located north of Tiglukpuk anticline (Figure 4.2) and consists primarily of the 
Fortress Mountain Formation. Domain II is characterized by open, symmetrical, map-scale folds 
of Fortress Mountain clastic rocks that are structurally decoupled from the underlying Okpikruak 
Formation turbidites and mélange (Figure 4.6). Faulting is not usually directly observed due to 
poor exposure, but can be inferred via juxtaposition of units, age relationships and AFT cooling 
ages.  Where seen, small-scale faults generally dip south toward the mountain front and display 
offset from centimeters to meters.  
  
The only fracture sets observed in Domain II are the unfilled fractures of sets 3 and 4 (Table 4.1, 
Figure 4.7).  Because these fractures are unfilled, no temperature data from fluid inclusion 
studies are possible. 
  
Domain II can be subdivided into two different but thermally similar regions based on the AFT 
cooling ages (Figure 4.2, Table 4.4).  The southern part of Domain II (Domain II-S) yields 
cooling ages of 55-67 Ma.  To the north, Domain II-N yields cooling ages of 75-100 Ma (Table 
4.4).  The two subdomains are separated by a south-dipping thrust fault of regional significance 
(Figure 4.6).   
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Interpretation 
 
Deformation in Domain II was probably driven by shortening in the underlying EMA during 
Tertiary time.  Shortening of the EMA caused fold-and-thrust deformation in the overlying 
Fortress Mountain and Torok Formations with associated formation of syn-folding fractures (Set 
3; Stearns, 1968).  The lack of any fracture fill, secondary mineralization, or leaching along these 
fractures suggest that Set 3 fractures formed under relatively dry conditions. 
  
The widely spaced, vertically extensive and unfilled Set 4 fractures are consistent with unroofing 
fractures (Engelder 1985).  Erosional unroofing was probably due to structural thickening of the 
Fortress Mountain and Torok Formations during Tertiary thrusting. 

 
Besides constraining the age of uplift, further examination of the AFT cooling ages can constrain 
the amount and nature of the uplift.  Samples from a single anticline in Domain II-N yield 
cooling ages of 100.7 ± 7.1 Ma from the structurally and topographically highest point and 75.7 
± 5.2 Ma from the structurally and topographically lowest point.  Apatite from the 
topographically highest sample (100.7 ± 7.1 Ma) contains remnants of fission tracks that were 
not totally annealed, while the topographically lower sample contains apatite crystals that record 
both the ~100 Ma cooling and the 60-65 Ma cooling events.  This suggests that the 
topographically higher sample stayed slightly cooler (i.e. was not buried quite as deeply) as the 
lower sample.   The lower sample attained slightly higher temperatures and/or spent more time in 
the partial annealing zone (PAZ), and may have reached the total annealing temperature of 
110°C.   We can infer that the 110°C isotherm was likely constrained between the elevations of 
these two samples during maximum burial, indicating ~4.4 km of unroofing at this location 
(assuming a 25°C/km geothermal gradient).  These observations also suggest that folding 
occurred prior to the time of maximum burial because the higher sample did not reach the 
maximum temperature attained by the lower sample. 
  
Domain II-S yielded two AFT cooling ages of 55.7 ± 3.5 Ma and 61.0 ± 4.5 Ma, suggesting that 
these samples attained hotter temperatures than samples from Domain II-N.  Subsequent to 
burial, Domain II-S was thrust north on the thrust separating it from Domain II-N, juxtaposing 
the hotter rocks in the south with shallower, cooler rocks in the north.  

Domain III 
  
Domain III consists of the Torok Formation and is bounded to the south by the Fortress 
Mountain of Domain II and to the north by the Tuktu Escarpment, a prominent topographic ridge 
of relatively resistant Nanushuk Formation (Figures 4.2 and 4.7).  Where exposed, the Torok is 
deformed by small-scale (meters to tens-of-meters) folds and thrust faults.  Most of these 
structures are south-vergent with local north vergent structures.  South-vergent structures become 
more prevalent closer to the Tuktu Escarpment,  
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A distinguishing structural characteristic of Domain III is the presence of rare set 2 filled 
fractures (Table 4.4, Figure 4.7).  These filled fractures occur in coherent siltstone beds and are 
parallel to bedding, several centimeters in length, <3mm in aperture and filled with at least two 
and possibly three generations of calcite cement and inclusions (Table 4.1).  The last generation 
of calcite fill yielded primary aqueous single- and two-phase inclusions and secondary aqueous 
single- and two-phase inclusions with homogenization temperatures of 113°C ± 11°C (n=10) and 
114°C ± 12°C (n=10) respectively (Tables 4.2 and 4.4).  

 
Both fracture Sets 3 and 4 are also present in Domain III and are similar in character and 
distribution to those seen elsewhere.  

 
Samples for AFT analysis from sandy intervals in Domain III (Tables 4.3 and 4.4) yield partially 
reset annealing ages of xxx, indicating that the Torok in Domain III did not reside in the PAZ 
long enough and/or at high enough temperatures to fully anneal tracks recorded in detrital 
apatite.     

 
Interpretation 
  
Domain III is differentiated from Domain II to the south, and Domain IV to the north by its 
distinctive structural style, the presence of set 2 filled fractures and the thermal immaturity of the 
Torok Formation (Table 4.4).  The abundance of south-vergent structures in the Torok suggests 
that the Tuktu Escarpment marks the top of a major zone of back thrusting associated with the 
formation of a triangle zone in the footwall (Figure 4.8). The mechanical contrast between the 
Torok, the overlying Nanushuk and underlying Fortress Mountain make the Torok the ideal 
location for a stratigraphically controlled back thrust (Couzens and Wiltschko, 1996; Jones, 
1996).  The presence of Set 2 filled fractures suggests that fluids were present during 
deformation.  

 
The Domain III cooling curve indicates relative thermal immaturity of the Torok as the samples 
dipped into the PAZ but temperatures were not hot enough to anneal and overprint the thermal 
signature of cooling at ~100 Ma (Figure 4.8).  The samples then were quickly uplifted and 
cooled between 70 and 60 Ma and never fully annealed. 

Domain IV 
  
Domain IV consists of the Nanushuk Formation, is bounded to the south by the Tuktu 
Escarpment and extends north for the remainder of the transect (Figures 4.2 and 4.8).  The 
Nanushuk Formation is deformed into kilometer-scale, low amplitude, symmetrical open folds 
with no strong or consistent sense of vergence. Anticline hinges are narrow and commonly 
broken.  In some locations, Torok Shale is exposed in the core of the anticlines (Peapples et al., 
2007).  Fold limbs are planar and exhibit relatively constant dip (10°-15°), and synclines are 
broad, open and flat-bottomed. Similar folds continue far to the north into the Colville basin and 
are visible on the seismic data.  Faults in the Nanushuk are most commonly south-dipping, north-
vergent thrust faults, but are typically poorly exposed. 
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Only fractures Sets 3 and 4 are present in Domain IV (Tables 4.1 and 4.4, Figure 4.7).  Lack of 
filled fractures precluded fluid inclusion analysis. 

 
AFT results from Domain IV are very similar to that of Domain II (Tables 4.2 and 4.4).  Apatite 
fission track cooling ages from the Nanushuk Formation indicate that the Nanushuk attained 
temperatures hot enough (� 110°C) to anneal fission tracks and record a cooling age of ~ 64-60 
Ma.  

Interpretation 
  
Domain IV Nanushuk fold trains are interpreted as detachment folds based both mechanical 
contrast between the Torok and Nanushuk and on the geometry of Nanushuk folds (Dahlstrom, 
1990).  Shortening of the more competent Nanushuk is interpreted to be above a triangle zone 
within the less competent Torok (Figure 4.8).  According to this interpretation, the Nanushuk has 
been transported southward (relative motion) above a regional back thrust and along a 
detachment surface at the base of the Nanushuk Formation.  The presence of unfilled fold-related 
fractures (Set 3) suggests that folding and associated fracturing occurred under conditions where 
hot fluids were not preferentially exploiting open fracture networks.   
 
RECONSTRUCTIONS 

 
Field observations of structural style, fracture characteristics, AFT and fluid inclusion data and 
subsurface interpretation were combined into a coherent structural model that incorporates 
important structural and thermal observations. The structural model extends from Tulugak #1 in 
the north to the range front and includes the seismic line WG 89-29 (Figure 4.2), and all four 
domains.  LithoTect software was used to develop a geometrically consistent reconstruction of 
the evolution of the transect.  

 
The deformed section and three stages of restoration are shown in Figure 4.9.  Figure 4.9 A is the 
deformed section; Figure 4.9 B represents an intermediate step at ~60-70 Ma, and Figure  4.9 C 
is  a final restoration to a time after emplacement of the EMA and deposition of the Fortress 
Mountain, Torok, and Nanushuk Formations.  Figure 4.9 D is the same stage of deformation as 
Figure 4.9 C, but restores all thermal data points to a minimum burial depth with respect to an 
assumed paleo-ground surface. 
 
Primary elements of the model: 
  
The model incorporates five primary structural elements: the North Slope autochthon, the EMA 
wedge (Domain I), Brookian ‘wedge-top deposits’ (Domain II),  the Torok Formation (Domain 
III), and the Nanushuk foreland basin deposits (Domain IV).  
The primary observations and assumptions that are integral to the reconstruction are: 

1) The deformational, fracture and fluid flow history of domain suggest that the EMA in 
Domain I has undergone at least two episodes of deformation.   

2) Domains II, III and IV have experienced only one episode of deformation. 
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3) The uplift history of the four domains is not a simple south to north, older to younger 
progression 

4) A regional back thrust separates Domains III and IV  
5) The majority of structural relief at Tiglukpuk anticline occurred prior to Tertiary time. 
6) The geothermal gradient is assumed to be 25°C/km. 

 
Restorations: 
 
Deformed state 
  
Some important observations about the deformed state cross section (Figure 4.9 A) are crucial to 
understanding the steps taken in the subsequent restorations: 
  
High angle breaching thrust faults in the Endicott Mountains allochthon (location a, Figure 4.9 
A) are interpreted as early Tertiary fold-and-thrust deformation because they clearly cross cut 
incoherent, internally deformed EMA stratigraphy in seismic data and the displace Brookian 
stratigraphy where exposed at the surface.  These high angle breaching thrust faults reduce the 
overall horizontal displacement of the wedge during fold-and-thrust deformation by 
accommodating a significant proportion of strain by vertical, rather than horizontal, 
displacement.   
  
The structurally thickened interval underlying the northern tip of the orogenic wedge (location b, 
Figure 4.9 A) is interpreted to be the Kingak Shale (Jk) and the basal detachment unit above 
which the orogenic wedge was emplaced. Because of structural thickening, the original thickness 
of Kingak Shale is difficult to determine.  The stratigraphic thickness used in the restoration is 
based on the thickness at the northern end of the line on the assumption that the Kingak there is 
least deformed and most closely represents the original thickness.  
  
The original thickness of the Okpikruak Formation (location c, Figure 4.9 A) is not known 
because topography of the wedge top at the time of deposition is unknown and because the 
Okpikruak Formation is now a tectonic mélange. For this reason, the Okpikruak Formation 
maintains equal area but is not restored. 
 
Restoration, stage 1:  
  
The first stage of restoration (Figure 4.9 B) removes the major displacement on the high angle 
breaching thrust faults (Figure  4.8 A, locations A) in the EMA wedge and cover.  The Brookian 
units not cut by breaching faults are allowed to passively deform above the reconstructed wedge 
deformation.   

 
Slip on the back thrust in the Torok and across the Torok/Nanushuk contact is also restored.  
Restoration of the back thrusting alone in this stage of deformation is not sufficient to return 
AFT data points to an appropriate depth.   
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Restoration, stage 2a: 
  
In this stage (Figure 4.9 C), penetrative strain and structural thickening in the Torok, Kingak and 
Shublik Formations was restored by area balancing of the Torok and underlying units and by 
restoration of the Nanushuk to original horizontality.  Unit thicknesses observed at the northern 
end of the section are assumed to be original depositional thicknesses  
 
Restoration, stage 2b: Incorporation of AFT and fluid inclusion data: 
  
Figure 4.9 D incorporates the AFT and thermal results into the reconstruction.  Time vs. 
temperature cooling curves summarize the overall trends in each domain. 

 
Vertical lines on the topographic profiles indicate the projected location of nearby AFT analyses.  
The height of the lines represents the amount of overburden necessary for samples to reach 60°C, 
the top of the apatite annealing window (2.4 km, assuming 25°C/km).  The resulting assumed 
paleo-ground surface indicates the minimum amount of unroofing necessary to be consistent 
with the thermal history recorded by AFT results.  
  

DISCUSSION:  
  
Surface and subsurface structural style, fracture distribution, AFT data and fluid inclusion data 
constrain the relative timing of deformation within the orogenic wedge of the Brooks Range 
foothills.  Deformation in the foothills can be subdivided into three separate deformational 
stages: 1) deformation within the orogenic wedge during Early Cretaceous time, lasting at least 
into Valanginian time, 2) reactivation of the wedge driving fold-and-thrust deformation and back 
thrusting between 70 and 60 Ma and 3) late stage, post-tectonic uplift and unroofing driven by 
the isostatic response to erosion.  These events are summarized in schematic form in Figure 4.10; 
Figure 4.11 shows the temperature history of the transect during these events and where fracture 
sets formed. 

Early Cretaceous deformation 
  
In the central Brooks Range, thrusting and related folding of the Lisburne Group, Siksikpuk 
Formation, and Otuk Formation (EMA), and the formation of the overlying tectonic mélange in 
the Okpikruak Formation are probably related to deformation within the orogenic wedge during 
EMA emplacement (Figure 4.10 A).  Set 1 filled fractures in the EMA of Domain I are 
interpreted to have formed during this early phase of deformation (Figure 4.11).  Crack-seal 
textures in filled fractures and the presence of multiple generations of fracture fill (Table 4.2) 
suggest that deformation was either a single long-lived episode or episodic.  The structural 
position, the abundance of filled fractures and the crack-seal textures are consistent with fracture 
formation in an actively deforming antiform with high fluid pressures.   
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Thermal data from fluid inclusions and conodont alteration indices indicate that the maximum 
temperature achieved at Tiglukpuk anticline was ~150°C.  The fluid inclusions contain methane, 
indicating that gas generation may have been active within the orogenic wedge.   These data 
suggest that the fracture network could have acted as a migration route for hydrocarbons 
generated at depth within the wedge.  
 
Deposition of Colville basin sediments during late Cretaceous time.  

 
A period of tectonic quiescence occurred after Albian time, lasting until the latest Cretaceous or 
Paleocene.  During this period, the Brookian clastic units of the southern foothills and foreland 
basin were deposited on top of the leading edge of the orogenic wedge and basinward into the 
adjacent foreland basin (Figure 4.10 B).  While most of the earlier deformation was complete 
prior to deposition of these sediments, minor deformation likely continued as suggested by Set 2 
fractures (Figure 4.10), growth folds in the Nanushuk (Finzel, 2004) and the extreme and abrupt 
facies variations within the Fortress Mountain Formation. 
 
Tertiary deformation 
  
Fold-and-thrust deformation resumed in the early Tertiary and resulted in transport of the 
orogenic wedge farther into the basin, shortening of the orogenic wedge via breaching thrust 
faults, and shortening of the foreland basin sediments above a south-directed backthrust (Figure 
4.10 C). A triangle zone formed within the Fortress Mountain and Torok, with the main zone of 
back thrusting probably located just south of the Tuktu Escarpment.  The overlying Nanushuk 
Formation was shortened via detachment folding and thrust southward, out of the basin.   

 
Fracture Sets 2 and 3 are interpreted to have formed during this time. Set 2 filled fractures are 
restricted to the orogenic wedge and to a few occurrences in the older part of the basin fill.  Set 2 
fractures probably are restricted to these areas because they were either deep enough to still be 
experiencing high fluid pressures (orogenic wedge) or were actively or locally dewatering (deep 
foredeep basin). 
  
Set 3 fractures occur throughout the transect and are also probably associated with folding, but 
are not filled with cement, suggesting that they formed later during Tertiary deformation and/or 
during dryer conditions.  
 

Late stage uplift and unroofing: 
  
The latest deformational event was post-tectonic uplift and unroofing driven by erosion and 
isostatic rebound of thickened crust.  Set 4 unfilled fractures are interpreted to have formed 
during this time due to release of residual stress in the rock as overburden is removed or due to 
cooling and contraction (Engelder, 1985; Hanks, 2004; Hayes, 2004).  
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Cooling History recorded by AFT 
 
This shortening pattern resulted in a complex cooling history.  While total burial was sufficient 
to anneal detrital apatite crystals in the Fortress Mountain Formation of Domain II, the southern 
area of Domain II (II-S) attained higher temperatures than the northern area (II-N). This may 
have been due to: 1) Domain II-S being closer to the sediment source, resulting in deeper burial 
and/or 2) Domain II-S undergoing more uplift along the breaching thrust that separates it from 
domain II-N. 
  
The Torok of Domain III did not reach maximum annealing temperatures (~110°C), and AFT 
samples did not record the 65-60 Ma cooling event. While AFT thermal data indicate that 
samples from Domain III did reach temperatures in the PAZ, the samples did not remain at that 
temperature long enough to erase the thermal record from the ~100 Ma event and to record the 
65 Ma event.  These data are interpreted as representing minor burial before, and little uplift as a 
result of, fold-and-thrust deformation. 
  
AFT samples from the Nanushuk north of the Tuktu Escarpment in Domain IV indicate that the 
entire Nanushuk cooled to <60°C between 65 and 60 Ma, presumably as a result of between 2.4 
and 4.4 km (or more) of uplift and unroofing.  Uplift is interpreted to have occurred largely along 
the regional back thrust, with displacement sufficient to exhume thermally reset AFT samples.  
Displacement along the back thrust resulted in deeply buried Nanushuk being juxtaposed against 
the less deeply buried samples from the Torok of Domain III.  
 
Implications for fluid flow 
  
Fractures formed in at several times and under a variety of conditions along the transect. Early 
fractures that formed during formation of the orogenic wedge could have acted as conduits for 
migration of fluids, including oil and gas out of the wedge into updip traps in the wedge itself  or 
in the foredeep basin.  These fractures could continue to serve as fluid conduits as the wedge 
evolved if they remained open.  Fluids that entered the system through deformation-driven 
topographic highs in the hinterland or range-front areas may have created areas of high hydraulic 
head that drove shallow fluid circulation in the proximal foreland basin. 

CONCLUSIONS 
  
Surface and subsurface structural, thermal and geochronologic data are integrated into a 
structural model of a transect through the central Brooks Range foothills and adjacent Colville 
basin that may provide important clues to the evolution of the central Brooks Range petroleum 
system.  Deformed Mississippian through Cretaceous rocks of the Endicott Mountains allochthon 
(EMA) and wedge-top and foredeep deposits of the Brookian Okpikruak Formation from an 
orogenic wedge that extends north and underlies Brookian wedge-top and proximal foreland 
basin deposits of the Cretaceous Fortress Mountain, Torok and Nanushuk Formations.  The 
northern tip of the orogenic wedge underlies a triangle zone consisting of strongly deformed 
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shales of the Torok Formation.  A south-directed backthrust overlies the triangle zone and 
underlies detachment folds within the Nanushuk Formation.   
  
Reconstruction of this structural model constrains the geometry and sequence of Cretaeous and 
early Tertiary deformation and uplift in the region.  The earliest deformation along the transect 
was Valanginian and older in age and involved emplacement of the orogenic wedge and 
deformation of the adjacent proximal foreland basin deposits of the Fortress Mountain 
Formation.  A complex sequence of filled fractures (Sets 1and 2) is associated with this 
deformational event.  Fluid inclusion homogenization temperatures and conodont alteration 
indices suggest that deformation occurred at temperatures of ~150°C.    
  
After a brief period of relative quiescence in the late Cretaceous and deposition of the Fortress 
Mountain, Torok and Nanushuk Formations of the Colville basin, fold-and-thrust deformation 
resumed during the early Tertiary.  Shortening affected all parts of the transect.  Breaching 
thrusts within the orogenic wedge facilitated shortening and northward translation of the wedge.  
A triangle zone formed within the Torok and allowed south-directed backthrusting and 
detachment folding of the Nanushuk Formation.  Set 3 unfilled fractures formed at this time in 
all parts of the transect, suggesting that most of the deformation occurred in the absence of 
significant fluids.  This event is recorded by AFT unroofing ages of 70 and 60 Ma.  
  
A late period of uplift and unroofing is represented by Set 4 unfilled fractures that occur across 
the entire transect area.  These fractures are interpreted as unloading fractures that formed in the 
absence of fluids as the result of erosional unroofing after fold-and-thrust related uplift. 
  
The restriction of filled fractures to the orogenic wedge and rocks immediately overlying it 
implies that these fractures were the open fractures during fluid generation and migration.  
However, these filled fractures do not occur in younger and structurally higher sediments.  Only 
unfilled fractures related to folding and/or uplift and unroofing occur in rocks above the 
backthrust are unfilled, implying that fluids were not prevalent at this structural position and at 
this time.   
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Unfilled - Set 3 and 4

NO FILLED
FRACTURES IN

DOMAIN II

NO FILLED
FRACTURES IN

DOMAIN IV

Domain I

Domain II

Domain III

Domain IV

Figure 4.7. Fracture orientation data, presented by domain.  Fracture orientation data are not representative of 
the distribution observed in the field because of sampling bias introduced by poor exposure and fracture 
spacing relationships, resulting in under-representation of fractures with wider average set spacing.  Filled 
fracture Sets 1 and 2 in Domain I can not be definitively distinguished by field relationships because Set 1 
fractures are reactivated and refilled during formation of Set 2 fractures.  The orientation of unfilled,Set 3 
fractures represents a range of conjugate fractures and acute bisectors.  Unfilled fractures of Set 4 are the 
only unfilled fractures present in Domain I. 
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Partial Annealing 
Zone 60°-110° C

Figure 4.11.  Time vs Temperature path for transect area.  Shaded ovals along curve indicate the 
timing and conditions of formation of fracture sets (stars 1-4) with respect to temperature. There 
is no constraint on the timing of the beginning of fracture set 1 and fluid inclusion data does not 
constrain the maximum temperature during fracture filling events in Domain I.  Letters refer to 
different time/temperature paths exhibited by the rocks along the transect.  Rocks of the Endicott 
Mountains allocthon (EMA) of Domain 1 have followed path A/A’’ and contain all four fracture 
sets; rocks of Domain IV have followed path B and only contain fracture sets 3 & 4.

Tertiary fold-and-
thrust deformation
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Set

1

2

3

4

Fracture characteristicsDomain
Relative age with 

respect to defomation
Valanginian and 

earlier emplacement 
of EMA

Calcite filled extension fractures, 
conjugate sets and en echelon fractures 
with closest average spacing of all 
orientations in EMA.  Set 1 fracture 
orientations formed coeval with each 
other as no clear cross cutting relation-
ships are apparent.  Set 1 fractures are 
~bedding normal

Only present in Domain I. 
cm-scale fracture spacing 
common.  Fracturing occurs 
in the EMA stratigraphy of 
domain I only.  Fracture 
orientation varies with 
structural position.  

Table 4.1.  The characteristics, distribution, and relative timing of fracture sets 1-4.  ‘Domain’ column shows 
in which domains each fracture set is present in outcrop and in what abundance: A = Abundant; C = 
Common; R = Rare; M = Missing.

Spacing and morphology
 in typical outcrop

I

II

III

IV

=

=

=

=

A

M

M

M

I

II

III

IV

=

=

=

=

A

M

R

M

I

II

III

IV

=

=

=

=

M

C

C

C

I

II

III

IV

=

=

=

=

C

C

C

C

Main Tertiary 
deformation

Post 
deformation 

uplift

Calcite filled fractures are closely spaced, 
sub-vertical fractures.  Appearance is 
similar to set 1 fractures.  Occur as both 
extension and conjugate conpression 
fractures in domain I. In domain III 
fractures are bedding parallel and do not 
occur as conjugate fractures.  

Only present in domains I 
and III.  Filled fractures 
reactivate set 1 fractures.  In 
domain III set 2 fractures are 
present but rare, occuring 
only in resistant lithologies.

Unfilled fractures are highly irregular and 
vary with changes and variations in 
lithologic properties. Domain II & IV 
fractures show no evidence of mineraliza-
tion or leaching around open fractures 
and no evidence of fill in open fractures.  
Domain III unfilled fractures are only 
surveyed in resistant beds.  

Set 3 unfilled fractures are 
irregular in dimension and 
orientation depending on 
structural position and 
lithology.  Fracture spacing is 
dependant on lithology and 
structural position.

Set 4 fractures are unfilled and are not 
constrained by bedding units.  Average 
spacing is typically much greater than 
sets 1-3.  Fractures are ~north-south 
striking, cross-cut structure and are 
longer, higher and have larger aperture 
than set 1-3 fractures.   

Fractures in outcrop are 
widely spaced and are rarely 
represented in all fracture 
surveys but are apparent in 
all domains. 
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CHAPTER 5 

Present-day in situ stress distribution in the Colville Basin, northern Alaska and 
implications for fracture development 
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Introduction 

 The orientation of open fractures within a basin is controlled by the minimum and 
maximum horizontal stresses (SHmin and SHmax respectively), along with the inherent 
strength of the rock.  These fractures, if present, often have permeablities that are orders 
of magnitude greater than that of the unfractured rock in which they form.  An 
understanding of fracture location, orientation, and timing is therefore an invaluable tool 
for understanding (1) fluid migration pathways from the source rock to the reservoir rock, 
(2) the timing of that fluid migration, and (3) how best to utilize fractures during well 
production.

This chapter summarizes a study that explored the relationship between horizontal 
in situ stress (SHmin and SHmax), vertical stress (Sv) and open fractures in the Colville 
Basin (Fig. 5.1).  The scope of this work includes (1) the regional mapping of SHmin and 
SHmax orientations based on borehole breakouts in wells in the Colville Basin, (2) 
determination of Sv from density logs, (3) and comparison of the length and number of 
breakouts with Sv to determine a potential ‘fracture window,’ and 4) backstripping of 
selected North Slope wells to identify when key source intervals entered this ‘fracture 
window.’

Geologic Setting 

The North Slope is part of a continental fragment, the Arctic Alaska plate that extends 
from Northern Canada into northeastern Siberia.  What is now the southern edge of this 
plate was part of a Paleozoic to early Mesozoic passive continental margin that was rifted 
from the North American plate and rotated to its current position during Jurassic-
Cretaceous time (Bird, 1994).  The passive margin sediments, known as the Ellesmerian 
Sequence are relatively thin (2 to 3 km) and unconformably overlie the Pre-Mississippian 
metamorphic rocks that constitute the basement (Howell et. al., 1990) 
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The Brooks Range formed as the result of a collision during Late Jurassic and Early 
Cretaceous time between the Arctic Alaska plate and an island arc to the south.  During 
orogenesis, the Colville foredeep formed and filled with the relatively thick (7 to 10 km.) 
flysch known as the Brookian Sequence (Howell et. al., 1990).  The Colville Basin is a 
late Mesozoic and Cenozoic Basin that spans the entire width of the North Slope of 
Alaska (Bird and Molenaar, 1992).  It extends from the Brooks Range north to the 
Barrow Arch and from the Canadian Border west to a location beneath the Chukchi Sea. 

Deformation of the Brooks Range consisted of two periods of orogenesis, one during 
Late Jurassic and Early Cretaceous time and another from Late Cretaceous into the 
Tertiary with the latter being primarily constrained to the northeastern portion of the fold-
and-thrust belt.  As a consequence, the Colville Basin has grown progressively wider 
through time, with the depocenter migrating from the west (Early Cretaceous) to the 
northeast (present day). 

Measurement of In Situ Stress

In order to ascertain the current state of stress to which a body of rock is subjected, direct 
observations of stress indicators must be made in situ.  In regions that have been explored 
for petroleum, several approaches procedures useful data for stress analysis.  In this 
study, two such testing procedures were used: dipmeter log borehole breakout analysis 
and vertical stress calculation from density logs. 

Borehole breakouts are well bore wall phenomena that occur when a circular hole is 
drilled into pressurized rock (Bell, 1990).  The introduction of a free surface, in this case 
the borehole wall, reorients the stress field around that free surface, increases applied 
stress in some places, and decreases applied stress in others. These stress field changes 
result in the generation localized fracture sets that coalesce perpendicular to the 
maximum applied stress on the cross-sectional plane of the borehole.  These intersecting 
fracture sets weaken the well bore wall which may then subsequently fail and spall off 
into the hole.  This failure results in the borehole growing horizontally, resulting in an 
elliptical cross section that is elongated perpendicular to the direction of the maximum in 
situ horizontal stress, aka a borehole breakout. 

The most common method of observing borehole breakouts involves the observation of 
unprocessed dipmeter log data.  The sonde used to produce dipmeter logs consists of 
three or more equally spaced caliper arms with resistivity measurement tools on their 
ends, a gyroscopic compass, and a level to measure the sonde’s vertical inclination. When 
a sonde is lowered into a hole, the tension of its suspending cable produces a torsion 
which causes it rotate in the hole.  When the dipmeter tool reaches a well bore section 
that is not in gauge ( i.e., that has ‘broken out,’) one set of caliper arms locks into the 
larger diameter of the broken out section of wall and arrests the rotation of the tool until 
that section has been passed. 

From an unprocessed four arm dipmeter log, borehole breakouts can be picked and their 
azimuths and depths recorded.  The log signature of a borehole breakout is reasonably 



5-3

simple to recognize: one pair of calipers records the drilled diameter (in gauge hole) of 
the hole and the other will record a larger diameter (Figure 5.2). Furthermore, the 
azimuth will cease to change and will record one consistent value throughout the area of 
spalling.

Although in ideal circumstances borehole breakouts are easily picked from logs, there are 
other phenomena, the most common of which are washouts and key seats, with which 
they may be easily confused (Figure 5.3).  Washouts occur when the bore wall material is 
literally washed away by either drilling fluid or escaping formation water.  The resultant 
log records include well bore diameters from both caliper sets that are greater than that of 
the actual gauge hole.  It is possible, however, than a washed out area may be broken out 
as well, but if these observations are to be used, extra care must be taken.  For example, 
in young basins, poorly consolidated sediments (which are more easily washed out) are 
often closer to the surface where the rate of tool rotation is relatively slow compared to 
that at greater depths.  It may therefore be difficult or impossible to tell if the tool has 
stopped rotating in the hole thereby indicating a breakout.  It is also possible, at any 
washout at any depth, that the well bore diameter has exceeded the maximum measurable 
diameter of the tool.  In that case, one or more of the caliper arms may not be in contact 
with the well bore thereby rendering the data useless. 

Another log signature easily misinterpreted as a borehole breakout is a “key seat.”  Key 
seats occur in wells that have deviated to the point that the drill pipe has cut into the well 
bore wall.  The resultant log produced by a key seat will show one caliper set with a 
greater than in-gauge hole diameter, the other set with a less than in-gauge hole diameter, 
and a single azimuth over the length of the key seat.  It is important, however to observe a 
suspected key seat relative to the logged sections surrounding it.  For example, an in-
gauge hole may appear to have a diameter less than that of the drill bit because of a build 
up of mud cake on the borehole wall. 

Borehole breakouts provide a means to determine the orientations and relative 
magnitudes of stresses in situ but do not provide quantitative measurements of absolute 
stress (Bell, 1990; McLellan et al., 2005). Although it has been proposed that it may be 
possible to determine absolute stresses by comparing borehole breakout shape with 
mathematical models of borehole failure, horizontal stress is most often measured by 
performing a leakoff test on an uncased well.  During the performance of a leakoff test, 
bore fluid pressure is increased to the point that hydraulic fractures are artificially 
generated in the rock surrounding the well bore. The pressure needed to fracture the rock 
in this fashion is a quantitative measure of the in situ stress.  However, no leakoff tests 
were available or conducted during this study. 

The magnitude of the vertical stress (Sv) is the pressure at a given depth exerted by the 
material overlying the material at that given depth. One method for determining Sv from 
bulk density logs entails plotting a best-fit function to a plot of bulk density vs. depth 
(e.g., McLellan, 2005; Zoback et al., 2003).  Once that function is determined and 
defined mathematically, its integral is a function of pressure with respect to depth.  An 
alternative method entails the numeric integration of pressures produced by discrete 
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increments of the rock column for which measurements of bulk density (rhob) are 
recorded in bulk density logs.  This method precludes the computation of a best-fit 
function for data sets that frequently exceed 10,000 data points and reduces error by 
avoiding approximation.  

For a given well, the magnitude of Sv is determined through analysis of neutron density 
logs.  The digital well log files used in the study are in the Schlumberger .LAS file format 
which is a space-delimited table that can be opened using a spreadsheet program.  In that 
program the pressure exerted over every increment of logged depth is calculated by: 

dSv = � * g * dd 

where dSv is the pressure exerted by a thickness of rock dd with a density � and g is the 
acceleration due to gravity.  At a given depth, Sv is simply the sum of each overlying 
dSv.  Density log data is, unfortunately, often absent at shallow depths.  To accommodate 
this fact, a plot is made of Sv vs. depth which will under most circumstances be 
approximately linear.  Using the slope of a linear fit to this data and assuming that (1) 
there are no major near surface density fluctuations and (2) Sv = 0 at the surface, an 
equation relating depth and Sv is determined. 

Wells used in the borehole breakout portion of this study are shown in Figure 5.4.
Additional wells were used to calculate regional Sv gradients and are listed in Table 5.1.
Well data for both the borehole breakout and Sv analysis were obtained through the 
Alaska Oil and Gas Conservation Commission in Anchorage, AK and via the world wide 
web from the USGS NPRA Legacy Data Archive. 

Results

i) Horizontal Stresses 

Borehole breakout orientation data are compiled into a table (Table 5.2) where the 
averages and standard deviations of breakout orientations are recorded along with Zoback 
(1992) well ratings for each well.  The orientation of breakouts for each well is 
summarized in rose diagrams (Fig. 5.5) and with depth (Fig. 5.6). The majority of the 
wells surveyed in this study appear to display single mode breakout orientations; several
(e.g., Kugrua #1, S. Meade #1, Walakpa #1 and Tulageak #1) display bimodal 
orientations.

Orientations of new and previously published borehole breakouts (Hanks et al., 1999) are 
compiled in Fig. 5.7.  Assuming that SHmax is oriented perpendicular to the long 
direction of the borehole breakout, a regional stress field was hand fit to these data (Fig. 
5.7).

ii) Vertical Stresses 
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For all the wells for which a neutron density log was available, a Sv vs. depth plot was 
generated (e.g., Fig. 5.8).  Assuming that the vertical stress gradient remains consistent 
throughout unlogged depth sections and that Sv=0 at the surface for onshore wells, the y-
intercept of the linear best fit function was set to zero.  For all the wells used in this 
study, plots of Sv vs. depth approximated a linear function.  Consequently, the Sv of 
individual wells can be compared simply by comparing the Sv gradient (Table 5.1).

Regional variations in the vertical stress gradient are depicted in Figure 5.9. 

iii) Borehole breakouts vs. Sv 

Several plots were generated in order to evaluate the relationship between Sv and the 
location of borehole breakout.  For all of these plots, borehole breakout depth was 
converted to a vertical stress value using the previously calculated vertical stress gradient 
for that well.

The likelihood of breakout occurrence with respect to Sv is summarized in three plots.  In 
Figure 5.10, stress values are divided into 5 MPa intervals and the number of breakouts in 
each interval is counted.  This graph shows breakout peaks at MPa values of ~20-25,  ~ 
80 and  ~120 Mpa. A similar distribution of breakouts vs. Sv is illustrated on a plot of
cumulative breakout count vs. Sv (Fig. 5.11).   

Breakout length is one measure of the’ quality’ of the breakout—longer breakouts are 
considered a better indicator of SHmax orientation than shorter breakouts (Zoback, 
1992). Figure 5.12 summarizes the relationship between Sv and breakout length. Peaks in 
breakout length occur at 15 – 35 MPa, ~70 – 100 MPa and ~ 115 – 135 MPa 

iv) Backstripping 

Backstripping and decompaction of select wells established when major source rock 
intervals entered this interval of maximum breakouts.  The two source rocks of interest 
were the Triassic Shublik Formation and the Cretaceous pebble shale unit. 

‘Subside!’ (Hsui, 1989) was used to decompact and backstrip individual wells.  Figure 
5.13 shows the results for Inigok #1, located eastern NPRA. Figures 5.14-5.16 illustrate 
the progression of Shublik burial to the depth of maximum borehole breakouts—10,000 
feet--and the orientations of SHmax at key times.  The orientation of SHmax is assumed 
to be perpendicular to the orientation of the Brooks Range deformation front at that time, 
consistent with the present-day orientation of SHmax.  Similarly, Figures 5.17 and 5.18 
illustrate burial of the Cretaceous pebble shale unit to >10,000 ft at key times and the 
corresponding proposed orientation of SHmax.

Discussion

i) Regional Distribution of In Situ Horizontal Stresses 
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In general, maximum regional horizontal stress orientations in Northern Alaska are 
oriented perpendicular to the active deformation front of the Northeastern Brooks range 
with some perturbation along the boundaries of the Colville Basin (Fig. 5.7).  There are, 
however, areas where stress orientations are shifted away from the normal to regional 
modern deformation front:  near the deformation fronts of the west and central Brooks 
Range, over the Barrow Arch, and near the edge of continental shelf.  These shifts may 
be the result of edge effects on the stress field of the basin or they may be caused by real 
applied stresses applied by other far field stress input. 

ii) Sv and breakout distribution 

There appear to be three ranges of Sv that are conducive to the formation of borehole 
breakouts with depth: a low range at ~20-25 MPa, an intermediate range at ~80 MPa, and 
a high range at ~120 MPa. Over these ranges both the breakout count and the length of 
breakouts are notably higher than in other vertical stress ranges (Figs. 5.10, 5.11 & 5.12). 
These values of MPa roughly correspond to depths of  750-1000 m (2500-3300 ft), 3300 
m (10800 ft) and 4700 m (15400 ft) respectively. 

There is however a notable degree of uncertainty involved in this type of analysis.  When 
observing data from relatively deep wells with complete (or near complete) log coverage, 
breakouts appear to occur in greater numbers at greater depth.  However, dipmeter logs 
are not run on all wells for all depths.  Consequently, plots of breakout number and length 
vs. depth (Figs. 5.10, 5.11 & 5.12) are probably skewed because of preferential sampling 
of shallower depths, making it appear that a large percentage of breakouts occur at 
shallow depths.

In addition, while breakouts appear to be abundant at ~750-1000 m depth, they are not 
consistent in orientation (Fig. 5.6, E. Simpson #2, Tulageak#1, Walakpa #1 and Hanks et 
al, 1999).  This suggests that the apparent breakout peak may be either a sampling bias 
and/or not a true reflection of in situ stresses. 

iii) Implications for Set 1 fracture orientations 

The earliest fractures observed in both transect areas (Eastern Transect, Ch. 3; Western 
Transect, Ch. 4) are interpreted to have formed at depth in the foreland basin in advance 
of the growing fold-and-thrust belt, under low differential pressures and high fluid 
pressures.  In this interpretation, these fractures would have been oriented parallel to the 
current SHmax within the basin.  Similar fractures would be forming at depth in the 
Colville basin today. 

Borehole breakouts will be accentuated in zones that have fractures or other zones of 
weakness oriented perpendicular to the direction of breakout elongation.  Peaks in the 
number and length of borehole breakouts at Svs corresponding to depths greater than 
3000 m (10,800 ft) suggest that there is an abundance of extension fractures oriented 
perpendicular to the active thrust front starting at these depths.
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iv) Implications of backstripping 

Backstripping and decompaction of selected northern NPRA wells illustrate that the 
location and extent of this ‘fracture window’ has varied significantly through time as the 
Colville basin evolved.  Ellesmerian sequence rocks first entered the ‘fracture’ window’ 
in a narrow linear belt in the southernmost parts of the northern Colville basin during 
middle Cretaceous time.  Open fractures at this time would most likely have been 
oriented north-south.  This zone of potential subsurface fracturing widened and extended 
to the north-northeast during the remainder of the Cretaceous.  Overlying basal Brookian 
sediments did not enter the ‘fracture window’ in the northern parts of the basin until Late 
Cretaceous.  However, in most parts of NPRA, the younger Brookian sediments 
(Nanushuk and Colville Groups) were never buried deeply enough to enter the ‘fracture 
window.’
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Figure 5.2. Example of a borehole breakout.
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Figure 5.3. Four common borehole geometries and their corresponding caliper 
separations. Modified from Plumb and Hickman (1985).

5-12



Fi
gu

re
 5

.4
. M

ap
 o

f 
no

rt
he

rn
 A

la
sk

a 
sh

ow
in

g 
m

aj
or

 s
tr

uc
tu

ra
l e

le
m

en
ts

 a
s 

w
el

l a
s 

N
PR

A
 (

gr
ee

n 
ou

tli
ne

d 
ar

ea
) 

an
d 

A
N

W
R

 (
pu

rp
le

 o
ut

lin
ed

 a
re

a)
.  

 W
el

ls
 u

se
d 

in
 th

e 
bo

re
ho

le
 b

re
ak

ou
t p

or
tio

n 
of

 
th

is
 s

tu
dy

 in
cl

ud
e 

bo
th

 p
ub

lis
he

d 
da

ta
 (

nu
m

be
re

d 
w

el
ls

) 
an

d 
w

el
ls

 a
na

ly
ze

d 
as

 p
ar

t o
f 

th
is

 s
tu

dy
 

(l
et

te
re

d 
w

el
ls

).
  W

el
l n

am
es

 a
re

 li
st

ed
 in

 T
ab

le
 2

.  
T

he
 lo

ca
tio

n 
of

 a
dd

iti
on

al
 w

el
ls

 n
ot

 p
os

te
d 

on
 

th
is

 m
ap

 th
at

 w
er

e 
us

ed
 d

ur
in

g 
th

e 
Sv

 s
tu

dy
 a

re
 li

st
ed

 in
 T

ab
le

 1
.  

5-
13



 

Fi
gu

re
 5

.5
. O

ri
en

ta
tio

n 
of

 th
e 

lo
ng

 a
xe

s 
of

 th
e 

bo
re

ho
le

 in
 b

re
ak

ou
t i

nt
er

va
ls

 in
 N

PR
A

 w
el

ls
 e

xa
m

in
ed

 d
ur

in
g 

th
is

 s
tu

dy
.  

D
ep

th
 a

nd
 o

ri
en

ta
tio

n 
of

 in
di

vi
du

al
 b

re
ak

ou
ts

 a
re

 s
um

m
ar

iz
ed

 in
 T

ab
le

 2
. T

he
 o

ri
en

ta
tio

n 
of

 th
e 

m
ax

im
um

 in
 s

itu
 h

or
iz

on
-

ta
l s

tr
es

s 
(S

hm
ax

) 
is

 in
te

rp
re

te
d 

to
 b

e 
pe

rp
en

di
cu

la
r 

to
 th

e 
lo

ng
 a

xi
s 

of
 th

e 
bo

re
ho

le
 b

re
ak

ou
t.

5-
14



Fi
gu

re
 5

.6
.  

R
es

ul
ts

 o
f 

bo
re

ho
le

 b
re

ak
ou

t a
na

ly
se

s 
of

 s
el

ec
te

d 
N

PR
A

 w
el

ls
.  

Su
m

m
ar

iz
ed

 b
y 

w
el

l, 
de

pt
h 

an
d 

az
im

ut
h.

5-
15



Fi
gu

re
 5

.6
 (

co
nt

).
  R

es
ul

ts
 o

f 
bo

re
ho

le
 b

re
ak

ou
t a

na
ly

se
s 

of
 s

el
ec

te
d 

N
PR

A
 w

el
ls

.  
Su

m
m

ar
iz

ed
 

by
 w

el
l, 

de
pt

h 
an

d 
az

im
ut

h.

5-
16



Q
ui

ck
Ti

m
e™

 a
nd

 a
 d

ec
om

pr
es

so
r

ar
e 

ne
ed

ed
 t

o 
se

e 
th

is
 p

ic
tu

re
.

O
rie

nt
at

io
n 

of
Sh

m
ax

Fi
gu

re
 5

.7
. M

ap
 o

f 
no

rt
he

rn
 A

la
sk

a 
sh

ow
in

g 
or

ie
nt

at
io

n 
of

 
lo

ng
 a

xi
s 

of
 b

or
eh

ol
e 

br
ea

ko
ut

s 
an

d 
in

te
rp

re
ta

tio
n 

of
 

Sh
m

ax
 o

ri
en

ta
tio

n.

5-
17



Figure 5.8. Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.8 (cont). Graphs of Sv vs. depth for selected North Slope wells.
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Figure 5.10. Number of breakouts vs. Sv 
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Fig 5.11.  Cumulative distribution of number of breakouts vs. Sv. In this type of plot, line sections 
with a high relative slope indicate relatively high rates of breakout formation and vice versa.  
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Figure 5.12.  Distribution of breakout length vs. Sv
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name lat long slope Sv
Atigaru Point #1 70.556 -151.717 0.0258
Awuna Test Well 1 69.153 -158.023 0.0251
Cape Halket #1 70.767 -152.467 0.0252
Drew Point #1 70.880 -153.900 0.0241
E Teshekpuk #1 70.570 -152.944 0.0252
E. Simpson Test Well #1 70.918 -154.618 0.024
East Simpson #2 70.978 -154.674 0.0241
franklin bluffs unit 1 69.719 -148.697 0.0219
Iko Bay #1 71.171 -156.168 0.024
Ikpikpuk Test Well #1 70.455 -154.331 0.0231
Inigok Test Well #1 70.005 -153.099 0.0232
J W Dalton 70.920 -153.138 0.0245
Koluktak #1 69.752 -154.611 0.0245
Kugrua Test Well #1 70.587 -158.662 0.0235
Kuyanak Test 1 70.932 -156.065 0.0229
Lisburne Test Well #1 68.479 -155.693 0.0247
N Inigok #1 70.258 -152.766 0.0234
N Kalikpik #1 70.509 -152.368 0.024
Northstar 1 70.528 -148.856 0.0225
NW eileen st 2 70.365 -149.359 0.0206
OCS Y-0180 70.492 -148.693 0.0222
OCS Y-0181 70.492 -148.693 0.0247
PBU 1-2 70.242 -148.395 0.0226
PBU  1-4 70.241 -148.395 0.0228
PBU  2-1 23-25-11-14 70.270 -148.476 0.0231
PBU  3-6 70.232 -148.272 0.0228
PBU  4-1 70.268 -148.281 0.023
PBU  7-4 70.267 -148.576 0.024
PBU  9-7 70.248 -148.236 0.0237
PBU  A-1 70.265 -148.751 0.0239
PBU  B-3A 70.270 -148.673 0.0218
PBU  D-1 70.295 -148.752 0.0229
PBU  F1 23-02-11-13 70.335 -148.767 0.0235
PBU  G-3 12-11-13 70.323 -148.717 0.023
Peard Test Well #1 70.716 -155.001 0.0243
S Barrow 13 71.254 -156.628 0.0242
S Barrow 14 71.233 -156.303 0.0243
S Barrow 16 71.282 -156.546 0.0239
S Barrow 18 71.240 -156.311 0.0242
S Barrow 20 71.233 -156.336 0.0247
S Barrow 9 71.268 -156.609 0.0245
S Simpson Test Well #1 70.807 -154.982 0.0246
S. Meade #1 70.615 -156.890 0.0236
Seabee #1 69.380 -152.175 0.0247
Seal island 1 70.492 -148.693 0.0253
Shaviovik unit 1 69.542 -147.516 0.0243
Term well A 70.355 -148.593 0.0228
Tulageak Test Well #1 71.189 -155.734 0.0244
Tunalik Test Well #1 70.206 -161.069 0.0246
TW 24-11-14 70.297 -148.449 0.0221
W Channel no 1-3 70.162 -148.317 0.022
W Dease #1 71.159 -155.629 0.0246
W Fish Creek 1 70.327 -152.061 0.0255
W Kuparuk st 3-11-11 70.335 -149.307 0.0229
W T Foran 70.832 -152.303 0.0239
Walakpa Test Well #1 71.099 -156.884 0.0244
Walakpa Test Well #2 71.050 -156.953 0.0236
WT Foran 70.832 -152.303 0.0246

Table 5.1. Sv gradients by well.  
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CHAPTER 6 

Integration and Conclusions 

By

Catherine L. Hanks 
Dept. of Petroleum Engineering and Geophysical Institute, University of Alaska

Fairbanks, Alaska  99775 chanks@gi.alaska.edu

Introduction 

The goal of this study was to develop a model of the evolution of fractures in northern Alaska, 
both spatially and temporally.  In this chapter, several different types of data and observations 
(both generated by this study and previously published) are combined to arrive at an internally 
consistent model.  These data include:   

� regional observations on structural style and timing of deformation (Ch. 2) 
� detailed observations on the fracture distribution with respect to location, structural style 

and stratigraphy (Ch. 3 & 4) 
� thermal and geochronologic data (Ch. 3 & 4) 
� subsurface in situ stress distribution (Ch. 6) 

Key observations 

� Two surface-to -subsurface transects document the two main structural styles of the Brooks 
Range rangefront—a complex frontal duplex/triangle zone in the west and a simpler passive roof 
duplex in the east. 

� Despite the difference in structural style of the two transects, both transects had the same four 
main fracture sets:   
--an early filled fracture set related to regional stresses prior to folding and thrusting;
--a later, filled fracture set that formed during thrusting;  
--two younger, unfilled fracture sets that are related to  late folding and/or uplift and unroofing. 

� In both transects, all four fracture sets only occur in the oldest rocks.  Older, filled fracture sets 
are restricted to Triassic and older rocks Ellesmerian sequence rocks; for the most part, Brookian 
Jurassic and younger rocks filling the Colville basin exhibit only unfilled fractures related to late 
folding and/or uplift.  This suggests that filled fractures develop at depth, in the presence of 
fluids and higher pressures. 

� Apatite fission track ages suggest that deformation and uplift have been episodic during the 
late Cretaceous and early Tertiary, with different parts of each transect active at any one time.   
These deformation events are summarized as follows: 
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o Early Neocomian (Valanginian 144-119 mybp) emplacement of Endicott 
Mountains allochthon 

o Albian (118-98 mybp) deposition of the basal sediments in the Colville basin 
(Fortress Mountain/Torok Fm) 

o Latest Cretaceous/Paleocene (97-60 mybp) development of breaching thrusts and 
formation of Tuktu Escarpment (triangle zone) in the central Brooks Range 

o Eocene and younger (<60 mybp) formation of northeastern Brooks Range fold-
and-thrust belt. 

� Thermal data from fracture fill implies that the early fractures that formed in the foreland basin 
prior to incorporation in the Brooks Range fold-and-thrust belt initially formed at temperatures in 
or exceeding the oil generation window, but were subsequently overprinted by higher 
temperature structures.  This implies that these fractures might have been good migration 
pathways at one time, but were destroyed by later deformation and would not be good 
exploration targets.  However, fractures that have formed under similar conditions in the Colville 
basin but have not yet been subject to fold-and-thrust deformation could still act as migration 
pathways.

� These early fractures are interpreted to have formed in the basin, parallel to the maximum in 
situ stress and perpendicular to the active thrust front.  Fractures of similar origin and orientation 
are probably forming today in response to the in situ stress regime.  Borehole breakout analysis 
of wells in the Colville basin indicate that present-day maximum horizontal in situ stress within 
the Colville basin is oriented NNW.  The highest number and greatest length of breakouts occur 
at Sv > 80 Mpa, which corresponds to a depth of ~10,000 feet.  This is interpreted as the top of 
the zone of active fracturing or the ‘fracture window.’ 

� Backstripping and decompaction of stratigraphy from boreholes on the northern margin of the 
Colville basin suggest that the basal Ellesmerian sequence rocks (Endicott and Lisburne Groups) 
first entered the ‘fracture window’ in Late Jurassic to Early Cretaceous time.  Fractures formed at 
this time would have been oriented NS, perpendicular to the active Brooks Range thrust front. 
Brookian sequence rocks did not enter the ‘fracture window’ in the northern Colville basin until 
significantly later, in Tertiary time. 

Integration into a regional model 

These key observations and interpretations can be integrated into a regional model of how the 
different fracture sets evolved in concert with the evolution of the Brooks Range/Colville basin 
system. 

This model assumes that the basic sequence of fracturing events as shown in Figure 6.1 is correct 
throughout the system, but the absolute age of each event at any location is determined by depth 
of burial, proximity to the rangefront and/or involvement in fold-and-thrust deformation. 
Because well data is lacking in most of the southern part of the Colville basin, published 
distribution and thickness of Brookian sediments was used to constrain depth of the basin at any 
one time (Figure 6.2, Moore and others, 1994).  The resulting paleogeographic reconstructions 
show the evolution of the fracture sets 1, 2 and 3 through time (Figures 6.3-6.6).
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Late Jurassic/Early Cretaceous time 

Collision of an intraoceanic arc with the south-facing passive continental margin of Arctic 
Alaska led to detachment and hundreds of kilometers of northward displacement of both oceanic 
and continental-margin rocks.  The Endicott Mountains allochthon that forms the southern 
portion of the central Brooks Range transect.  Despite the large magnitude of shortening, little 
sub-aerial topography formed and the Colville basin began as a deep-water foreland basin (e.g., 
Mayfield and others, 1988; Bird and Molenaar, 1992; Moore and others, 1994), with thin 
sediment accumulation. 

Because of this thin sediment accumulation, the underlying passive margin sediments of the 
Ellesmerian sequence did not experience significant burial, except in those areas immediately 
adjacent to the range front, where there was significantly structural loading. Set 1 fractures in 
Ellesmerian sequence rocks would have been areally restricted to a thin zone immediately ahead 
of or underling the thrust front.  Set 2 fractures would have developed in those Ellesmerian 
sequence rocks that were incorporated in the fold-and-thrust belt. 

Early Cretaceous (Aptian-Albian) time 

By the end of Early Cretaceous time, emergence of the Brooks Range as a significant 
topographic feature had resulted in increased sediment accumulation in the Colville basin.  The 
basin filled from the southwest, with sediment thicknesses in excess of 6 km in this area (Figure 
6.4 A).

Due to this sediment thickness, the Ellesmerian sequence rocks were buried to depths in excess 
of 3 km in much of the central and western parts of the Colville basin.  This would have provided 
excellent conditions for the development of Set 1 fractures in the Ellesmerian sequence north of 
the actual thrust front (Figure 6.4 B).  These extension fractures would have been oriented 
parallel to the in situ maximum stress direction, which would have been NS-oriented, 
perpendicular to the thrust front. Set 2 fractures in the Ellesmerian sequence rocks would have 
been restricted to those pre-Jurassic rocks actually involved in the thrusting. 

A much smaller portion of the Cretaceous Colville basin sedimentary fill would have been buried 
in excess of 3 km and thus be within the ‘fracture window’ (Figure 6.4 C).  The zone of 
Cretaceous rocks lying within the ‘fracture window’ would have been in the southwest corner of 
the Colville basin.  Set 1 fractures in this part of the basin would have also been NS-oriented 
extension fractures perpendicular to the Brooks Range rangefront.  Little deformation had 
progressed into the basin itself, however, so there was little to no Set 2 fracture development in 
the Cretaceous sediments. 

Late Cretaceous/Paleocene time 

Renewed deformation in the central Brooks Range and the early phases of uplift in the 
northeastern Brooks Range resulted in migration of the Colville basin depocenter to the east.
Incorporation of Colville basin sediments into the fold-and-thrust belt occurred in the south of 
the basin, near the rangefront.   
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As the Colville basin sediments thickened to the east, more of the underlying Ellesmerian 
passive margin sedimentary rocks were buried to depths >3 km (Figure 6.5 B).  Set 1 fractures 
developed north and east of the Set 1 fractures that developed during Aptian Albian time.  These 
fractures would have been ~NS striking, perpendicular to the active rangefront. Active 
dewatering of the host sediments resulted in the fractures filling with cement.  To the south, Set 2 
filled fractures would have continued to form in Ellesmerian rocks deep in the orogenic wedge; 
Ellesmerian rocks in the upper portion of the wedge would have experienced fold-related 
fracturing that was relatively dry (Set 3). 

The areal extent of Cretaceous sediments that were buried in excess of 3 km grew northward and 
eastward due to the increase in Colville sediment fill (Figure 6.5 C).  Set 1 fractures in 
Cretaceous sediments would have continued to form perpendicular to the thrust front.  Set 2 
filled fold-related fractures would have developed in those Colville basin sediments incorporated 
into the tip of the orogenic wedge/triangle zone were the sediments were deep enough to be 
actively dewatering.  Cretaceous rocks that were too shallow to be experiencing significant 
dewatering but were being deformed at the leading edge of the fold-and thrust belt would have 
developed Set 3 unfilled fold-related fractures.  Note that the presence of both Set 1 and Set 2 
fractures that developed at this time within the Colville basin sediments would have been 
constrained by depth of overburden. 

Tertiary (Eocene and younger) time 

Most deformation and uplift in the central Brooks Range had ceased by this time, but the 
northeastern Brooks Range continued to grow northward onto the eastern end of the Barrow 
Arch.  Deposition in the Colville basin centered on the northeastern corner, immediately north of 
the northeastern Brooks Range (Figure 6.6 A). 

With final filling of the eastern Colville basin and structurally loading, the Ellesmerian sequence 
forming the basement of the foreland basin north of the northeastern Brooks Range finally 
reached depths >3 km and entered the ‘fracture window’ (Figure 6.6 B).  The arcuate shape of 
the northeastern Brooks Range rangefront would result in the orientation of Set 1 fractures 
changing from NS striking in the east to NW striking in the west.  Ellemerian sequence rocks 
involved in the fold-and-thrust deformation would have experience fold-related fracturing, both 
filled (Set 2) and later unfilled (Set 3). 

Similarly, basal Brookian sequence rocks in the eastern Colville basin entered the fracture 
window as they were buried to depths >3 km (Figure 6.6 C), but the areal extent of Set 1 fracture 
development is much less than that for the Ellesmerian sequence.   Closer to the rangefront, 
Brookian sedimentary rocks incorporated into the fold-and-thrust belt would have developed Set 
2 filled and/or Set 3 unfilled fractures. 
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Implications for hydrocarbon migration and reservoir enhancement 

Set 1 extension fractures that formed at depth in the basin during dewatering and/or hydrocarbon 
maturation would have been ideal conduits for large-scale lateral transport of hydrocarbons from 
the southern Colville basin to reservoirs and traps on the Barrow Arch.  These fractures formed 
diachronously across the basin, with the earliest fractures forming in the west in Early 
Cretaceous time.  Set 1 fracture developed would have moved north and east as the Colville 
basin filled from the west. 

During most of the history of the Brooks Range/Colville basin system, these Set 1 extension 
fractures would have been oriented NS, perpendicular to the active deformation front.
Hydrocarbon accumulations that resulted from these migration pathways would be expected to 
occur along this orientation.  However, the orientation of SHmax changed to a NNW orientation 
in Tertiary time with the growth of the northeastern Brooks Range, resulting in a change in the 
projected orientation of actively forming Set 1 extension fractures.  Consequently hydrocarbon 
accumulations that developed at this time along the Barrow Arch might be expected to have a 
source in the southeast instead of the south. 

Set 1 fractures would not have served as effective conduits for structural traps related to fold-
and-thrust belt deformation because these fractures would have predated trap formation.  
However, Set 2 fractures related to folding and thrusting could have served as vertical migration 
conduits for overlying structural traps.  This could have been an effective migration mechanism 
for sources and traps in deformed parts of the Colville basin.

Fracture Sets 1, 2 and Set 3 all could have enhanced the permeability of existing reservoirs.  In 
the case of Set 1 fractures, these reservoirs would have to be in the relatively undeformed rocks 
in advance of the Brooks Range fold-and-thrust belt.  This could be the origin of some fractured 
reservoirs on the southern flank of the Barrow Arch.  The only such reservoir identified to date is 
the Lisburne field (e.g., Hanks and others, 1997), but other potential fractured reservoirs may 
exist in the Ellesmerian and basal Brookian sequences. 

Fracture Sets 2 and 3 would impact reservoirs involved in fold-and-thrust related traps.  If 
migration occurred prior to cementation, these fractures could enhance reservoir permeability; if 
migration occurred after cementation, these fractures could serve as reservoir baffles or barriers 
to flow.

Conclusions

Fractures formed episodically throughout the evolution of northern Alaska, due to a variety of 
mechanisms.  The earliest fractures formed in deep parts of the Colville basin and in the 
underlying Ellesmerian sequence rocks as these rocks experienced compression associated with 
the growing Brooks Range fold-and-thrust belt. Subsequent incorporation of these sediments 
into the fold-and-thrust belt resulted in overprinting of these early fractures by fractures caused 
by thrusting and related folding.  The youngest fractures developed as rocks were uplifted and 
exposed.
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While this general order of fracturing remains consistent across the Brooks Range and adjacent 
Colville basin, the absolute age at any one location varies.  Fracturing started in the southwest 
during the Late Jurassic and Early Cretaceous, moving northeastward as the Colville basin filled 
from the west.   Active fracturing is occurring today in the northeastern parts of the Colville 
basin, north of the northeastern Brooks thrust front. 

In all locations, the early deep basin fractures were probably synchronous with hydrocarbon 
generation.  Initially, these early fractures would have been good migration pathways.  The 
orientation of these fractures was controlled by the maximum in-situ horizontal stresses in the 
basin at the time of their formation, which was perpendicular to the active Brooks Range thrust 
front.  This orientation stayed consistently NS-striking for most of the early history of the Brooks 
Range and Colville basin, but changed to NW-striking with the development of the northeastern 
Brooks Range during the early Tertiary. 

These early deep basin fractures would have been destroyed where subsequently overridden by 
the advancing Brooks Range fold-and-thrust belt.  However, at these locations younger fracture 
sets related to folding and thrusting could have served as vertical migration pathways to 
overlying structural traps and/or enhanced reservoir permeability.  
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ABSTRACT 
 

 
Novel chemically bonded phosphate ceramic borehole sealant, i.e. Ceramicrete, has many 

advantages over conventionally used permafrost cement at Alaska North Slope (ANS).  

However, in normal field practices when Ceramicrete is mixed with water in blenders, it 

has a chance of being contaminated with leftover Portland cement. In order to identify the 

effect of Portland cement contamination, recent tests have been conducted at BJ services 

in Tomball, TX as well as at the University of Alaska Fairbanks with Ceramicrete 

formulations proposed by the Argonne National Laboratory. The tests conducted at BJ 

Services with proposed Ceramicrete formulations and Portland cement contamination 

have shown significant drawbacks which has caused these formulations to be rejected. 

However, the newly developed Ceramicrete formulation at the University of Alaska 

Fairbanks has shown positive results with Portland cement contamination as well as 

without Portland cement contamination for its effective use in oil well cementing 

operations at ANS. 
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NOVEL CHEMICALLY-BONDED PHOSPHATE CERAMIC BOREHOLE 
SEALANTS (CERAMICRETES) FOR ARCTIC ENVIRONMENTS 

 
 

EXECUTIVE SUMMARY 
 
 
One of the basic material requirements in oil and gas exploration and completion 

operations in the permafrost region is suitable insulating cement that will provide good 
seal to gas leakage and at the same time keep the permafrost region undisturbed during 
the production of the oil and gas. Conventional Portland cement has difficulty in setting 
and performing suitably in permafrost regions due to various reasons such as freezing and 
expansion of water in the pores and capillaries of the cement leading to development of 
cracks in the structure, or freezing of the water before setting of the cement. In addition, 
the thermal conductivity of conventional cement is not adequately low. New cementing 
approaches could help reduce the safety and environmental hazards created by cementing 
failures. A phosphate-bonded ceramic borehole cement developed at Argon National 
Laboratory (ANL) may fulfill this need. A chemically-bonded phosphate ceramic, known 
generically as Ceramicrete and developed by ANL, appears attractive as a cement 
replacement in arctic well construction. This material contains no Portland cement and 
does not have its limitations under cold conditions.  

Experimental tests were conducted on Ceramicrete according to industry 
specifications in order to compare its material behavior against that of Portland cement as 
a viable alternative under arctic oilfield conditions. These tests, including a compatibility 
test, a thickening time test, a compressive strength test, and a fluid loss and rheological 
evaluation were initially conducted at BJ Services’ Tomball R&D Center in Houston 
using specified proposed formulations of Ceramicrete with and without contamination by 
Portland cement. The tests showed positive results for the use of Ceramicrete that 
satisfied American Petroleum Industry (API) standards for oilfield cement in regard to 
pumping and working time. 

Simulation results obtained from the use of ABAQUS software showed that 
Ceramicrete with 10% contamination by dry Portland cement can cause the thawing of 
the permafrost zone around the wellbore after 3.5 hrs., i.e. the setting time, by as much as 
9 cm. Thawing of the permafrost zone around the wellbore can cause casing collapse, 
which will eventually lead to a loss of well integrity. However, the proposed Ceramicrete 
formulation with 5% dry Portland cement showed other properties that satisfy the 
characteristics of ideal permafrost cement, except that it developed a crack after an 



 

 xvii 

expansion test at 40 degrees F. This was thought to be as a result of higher or lower 
concentration of MgO in the Ceramicrete compared to the concentration of KH2PO4.  

Further tests were conducted at the University of Alaska Fairbanks (UAF) 
Laboratory to determine the optimum concentration of MgO in the Ceramicrete binder to 
optimize permafrost Ceramicrete formulation for the Alaska North Slope (ANS). Results 
from the tests of the new formulations of Ceramicrete binder showed that: 
1. The newly developed formulation of Ceramicrete binder: MgO (22.9%), KH2PO4 

(28.5%), C-class fly ash (10.6%), Wollastonite (10.6%), and Boric Acid (0.1%), 
showed slurry expansion without crack development. 

2.  In addition, the new formulation did not flash set or show reduced strength in the 
presence of Portland cement impurities and its compressive strength was the same 
with and without contamination of 5% California Portland cement (CPC) “G” 
grade, i.e. 2800 psi.  

3.  A slurry with less fluid loss without fluid loss additives does not lead to a 
temperature increase after setting (as in the case of the new formulation of 
Ceramicrete binder) and can thus prevent the thawing of the permafrost around 
the wellbore when used as an oil-well cement on the ANS. 

 
In summary, laboratory test results indicate that the new formulation of 

Ceramicrete has the ability to provide improved well integrity and can reduce the thawing 
problem of the permafrost region around the wellbore, if used on the ANS. The material 
will significantly improve oil and gas operations in the Arctic by helping to control 
shallow gas migration problems.  From the results of the laboratory tests, it is envisaged 
that the lightweight cement will be more efficient for ANS operators to use in shallow 
arctic completions. Additionally, this material holds tremendous potential to assist the 
development of shallow viscous oil and gas hydrates in the Arctic by protecting the 
permafrost in these shallow wells. 

It is recommended in this report that a yard test of the newly-formulated 
Ceramicrete binder be conducted to confirm the optimal performance of the new 
formulation of Ceramicrete binder. 
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CHAPTER 1 

INTRODUCTION 

 
1.1 Purpose of Oil-Well Cementing 

The oil-well cementing process is used throughout the world and has grown in 

complexity, with many people, organizations, and technologies contributing to the 

development of state-of-the-art technologies.  Oil-well cementing is a process of mixing a 

slurry of cement and water and pumping it down through a steel casing to critical points 

in the annulus around the casing or into the open hole below the casing string. The 

primary purpose of cementing is to restrict the fluid movements between the formations 

and to bond and support the casing.  

In addition to isolating oil, gas, and water-producing zones, cement also aids in: 

• protecting the casing from corrosion. 

• preventing blowouts by quickly forming a seal. 

• protecting the casing from shock loads when drilling deeper.  

• sealing off zones of lost circulation and thief zones (Smith, 1990). 

 
1.2 Definition of the Problem and General Temperature Limitations 
 

Set Portland cement is a remarkably durable and adaptable material; however, 

there are limits beyond which the material will become less than desirable. In regions 

with temperatures below the freezing point of water, temperature effects become a 

dominant force in the development of cement’s material properties. The primary issue in 

these cold regions is premature freezing of the cement slurry. Rather than the slurry 

setting and developing strength as expected, the slurry water within the poured product 

freezes to form a network of interconnected ice crystals within the setting product 

(Morris, 1970).  

The presence of these ice crystals greatly affects the properties of the set cement. 

Ice has significantly different loading behavior than Portland cement, leading to a frozen 

product that is significantly weaker than a true set product. As a result, the ultimate 

strength of cement in cold regions tends to be nominal and is frequently below what is 

demanded from an engineering and safety perspective. Freezeback is another identified 



 

 2 

problem, and occurs when drilling or cementing operations pass through regions of thick 

permafrost. A conventionally cemented well is likely to thaw these permafrost regions, 

with the thaw zone extending as far as a meter or more beyond the boundary of the 

wellbore (Nelson and Drecq, 2001). Casing collapse is a serious concern in cold regions 

if no preventative steps are taken. 

Furthermore, the existence of a connective network of ice crystals within the set 

product has the effect of increasing porosity. During the setting process, the formation of 

an ice network displaces the setting cement slurry, resulting in a mass of channels within 

the final product. While frozen, the ice network serves to fill and plug these channels, 

decreasing the effective porosity of the set cement product. However, the network is 

easily subjected to disruption by the heat of produced and/or drilling fluids, as well as by 

seasonal temperature changes. Upon sufficient heating, the ice network is disturbed and 

the effective permeability of the set product rapidly increases (Nelson and Drecq, 2001). 

Thus, a frozen cement wellbore casing is very likely to experience future problems with 

oil and gas migration, a costly and environmentally-damaging situation for a producing 

well. 

Cycling temperature effects also decrease the product life of Portland cement 

when it is used in cold regions. Oilfield cements are not homogenous products but rather 

are composed of a collection of aggregates, namely a mixture of calcium, silicon and 

aluminum oxides (Bonen, 2004). Each aggregate has significantly varying coefficients of 

contraction and expansion. As the set product proceeds through several freeze-thaw 

cycles, the mismatch in these coefficients leads to internal stress within the product, 

surface and volume flaws, and the creation of microfractures within the cement. As these 

microfractures grow and multiply, the fatigue-resistance of the cement is greatly 

diminished. As a result, arctic cementing jobs frequently require repair and/or 

replacement (Wagh, 2004). 

Finally, cement performs inadequately as an insulation between the formation and 

the wellbore. One primary function of a well casing in northern regions is that of an 

insulative barrier, protecting the surrounding formation from the heat of drilling, 

production, and possible fluid injection. In this regard, cement functions adequately, but 

improvements in these properties would be welcomed by the oil and gas industry. Should 
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cement become more insulative, more work could be done in northern climates without 

fear of environmental damage, formation subsidence, or hole collapse (Smith, 1986). 

Table 1 summarizes the negative effects that sub-freezing temperatures can have on 

Portland cement and its performance as an oilfield borehole cement. 

 

General Temperature Limitations 

• Premature freezing of the setting product 

• Weakening of the final product 

• Shortened product life 

• Increased dangers of gas and oil migration 

 

Table 1: Negative Effects of Cold Temperatures upon Portland Cement 

 
1.3 Problems Associated with Conventional Cements 

It is a challenge to design a cement for very cold climates that is capable of setting 

at subzero temperatures but features a low heat of formation to avoid thawing the 

permafrost. 

Portland cement has been used over the years for oil well cementing in cold 

climates and is one of the most widely used cements in today’s oil and gas industry 

world-wide. Significant work has been done to improve the properties of Portland cement 

and to adapt it to cold climate regions, especially permafrost zones on the ANS. Set 

Portland cement is a durable and adaptable material. However, there are limits beyond 

which the material will become less than desirable (Morris, 1970). 

Conventional Portland cement has difficulty setting and performing suitably in 

freezing environments for various reasons (Wagh et al., 2005). 

1.  The water in the cement may freeze even before the cement sets. 

2.  The water in the pores and capillaries of the cement may freeze and expand; 

     this may ultimately lead to crack development and poor compressive  
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     strength. 

3. Mismatch of constituent materials’ expansion coefficients may produce flaws in 

cement during  the “freeze-thaw cycle.” 

Thus, using Portland cement as permafrost cement may cause casing collapse and  

the loss of well integrity. 

Conventional cements have also been shown to develop a connective network of 

ice when used in permafrost well-cementing operations. During the setting process, the 

ice network displaces cement slurry, resulting in a mass of channels in the set cement. 

This process ultimately leads to a decrease in effective porosity, but the ice network can 

be easily disrupted by heat; therefore, a frozen cement wellbore is very likely to 

experience future problems with oil and gas migration and loss of well integrity (Nelson 

and Drecq, 2001). 

The important function of cement used in permafrost cementing operations is to 

act as an insulative barrier between the formation and the wellbore (Smith, 1986). 

However, the high heat of hydration of conventional permafrost cement can cause 

permafrost thawing around the wellbore, which in turn can lead to formation subsidence 

and casing collapse. 

1.4 Permafrost Cementing 

Permafrost is a permanently frozen subsurface formation which exists in arctic 

regions such as the Canadian Northwest, the Arctic Islands, and the ANS (Maier et al., 

1971);  permafrost forms where annual temperatures remain at the freezing point or 

colder all year. Permafrost depth may vary from 500 ft. to 2000 ft. on the ANS (Morris, 

1970). The typical depth of permafrost at on the NS is about 1800 ft.  

Cementing of casing in the permafrost zones on the ANS presents unique 

operational problems. Permafrost sections can vary from unconsolidated sands and 

gravels with ice lenses to some areas of ice-free, consolidated rock. Drilling a well and 

cementing the surface casing in permafrost requires the prevention of wellbore 

enlargement due to thawing as well as cement that sets with low heat of hydration. Thus, 

in order to maintain well integrity, it is necessary to develop cement which sets with low 

heat of hydration and does not cause thawing of permafrost (Maier et al, 1971). 
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Any cement system that is used in permafrost cementing operations must be kept 

from freezing until after the setting reaction is complete (Morris, 1970). Different types 

of systems have been suggested and are used to solve this problem. However, 

conventional cement systems commonly used in oil-well cementing are not satisfactory 

for use in the permafrost regions. Conventional cement slurry freezes at the sub-freezing  

permafrost zone temperatures, thus, cement does not set when placed in the low 

temperature environment. In the permafrost regions where the operating temperatures are 

below the freezing point of water, conventional cement has shown undesirable properties 

such as shortened product life, poor compressive strength, and uncontrolled expansion 

(Goodman, 1977). 

The arctic regions contain huge conventional and unconventional oil and gas 

resources. In order to tap these resources while providing safe operations, it is important 

to understand the unique cementing issues in cold regions and to develop materials better 

suited for use in these cold climates. Though various attempts have been made to 

improve the cement properties for cold climates, no technology currently exists that can 

make suitable cement for cold-climate oil well cementing. 

 

1.5 Ideal Permafrost Cement Properties  

Effective permafrost cement should exhibit the following properties: 

1. It should be pore-free so that it does not trap pore fluids. Pore fluids could freeze and 

expand, causing a crack in the matrix. 

2. It should have very low thermal conductivity so that it does not thaw the formation and 

destabilize the casing. 

3. It should have low heat of hydration. 

4. It should have inherent superior mechanical properties if used for load-bearing  

applications. 

5. It should be fast-setting cement so that if it is used in permafrost regions, it will allow 

little time for water to freeze. 

6. It should exhibit good bonding properties with earth materials such as downhole rocks 

and also with casing steel. 

7. The cement slurry should allow at least 3 hrs. of pumping time before it sets. 
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8. It should not be deteriorated by the freeze-thaw cycle. 

9. It should have a wait–on–time of less than one day, developing a minimum of 500 psi 

compressive strength within this time (Wagh et al., 2005). 

 

1.6 Project Scope 

One of the basic material requirements for oil and gas exploration in permafrost 

regions is a suitable insulating cement that will keep the permafrost undisturbed during 

production and transportation of oil and gas. However, conventional Portland cements do 

not provide adequate insulation or material strength under these conditions. New 

approaches to cementing could help reduce the safety and environmental hazards created 

by cementing failures. Using the criteria outlined for an ideal cementing system; 

Ceramicrete is evaluated as a borehole cement for drilling through the permafrost/gas 

hydrate intervals on the North Slope of Alaska. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1. Limitations for Consolidated Formations 

Until the discovery of large oil deposits on the ANS, very little information had 

been collected on well completions in cold environments. In the 40 years since that time, 

the burgeoning oil industry in areas such as northern Canada, Russia, the Arctic Islands, 

and Alaska has led to significant research into proper oilfield practices for these 

environments. However, the techniques appropriate for a cold formation vary widely 

depending on the geological and physical properties of the cold formation (Maier, 1971). 

In areas such as the Arctic Islands, the cold formation is fairly well consolidated. 

Consolidated formations are advantageous because thawing during drilling and 

cementing do little to disrupt the area surrounding the wellbore. As a result, there are few 

concerns about well practices that may lead to thaw subsidence, casing stress, hole 

collapse, or environmental damage. Freezing of a cement slurry can be prevented through 

external heating, e.g. by using a warm displacement fluid. There is no particular need for 

specialty material use as the primary problem of freezing can be controlled through 

numerous measures, limited only by the environmental laws of the area. Table 2 

summarizes various methods of slurry protection that are appropriate for a consolidated 

cold formation (Maier, 1971).  

Instead of modifying cement properties to meet the needs of the environment, one 

can temporarily change the environment to allow for proper setting of the cement. 

Heating the slurry water, adding a warm displacing fluid, or even localized heating of the 

air in areas of slurry placement can all raise the formation temperature above freezing, 

protecting the cement slurry from any adverse effects. A frozen consolidated formation 

that is unharmed by thawing can likely be cemented with any slurry that will adequately 

set at the existing curing temperature. However, in areas where the frozen formation 

contains ice lenses and is incompetent in the material sense, where the formation must 

not be allowed to thaw, specialized slurries must be called upon to do the job (Maier, 

1971). 



 

 8 

Methods of Slurry Protection in 

Consolidated Formations 

• Pre-heated slurry water 

• Warm displacement fluid 

• Localized heating of the air 

Table 2: Methods to Avoid Premature Freezing in a Consolidated Frozen Formation 

2.2. Limitations for Unconsolidated Formations 

A more difficult problem arises during cementing operations in the 

unconsolidated permafrost/gas hydrate regions of the world, namely the Canadian 

Northwest Territories and the ANS. In regions with unconsolidated formations, the use of 

an external heat source to prevent slurry freezing is not an effective or safe option (Maier, 

1971). In these areas, drilling and cementing need to be accomplished with a minimum 

amount of thawing around the wellbore. Melting can cause the thawed formation to 

subside, particularly in the upper 200 ft of the well. If the permafrost melts, drag forces 

can be transferred from the soil to the casing. Furthermore, hole sloughing and possible 

collapse become realistic possibilities (Smith, 1986). For these reasons, no external heat 

source should be used to prevent freezing and the cement must itself exhibit a low heat of 

hydration. 

Permafrost behavior varies greatly depending on region. The Mackenzie Delta 

and other continental regions of Canada, for example, exhibit shallow formations 

frequently consisting of ice lenses and frozen muskegs. By contrast, Alaska’s permafrost 

has no real consistency, but rather varies greatly depending on the area of the state in 

which drilling is occurring. Permafrost thins out in the ocean and lake areas, and 

disappears completely offshore in water depths of 10 ft or more. The permafrost also 

varies in ice content, with some sections showing as little as 20% ice and others as much 

as 90%. Permafrost in the arctic region of Alaska at times resembles snow, while 

elsewhere ice lenses can vary in thickness from a fraction of an inch to several feet. The 

permafrost in these arctic regions is reported to vary from unconsolidated sands and 
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gravels with ice lenses to some areas of ice-free, consolidated rock. For this reason, 

permafrost is defined only in the broadest of possible terms; it is generally described as a 

formation that remains frozen for two consecutive years. The depth of this permafrost soil 

may vary from 500 feet to 2000 ft, depending on location, with the permafrost 

temperature varying from 15 °F to 32 °F (-9.4° to 0 °C). 

State of Alaska environmental conservation laws and regulations dictate that 

drilling and cementing operations in Alaska must have minimal environmental impact on 

regions of permafrost (a rule of thumb describes permafrost as the upper 300 ft. of a 

formation). Thus, formation thaw protection becomes not only sensible industry practice 

but a legal requirement. More information on these laws can be found in Alaska statute 

20 AAC 25.030, presented in Appendix A. 

2.3. Current Industry Practices 

Currently, there is no standard casing program for well completions in permafrost 

regions. Each area has a different casing design based on the drilling objectives of that 

particular well and upon the economics of the field. One standard practice is to set all 

surface pipe several hundred feet below any permafrost and cement it back up to the 

surface. Surface casings of 3,000 to 4,000 ft are not uncommon (Smith, 1990). Numerous 

additional precautions must be taken in a permafrost area, including the use of high-

strength ductile casing designed for sub-freezing conditions, casing designs that protect 

the formation from injection fluids and warm oil produced over the life of the well, and 

the need to leave no fluid in the annulus that might freeze and damage the casing. 

Field experience has shown that the cement casing needs to show only a minimal 

amount of early strength for drilling operations to continue. Acceptable Wait-On-Cement 

(WOC) times are less than one day, but after this time the set product need only provide 

approximately 500 psi of compressive strength. An experienced field engineer may be 

capable of working with as little as 250 psi of strength in 24 hours time, though 500 psi is 

a more appropriate measure for safety reasons (Benge, 1982). Most slurries in the 

permafrost region, regardless of composition, must have a working time of 2 to 4 hours 

because the larger pipes used require more cement than normal, thus requiring more 
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placement time. A safety margin for unexpected problems is also included in this 

working time (API Spec. 10, 2004). 

2.4. Background Information on Portland Cement 

Portland cement is the most common type of cement in general usage, as it is a 

basic ingredient of both concrete and mortar. As stated earlier, it is composed of a 

mixture of various oxides, most commonly calcium, silicon, and aluminum. Portland 

cement, and similar materials, is made by heating limestone with clay or sand and then 

grinding the product. The resulting powder, when mixed with water, will become a 

hydrated solid over time (Banfill, 2003). 

Production of Portland cement is broken into three fundamental stages: 

1. Preparation of the raw material 

2. Production of the clinker 

3. Final preparation of the cement 

The raw materials for Portland cement production are calcium oxide, silicon 

oxide, aluminum oxide, ferric oxide, and magnesium oxide, in the proportions illustrated 

in Figure 1. 

  

66%

22%

5% 5% 2%

calcium oxide silicon oxide aluminum oxide
ferric oxide magnesium oxide

 

Figure 1: Raw materials required for Portland cement clinker 
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The production of clinker can be described as follows: 

“The raw mixture is heated in a kiln, a gigantic slowly rotating and sloping 

cylinder, with temperatures increasing over the length of the cylinder to roughly 1480° C. 

Temperature regulation is especially important during this sintering process, as too low a 

temperature causes insufficient sintering but too high a temperature results in a molten 

mass or glass-like product. In the lower temperature part of the kiln, calcium carbonate 

turns into calcium oxide and carbon dioxide. In the high temperature part, calcium oxides 

and silicates react to form dicalcium and tricalcium silicates. Small amounts of tricalcium 

aluminate and tetracalcium aluminoferrite are also formed.”  

The resulting material is clinker, which is pulverized into a powder with roughly 

2% gypsum by weight. The finished cement has approximately the following 

composition: calcium oxide (64%), aluminum oxide (5.5%), silicon oxide (21%), ferric 

oxide (4.5%), magnesium oxide (2.4%), and sulfate (1.6%). This make-up is graphically 

illustrated in Figure 2. 

 

64%5.50%

21%

4.50% 2.40%1.60%

calcium oxide aluminum oxide silicon oxide
ferric oxide magnesium oxide sulfate

 

Figure 2: Composition of Portland cement 
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2.5. The Use of Freeze-Depressing Additives 

Early work in freeze-protected cementing systems made extensive use of freezing 

point depressants for the slurry water. Many different materials were used, including 

salts, alcohols, and specialty polymers, with varying success. However, one trend 

remained consistent across all the additives that were used: in quantities necessary to 

prevent the freezing of the slurry water, additives had a side-effect of making the set 

cement product weak to the point of uselessness. Thus, the use of additives has been 

abandoned as a primary solution to the freezing problem, and additives are used only in 

conjunction with other freeze-prevention methods, such as specialty extended permafrost 

systems (Nelson and Drecq, 2001). 

2.6. Existing Extended Permafrost Systems 

2.6.1. High-Aluminate Cements 

Calcium aluminate cements are special-use cements of limited production and 

premium price. Their general use is for preparing fire-brick mortar; however, they are 

gaining wider acceptance for industrial use and for cold-weather construction. The high-

aluminate cements contain no free lime and none is produced upon hydration, as is the 

case with the American Petroleum Institute (API) classes of cement; therefore, adding fly 

ash or pozzolans creates only diluents and no cementitious reaction occurs (Smith, 1986). 
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Figure 3: Strength Development of Calcium Aluminate Cements at Different 

Temperatures (Nelson and Drecq, 2001) 

As shown in Figure 3, high-aluminate cements will set and gain strength rapidly 

at low temperatures, reaching about 95 percent of the ultimate strength in 24 hours. These 

cements exhibit a high heat of hydration, and since the hydration reaction occurs rapidly, 

high cement-column temperatures may occur. Performance characteristics of these 

cements change drastically with the addition of small quantities of other materials. 

Sodium chloride will severely retard the setting time; lime, calcium chloride, and the API 

classes of cements may cause an instantaneous (flash) set. Extreme care must be taken to 

avoid contamination (Smith, 1986). Besides contamination, another concern with calcium 

aluminate cements is degradation. Degradation occurs if the cement becomes warm and 

moist. Degradation is caused by a change from a metastable crystalline structure to a 

cubic form, and is accompanied by a color change from near black to a reddish brown 

(Smith, 1990). 

Through the use of chemical extenders and freeze depressants, a high-alumina 

cement can be used to make a highly-extended permafrost cement system. The system 

exhibits a heat of hydration great enough to enhance the setting process, but uses large 
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quantities of water to moderate the heat generated during hydration, eliminating the need 

for fly ash (Benge, 1982). 

Unlike Portland cement, whose principal constituent is tricalcium silicate, the 

principal constituent in high-alumina cements is mono-calcium aluminate. During 

hydration of Portland cement, mono-calcium silicate is formed and lime is liberated. For 

high-alumina cements, hydration forms dicalcium aluminate, with alumina liberated in 

place of lime. The chemical reaction in high-alumina cement generates heat much more 

rapidly than the reaction in Portland cement (Nelson and Drecq, 2001). 

A high-alumina cement cannot be blended with Portland cement, since blending 

of the two will cause extreme acceleration of the high-alumina cement, resulting in severe 

gelation or “flash” setting. Operators must use extreme caution to prevent contamination 

of a high-alumina cement system with Portland cement. The chance of contamination can 

be minimized with astringent cleaning of field bins, bulk trucks, and storage facilities 

before and after each job that uses a high-alumina cement system. However, under 

normal operations it becomes almost impossible to eliminate the chance of cross-

contamination. 

High-alumina cements have been used to cement through the permafrost both in 

Canada and on the ANS. Two high-alumina cements have been marketed under the 

tradenames of Luminite and Ciment Fondu (Nelson and Drecq, 2001). 

2.6.2. Gypsum-Cement Blends 

Gypsum-cement blends, with a mixing-water freezing temperature depressant, 

have unique properties that make them attractive for low and freezing subsurface 

temperature environments. The gypsum phase sets and gains strength rapidly at these 

temperatures, providing adequate strength for continuing well operations. Protected from 

freezing, the more slowly-setting Portland cement phase then hydrates, providing the 

cement with high ultimate strength and durability (Maier, 1971). 

Figure 4 illustrates how gypsum-cement slurries were designed for use at 

temperatures between 80° F and 15° F (26.7° to -9.4°C), with salt added to help prevent 

freezing at temperatures less than 32° F (0° C). Like conventional cements, gypsum-
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cement slurries also become exceptionally permeable if allowed to freeze before setting. 

A very low heat of hydration is realized, less than 20 BTU per lb of slurry (Maier, 1971). 
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Figure 4: Strength Development of Gypsum Cements at Varying Temperatures (Nelson 

and Drecq, 2001) 

Though these gypsum-cement blends have become the primary method of 

cementing in permafrost areas, they have significant drawbacks. Additional freezing 

point depressants need to be added to the slurry water, and strength development is poor 

when compared to conventional Portland cement or even calcium aluminate cements. 

Furthermore, high cost makes gypsum-cement blends less than ideal for widespread use. 
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CHAPTER 3 

DEVELOPMENT OF CHEMICALLY-BONDED PHOSPHATE 

CERAMICS (CERAMICRETE) 

 

Chemically-bonded phosphate ceramics are formed by an acid-base reaction 

between an acid phosphate (e.g., potassium, ammonium, or aluminum) and a metal oxide 

(e.g., magnesium, calcium, or zinc) (Wagh, 2005). A powder blend of the two is mixed 

with water to make a slurry. The slurry sets at room temperature within minutes or hours, 

depending on the additives. It forms a dense ceramic that can be tailored to develop 

desirable properties. Though this material maintains a number of desirable ceramic 

properties, such as high strength and thermal resistivity, it sheds the energy-intensive 

process of sintering that most non-silicon-based ceramics require to obtain their final 

shape and material properties (Wagh, 2004). 

Ceramicrete is a trade name given to the process of generating magnesium 

potassium phosphate (MgKPO4•6H20) by reacting magnesium oxide (MgO) with a 

solution of potassium phosphate (KH2PO4). Developed at Argonne National Laboratory 

(ANL), this novel form of ceramic production was originally intended for the 

stabilization and transport of radioactive and hazardous waste (Wagh, 2003). Since its 

development, the material has undergone some adaptation for niche applications where 

the properties of a ceramic may be desirable but the workability of cement is needed. In 

the case of oilfield operations, research has been performed by ANL to increase the 

strength and insulative properties of Ceramicrete while also reducing the cost of the 

material to allow it to compete with the price-point of existing oilfield solutions. The 

permafrost-formulation of Ceramicrete has seen the addition of c-class fly ash and 

wollostonite to improve material properties. Fly ash is a common industrial byproduct, 

both cheap and easily acquired in bulk quantities. In addition to increasing the strength of 

the final set product, fly ash adds to the insulative properties of Ceramicrete and will 

reduce the cost of the blended powder. Additionally, by adding fly ash one mitigates the 

exothermic reaction of Ceramicrete, reducing its thawing effect upon the surrounding 
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formation. Wollostonite, like fly ash, adds to the strength and thermal resistivity of 

Ceramicrete, but also adds a thickening effect to the Ceramicrete slurry (Wagh, 2004). 

A major advantage that Ceramicrete possesses over other possible cement 

alternatives is that, despite a novel chemistry, handling techniques for Ceramicrete are no 

different than those for conventional cement. No new equipment or training is required 

for the use of Ceramicrete, and the hardened product can be assumed to behave in an 

equivalent manner to cement. A Ceramicrete slurry, in the field, would be prepared by 

bulk mixing a dry mix powder with water in a batch mixer, just as with Portland cement. 

The set product has an appearance and texture similar to that of cement, and like cement 

exhibits the ability to bond to itself, to formation materials, and to steel (Wagh, 2005). 

3.1. Dissolution Model for Ceramicrete Production 

3.1.1. Dissolution of Oxides and Formation of Sols by Hydrolysis 

Generation of a Ceramicrete product begins with the dissolution of potassium 

phosphate (KH2PO4). As dissolution of this chemical occurs, two key effects are 

obtained: first, the addition of free phosphate serves as a freezing point depressant for the 

water in solution, while a secondary effect is the evolution of a high-acidity environment. 

When metal oxides are stirred into an acid solution, the oxide generally separates into 

two component parts, a metal cation and an oxygen-containing anion. The metal cation 

reacts with free water molecules and forms positively charged ‘aquasols’ by hydrolysis. 

In the case of MgO, the generation of these aquasols is dependent on a solution pH lower 

than 12. Any mildly acidic solution is more than suitable for the creation of chemically-

bonded phosphate ceramics (Wagh, 2003). The key reaction formulas are present below. 

   KH2PO4 ↔ 2H+ + KPO4
2- (Dissolution of phosphate)                         3.1 

   MgO + 2H+ ↔ Mg2+ + H2O (Dissolution of metal oxide)                   3.2 

   Mg2+ + H2O  [Mg*H2O]2+ (Formation of aquasol)                           3.3 

The dissolution and hydrolysis of these metal cations are the controlling step in 

the formation of chemically-bonded phosphate ceramics. To drive this reaction forward, 

Le Chatalier’s principle is judiciously used in the creation of the Ceramicrete blend. An 

excess of KH2PO4 drives the reaction forward towards the creation of a ceramic product, 

and pushes the hydrolysis of Mg2+ cations to restore equilibrium. The dissolution rate of 
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KH2PO4 is far less of a concern, chemically, as this chemical has a remarkably high rate 

of dissolution (Wagh, 2003).  

3.1.2. An Acid-Base Reaction and Formation of a Gel by Condensation 

The aquasols generated by the hydrolysis of Mg2+ react with the aqueous 

phosphate anions to form hydrophosphate salts. Reacting in parallel, free protons and 

oxygen react to form water. The newly-formed hydrophosphate salts react together to 

form a network in the aqueous solution that leads to the formation of a gel composed of 

magnesium potassium phosphate, as shown below (Wagh, 2003). 

 

H+ + Mg(OH)+ + KPO4
2- + 5H2O  MgKPO4•6H2O                                   3.4 

 

3.1.3. Saturation and Crystallization of the Gel into a Ceramic 

As the reaction proceeds, more and more hydrophosphate salts are “added” to the 

gel and the Ceramicrete slurry thickens. This creation of a gel structure is identical to the 

sol-gel process of non-silicate ceramics. As increasing numbers of cations are released 

into the colloidal gel solution, previously isolated sols experience a condensation reaction 

and become connected to other sols. Chains of connected sols begin to form and 

percolate throughout the solution to form a gel (Wagh, 2003). 

When sufficiently thickened, the gel is essentially a saturated phosphate solution 

in which a significant amount of undissolved metal oxide particles remain and are 

uniformly distributed. As precipitation of the phosphates occurs, these metal oxides 

provide nucleation points for crystallization into a well-connected crystal lattice. Thus it 

is important that some unreacted particles are available to provide a good stable ceramic. 

Formation of a well-crystallized ceramic or a poorly crystallized precipitate will depend 

on how rapidly the dissolution of the oxides occurs in the acid solution. The overall acid-

base reaction is exothermic and heats the reaction slurry; if the reaction temperature is 

higher than the boiling point of the slurry, the slurry will boil over and disrupt the 

formation of the ceramic. Thus, upper and lower boundaries of ceramic production are 

adopted according to the dissolution of the metal oxide: high oxide solubility results in a 

precipitate, while low oxide solubility will result in a non-reaction (Wagh, 2003). 
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3.2. Effects of Boric Acid on Solubility of MgO 

In large batches, Ceramicrete has a mixing time of only a few minutes before the 

exothermic acid-base reaction between MgO and KH2PO4 begins. Therefore, chemical 

retardants are necessary for any sort of large-scale mixing operation. Boric acid is useful 

for this purpose. When a very small quantity of boric acid is mixed into a Ceramicrete 

powder blend, a coating develops on the MgO particles and retards early dissolution, thus 

delaying the acid-base reaction (Wagh, 2003). The reaction leading to the coating of 

MgO is shown in the formula below: 

 

3 MgO + 2 H3BO3 + 2 H3PO4  Mg3B2(PO4)2(OH)6•H2O + 2H2O                3.5 

 

The addition of boric acid to the powder blend leads to the creation of a polymeric 

coating upon MgO, identified by X-ray diffraction in the literature as lunebergite. When 

boric acid containing MgO is mixed into the phosphate solution, lunebergite is formed on 

the grains of MgO and coats them. This prevents the grains from dissolving into the acid 

solution. Subsequently, as the pH of the solution rises, the coating slowly dissolves and 

re-exposes the grains  to the acid solution. Thus, because the dissolution of MgO is 

delayed, the rate of dissolution is reduced and the acid-base reaction is retarded (Wagh, 

2003). 
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CHAPTER 4 

DETERMINATION OF THAWED PERMAFROST ZONE AROUND THE 

WELLBORE 

 
 
4.1 Introduction 

One of the problems associated with oilfield operations on the ANS is permafrost 

thawing around the wellbore due to heat produced during setting of the cement slurry in 

the annular volume between the casing and the wellbore. The thawing may destroy the 

bond between the cement and the permafrost, cause instability and subsidence of the soil 

around the wellbore, and place high mechanical stresses on the casing. To prevent 

damage to the well, permafrost thawing is controlled by insulation, refrigeration, or 

insulation of the top several hundred feet of the well, while the rest of the permafrost is 

allowed to thaw uncontrolled.  

In order to design a well completion that is economic, thermal behavior of 

permafrost and cement slurry to be used should be examined (Sengul and Brigham, 

1983). The Stefan problem is used to forecast the rate of advancement of thawing front 

and temperature distribution in a thawed permafrost region. A common feature of the 

Stefan problem is the existence of a moving interface separating liquid and solid phases. 

The thermal properties of the two phases differ on either side of the moving interface, 

where the heat is absorbed or released. The interface moves either into the solid region 

(melting) or into the liquid region (solidification), depending on the relative temperature 

gradients of the two phases; the position of the moving interface is determined as a 

function of time, along with the temperature distributions in the liquid and solid regions. 

Recent tests at BJ Services have shown that a mixture of 95% Ceramicrete and 

5% set CPC “G” grade has undergone “flash setting”, with the final temperature of the 

slurry being in the range of 55 degree F to 120 degree F.  Thus, in this chapter the 

numerical solution is used to get a preliminary indication of a thawed zone distance 

around the wellbore, if the Ceramicrete and set Portland cement mixture slurry undergoes 

a flash setting. Simulations were carried out to determine the thawed zone radius around 

a wellbore in a permafrost zone using ABAQUS software, assuming a mixture of 90% 

Ceramicrete and 10% dry Portland cement and a slurry setting time of  3.5 hrs.  



 

 21 

 

4.2 Numerical Method of Determining the Thawed Permafrost Zone Around the 

Wellbore 

A practical way of determining the radius of the thawed permafrost region around 

a wellbore is presented in this chapter. A new numerical method was used to generate the 

solutions for a radial thawing of the permafrost with axial symmetry; the solution was 

shown to be a function of three dimensional parameters plus dimensionless time and 

radius. The model generated solutions for the range of values of the three parameters for 

conditions on the ANS. The dimensionless radius of the thawed permafrost region was 

related to the dimensionless time through simple power law equations containing two 

constants. The developed correlations were used in a computer model to find the thawed 

permafrost radius (Sengul and Brigham, 1983). The numerical solution is used to make a 

tentative estimate of the thawed zone near a wellbore during the flash setting of a slurry 

mixture of 95% of Ceramicrete and 5% set Portland cement. 

 

4.2.1 Physical System Representing Permafrost Thawing Around the Wellbore  

Figure 3 shows the schematic around the well in the permafrost region after flash 

setting of a slurry mixture of 95 % of Ceramicrete and 5 % set Portland cement in annular 

volume between the casing and the wellbore. Around the wellbore, two regions (thawed 

permafrost and permafrost) are separated by a moving boundary. As heat is supplied to a 

moving boundary, due to the exothermic reaction occurring during the setting of cement 

slurry, permafrost undergoes thawing and the thaw front moves away from the wellbore. 

 
 
 
 
 
 
 
 
 
 
                                                                                       Moving boundary Wellbore                       
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Figure 5: A Schematic Representing Permafrost Thawing Around the Wellbore (Sengul 

and Brigham, 1983). 
 
 
4.2.2 Assumptions 

To simplify the mathematical formulation of the physical system in Figure 5 

several assumptions were made (Sengul and Brigham, 1983) 

1. Permafrost and thawed permafrost are isotropic, homogeneous, and  

    incompressible. 

2. Thermal conductivity, specific heat, and density are constant within the two regions. 

    Thermal conductivity and specific heat differ on either side of the  

    thaw front, but densities are the same on either side of the thaw front. 

3. There is no free convection in the thawed permafrost region. Heat transfer in  

     the thawed permafrost and permafrost is by conduction only. 

4. There are no heat sources or sinks in the system 

 

 

 

 

4.2.3 Mathematical Formulation of Physical System  

     rw                                          rf                                                        re 
    u=0                                     u= uf                                               u=1.0 

Liquid Solid 

T=Tw 

T=Tf T=Tin 
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Assuming axial symmetry and constant thermal properties, the differential 

equation describing unsteady-state heat conduction in an isotropic solid in cylindrical co-

ordinates can be expressed as (Sengul and Brigham, 1983): 

),(
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∂
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∂
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                                                                                     (4.1) 
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.ρ

=                                                                                                                      (4.2)                                                                   

Where D is the diffusivity of the solid. 

 

It is useful to describe the mathematical model for the problem described in 

Figure 5 in dimensionless form. For this purpose, a logarithmic transformation is used to 

transform the radial co-ordinates (rw ≤ r ≤ re) into normalized co-ordinates (0≤ u ≤1). 

u = ln (r/rw)/ ln (re/rw)                                                                                                    (4.3) 

Similarly, dimensionless time for the thawed permafrost (tD) and the permafrost region 

(tDS) can be given as: 

2/ wPLLLD rCtKt ⋅⋅⋅= ρ                                                                                                   (4.4) 

γ/DDS tt =                                                                                                                      (4.5) 

Where γ is the ratio between thawed permafrost and permafrost diffusivities (DL/DS).  

Dimensionless temperature in the thawed permafrost region and the permafrost region 

can be given as 

θL (u, tD) = (T (r, t) – Tf)/ (Tw- Tf )                                                                                (4.6) 

θs (u, tDs) = (Tf - T (r, t))/ (Tin-Tf)                                                                                (4.7) 

Assuming that heat transfer occurs only by conduction in both the thawed permafrost and 

the permafrost regions, and that thawing occurs at a specific temperature, there are two 

equations corresponding to the equation describing the unsteady state heat conduction in 

the thawed permafrost and the permafrost regions. 

Thawed permafrost region: 

(re / rw)-2u   δ2θL(u ,tD)   =  δθL(u ,tD)                                                                           ( 4.8 ) 

[ln(re/rw)}2   δu2                       δtD  

Where 0< u < uf (tD) 
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Permafrost region: 

(re / rw)-2u   δ2θs(u, tD)   = γ   δθs(u, tD

 4.2.4 Initial and Boundary Conditions 

Initial condition 

Initially, permafrost is at a temperature (Tin) lower than permafrost thawing temperature. 

θs (u, 0) = (Tf – Tin ) / (Tin - Tf) = -1                                                                         (4.10 ) 

Boundary conditions  

Temperature of the inner boundary is constant (Tw) and greater than the permafrost 

thawing temperature. 

θL (0, tD) = (Tw -Tf) / (Tw - Tf) = 1                                                                                (4.11) 

The outer boundary, assumed to be at infinite distance from the well, stays at the same 

temperature as Tin throughout the thawing process. 

θs (1, tD) = (Tf – Tin ) / (Tin- Tf) = -1                                                                          (4.12) 

Moving boundary conditions 

From the continuity of the temperature at the thaw front                                                          

θL (uf, tD) = θs (uf, tD) = 0                                                                                            (4.13) 

Stefan Condition – from the heat conservation consideration at the moving boundary 

)                                                                        (4.9 ) 

[ln (re/rw)}2   δu2                           δtD                       

Where uf (tD) < u < 1. 
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                                        (4.14)  

)(/()( fwLf TTKTTinKs −−=φ                                                                                    (4.15) 

)(/ fwPLf TTCL −=σ                                                                                                   (4.16)   

A solution for this model is taken as the temperature distribution in the thawed 

permafrost and the permafrost separately and to determines the position of the thaw front. 

4.2.5 Results and Discussion 
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Figure 6: Radius or Thawed Permafrost Zone Around the Wellbore, rf (cm) vs. time 
(min.) for Thawing. 

 
 

The plot of radius of thawed zone, rf (cm) is plotted against the time (min) for 

thawing at different temperatures, ranging from 55 degree F to 120 degree F as shown in 

Figure 6. It can be seen that as the slurry mixture of Ceramicrete (95%) and set Portland 

cement (5%) undergoes setting in the annular volume between the casing and the 

wellbore the permafrost zone around the wellbore starts thawing; as the permafrost 

thaws, there is a chance of soil subsidence around the wellbore, which can lead to casing 

collapse. However, as the slurry in the annular volume is “flash setting”, there are 

chances of rapid freeze-back of the thawed zone, which might prevent casing collapse 

and, thus, loss of well integrity. Figure 6 does not give the exact solution; however, it can 

be used to make a preliminary estimate of permafrost thawing during flash setting of 

mixed Ceramicrete (95%) and Set Portland cement (5%) around the wellbore on the ANS 

before conducting simulations using ABAQUS software. 
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4.3 Determining the Thawed Permafrost Zone Around the Wellbore Using 

ABAQUS Software 

ABAQUS software is used to determine the thawed permafrost zone around a 

wellbore and it has many advantages over numerical solutions for determining these 

zones. This useful software can generate a physical view of thawing phenomena under 

particular slurry temperature conditions. The main advantage of ABAQUS software is 

that each and every material property of both the slurry mixture of Ceramicrete and dry 

Portland cement powder and the thawed permafrost zone can be incorporated into it, 

which improves the accuracy of the results. In order to generate results using ABAQUS 

software, four different cases have been considered. In case 1 (section 4.3.3), it was 

assumed that the final temperature of Ceramicrete slurry after setting for 3.5 hrs is 50 

degrees C.  However, in case 2 (section 4.3.4), it was assumed that instead of 50 degrees 

C, the Ceramicrete slurry reaches 32 degrees C after setting for 3.5 hrs. In the next two 

cases, it was assumed that after the Ceramicrete slurry set for 3.5 hrs with a final 

temperature of 50 degrees C, the temperature reached either -1 degree C or 10 degrees C; 

the effect on the permafrost zone around the wellbore was examined. 

 

4.3.1 Material Properties Used in ABAQUS Software 

Properties of the slurry of 90% Ceramicrete and 10% dry CPC “G” grade and of 

permafrost that were used in ABAQUS software to generate the results are as given in 

Table 3. Phase change temperature and water content of slurry and permafrost are listed 

in Table 4. 

 

 MATERIAL 

Dry density Thermal conductivity Specific heat capacity Latent 

(Kg/m3) (J/(day-m- degree C)) (J/(kg- degree C)) Heat 

 Thawed Frozen Thawed Frozen (J/m3) 

  Slurry 1900 44928 879 - 

Permafrost 1521 97198 179442 2436 1848 93,436 
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Table 3: Material Properties of a Ceramicrete and Dry Portland Cement Powder Slurry 

and Permafrost 

 

           

 

 

 

 
      
      

Table 4: Phase Change Temperature and Water Content of a  

Ceramicrete and Dry Portland Cement Slurry and Permafrost  

 
  Note: Slurry consists of 90% Ceramicrete and 10% dry Portland cement and setting 
time for the slurry of this mixture is assumed to be 3. 5 hrs  in all simulation runs. 
 

4.3.2 Dimensions of a Typical Well on the ANS 

For determination of thawed permafrost zone around the wellbore, a typical well 

on the ANS is selected as shown in Table 5. 

 

Open hole diameter 26" 

Surface casing diameter 20" 

Depth of the permafrost zone 1800' 

Table 5: Dimensions of Typical Well on the ANS 

 

The above material properties and well dimensions are used in the “ABAQUS” 

software to generate the results shown below: 

 

4.3.3 Thawing of the Permafrost Zone Around the Wellbore After 3.5 hrs at 50 

Degrees C. 

The physical view (top view) of thawing of the permafrost zone around the 

wellbore after 3.5 hrs at 50 degrees C is shown in Figure 7. The slurry takes 

approximately 3.5 hrs. to set in an annular space between the wellbore and the casing 

MATERIAL 

Phase change temperature Water content  

( degree C) (%) 

Solidus Liquidas Normal Unfrozen 

   Slurry - - 
Permafrost -0.3 0 40 12 
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with the temperature assumed to be 50 degrees C (based on the test conducted at BJ 

Services). The thawed-zone radius after the slurry has set is indicated by the blue color 

band (partially thawed zone) in Figure 7.  However, the temperature (degrees C) vs. 

thawed-zone radius (m) (Figure 8) indicates a thawed-zone radius of 9 cm (shown as 

dotted lines in Figure 8). 

 

 

Figure 7: Contour Diagram Showing Thawed Zone Around the Wellbore at 50 Degrees 

C. 
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Figure 8: Temperature Profile of Thawed Zone at 50 Degrees C. 

 

4.3.4 Comparison Between Thawed Zones Around the Wellbore After 3.5 hrs. at 50  

Degrees C and at 32  Degrees C. 

In this case, it was assumed that instead of 50 degrees C, a slurry of the 

Ceramicrete (90%) and Portland cement (10%) will reach 32 degrees C after setting for 

3.5 hrs and a comparison of the thawed zone around the wellbore after 3.5 hrs at 50 

degrees C and at 32 degrees C was carried out.  

The thawed zone around the wellbore at 32 degrees C (3.5 hrs) is approximately 

8.5 cm (shown as dotted lines in Figure 10), while it is 9 cm at 50 degrees C (3.5 hrs). 

 

 

 



 

 30 

 

Figure 9: Contour Diagram Showing Thawed Zone Around the Wellbore at 32 Degrees 

C. 

 

A comparison between thawed zones around the wellbore after 3.5 hrs. at 50  degrees C 

and at 32  degrees C is shown in Figure 10. 
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Figure 10: Comparison of Thawed Zone Around the Wellbore at 32 Degrees C and 50 

Degrees C. 

 

4.3.5 Freeze-Back of Thawed Zone at -1 Degree C. 

In this case, it was assumed that after a slurry mixture of Ceramicrete and dry 

Portland cement has set for 3.5 hrs and reached a final temperature of 50 degrees C, it 

will reach an ambient temperature of -1 degree C; the effect on the thawed zone was 

examined. 

At -1 degree C (ambient temperature), the thawed zone freezes back in about 5 

hrs; different color bands in Figure 11 indicate the partially-frozen zone of permafrost. 

 

Figure 11: Contour Diagram for Freeze-Back of Thawed Zone at Ambient 

Temperature (-1 Degree C). 

 

The plot of temperature (degrees C) vs. thawed-zone radius (m) (Figure 12) shows the 

freeze-back phenomena.  
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Figure 12: Temperature Profile for Freeze-Back of Thawed Zone. 

4.3.6 Continuous Thawing of Permafrost at 10  Degrees C for 1 Year. 

In this case, it was assumed that after a slurry mixture of Ceramicrete and dry 

Portland cement has set for 3.5 hrs and reached a final temperature of 120 degrees C, it 

will reach 10 degrees C, instead of ambient temperature, i.e. -1 degree C. The thawed 

zone around the wellbore at 10 degrees C is shown in Figure 13. 
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Figure 13: Contour Diagram for Continuous Thawing of the Permafrost at 10 Degrees C 

for 1 Year. 

 

If it is assumed that the final temperature (50 degrees C after 3.5 hrs.) of the slurry 

declines only to 10 degrees C, then a continuous increase in the thawed zone temperature 

is observed for 1 year which would be expected behavior in any permafrost well cement. 

Thus, the thawed zone (indicated by different color bands in Figure 13) will never freeze 

back in this case. The temperature profile in Figure 14 shows continuous thawing of the 

permafrost around the wellbore.  

 

Figure 14: Temperature Profile During Continuous Thawing at 10 Degrees C for 1 Year. 

 

4.3.7 Results and Discussion 

An analysis of results was conducted to understand the effect of heat evolved 

during the setting of the 90% Ceramicrete and 10% dry Portland cement slurry on the 

permafrost region near the wellbore. Results generated by “ABAQUS” show that the 

thawed zone radius is 9 cm. at 52 degrees C, while it is 8.5 cm for 32 degrees C after 3.5 

hrs. If the temperature drops down to -1 degree C, i.e. ambient temperature, the thawed 

zone will freeze back. However, if the temperature drops only to 10 degrees C, the 

thawed zone will never freeze back. Thus, for well integrity, it is necessary to reduce the 
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setting time of slurry in the annular volume between the wellbore and the casing. In order 

to avoid further thawing of the permafrost, the slurry should reach ambient temperature 

as quickly as possible. Thus, it can be seen from results generated using the Stefan 

method and by ABAQUS software that the permafrost zone around the wellbore 

undergoes thawing to a certain extent. However, if there is rapid freeze-back of the 

thawed permafrost zone around the wellbore, casing collapse will not occur and the well 

will remain intact for a longer period of time. The disadvantages of the proposed 

Ceramicrete formulation with contamination by either 5% or 10% dry CPC are listed in 

Table 6. However, considering other advantages of Ceramicrete over Portland cement, 

remedial measures can be taken to minimize the heat evolved during the setting of 

cement slurry, and thus to avoid the thawing of the permafrost zone around the wellbore.  
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Experimental 

results and 

numerical solution 

by the Stefan 

method 

  

  

  

  

  

  

Slurry of proposed  

Ceramicrete formulation 

with 5% set Portland 

cement 

  

  

  

  

  

1. Flash setting of slurry with 

final temperature in the range 

of 55 degrees F to 120 

degrees F. 

2. Less compressive strength 

with crack development. 

3. Thawing of the permafrost 

zone around the wellbore to 

the extent of 9.5 cm in 4 hrs. 

Experimental 

results and 

ABAQUS 

software 

simulations. 

  

  

  

  

  

  

  

  

Slurry of proposed 

Ceramicrete formulation 

with 10% dry Portland 

cement. 

  

  

  

  

  

  

  

  

1. Setting of the slurry after 

3.5 hrs with final temperature 

in the range of  55 degrees F 

to 120 degrees F. 

2. Time required to reach   

-1 degree C from 50 degrees 

C is not considered. 

3. Final temperature of set 

slurry is not known. 

4. At 10 degrees C or above 

continuous thawing of the 

permafrost zone around the 

wellbore might lead to casing 

collapse, and thus loss of well 

integrity. 

 

Table 6: Disadvantages of Proposed Ceramicrete Formulation 

Note: As the formulation of Ceramicrete was not disclosed during testing at BJ Services, 

Tomball, TX,  it is named “proposed Ceramicrete formulation”. 
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CHAPTER 5 

EXPERIMENTAL PROCEDURE AND TESTING METHODOLOGY 

 
 
5.1 Introduction 

Various laboratory tests were carried at the R & D facility of BJ Services in Tomball, 

TX with BJ Services staff to predict and evaluate the performance of the Ceramicrete 

slurry for its effective use in permafrost cementing operations. Although other standards 

such as those of the American Standard for Testing Materials (ASTM) and Construction 

Specification Institute (CSI) exist, all these tests were standardized by the API. 

A summary of the tests traditionally used in the cement slurry design as well as the 

API tests reference document are provided in Table 7. All of these tests were performed 

within the scope of this research to evaluate properties of the Ceramicrete. 
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Slurry Property Laboratory Test Test Reference 

Slurry preparation for 

laboratory mixing and 

testing 

Balances and high-shear mixers API Document 10, 

Sec. 5 

Slurry viscosity Atmospheric thickening-time tester API Document 10, 

Sec. 9 

Pumping time Consistometer testing API Document 10, 

Sec. 8 

Free water Settling of slurry in 250-ml graduated 

cylinder after setting 

API Document 10, 

sec. 5 

Fluid loss of cement slurry High-pressure fluid-loss cell at 1,000 

psi on 325 mesh screen for 30 minutes 

API Document 10, 

Appendix F 

Slurry density Standard Mud Balance API Document 10, 

Appendix C 

Rheological properties Rotational viscometer at various shear 

rates 

API Document 10, 

Appendix H 

Permeability testing Special water permeability apparatus 

for set cement 

API Document 10, 

Appendix G 

Table 7: API Specifications of Tests Carried out at BJ Services, Tomball, TX. 

 

 

5.2  Formulation of Ceramicrete  

The formulation used to carry out the tests at the R & D facility of BJ Services, 

Tomball, TX is given in Table 8 below: 
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Table 8: Formulation of Ceramicrete Used to Carry Out Tests at BJ Services, Tomball, 

TX 

 

Tests carried out at BJ Services, Tomball, TX: 

The following tests were carried out according to the API standards. 

1. Compatibility test 

2. Thickening time 

3. Density measurement 

4. Compressive strength 

5. Fluid loss 

6. Rheology 

7. Expansion test 

 

5.3  Compatibility test  

 5.3.1 Introduction 

In field operations, during Ceramicrete slurry preparation contamination with 

leftover Portland cement might occur in a mixer. If the mixture of Ceramicrete and 

Portland cement is not compatible, then there are possibilities that the set product may 

develop cracks after some time, which will eventually lead to casing collapse and loss of 

well integrity. Thus, it is important to establish the compatibility of Ceramicrete with 

Portland cement after mixing. 

 

 5.3.2 Experimental procedure: 

Ceramicrete formulation shown in Table 8 (95%), with 40 grams of dry CPC ”G” 

grade (5%) is mixed with water at a speed of 4000 RPM in a blender (Figure 15). The 

Contents Amount 

Ceramicrete 400 grams. 

Fly ash 400 grams. 

Boric Acid 15 grams. 

Tap Water (33.12%) 265 grams. 
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blender speed is increased to 12,000 RPM for 35 seconds (according to API standards) to 

check the compatibility of the Ceramicrete with CPC “G” grade.  

 

Figure 15: Blender Used to Mix 95% Ceramicrete and 5% Dry California Portland 

Cement "G" Grade. 

 

 

 

 5.3.3 Results and Discussion: 

The mixture is found to be compatible; i.e. no separate layers of Ceramicrete 

(95%) and dry CPC ”G” grade (5%) were observed after mixing. Hence, Ceramicrete 

contaminated by Portland cement “G” grade can be effectively used in oilfield cementing 

operations. 

 

 

 

 5.4 Thickening Time Testing 
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 5.4.1 Introduction 

Thickening time testing,  also referred to as “consistometer testing”, measures the 

length of time the slurry will remain in a fluid state under simulated downhole conditions 

without any shutdown periods. 

The consistometer consists of a rotating cylinder slurry container that envelops a 

stationary paddle. This slurry container is in turn encased within a pressure vessel and is 

surrounded in a “chilled” fluid that can manipulate the operating temperature. In the 

experimental work at BJ Services, a Chandler consistometer (Figure 16) was used and it 

was connected to a chiller to maintain its temperature. A downhole pressure of 1500 psi 

was simulated in all cases with different operating temperatures, such as 40 degree F, 55 

degree F and 70 degree F. 

As the consistometer maintains the slurry at a desired pressure and temperature, 

the torque on the stationary paddle is measured and converted into a slurry consistency, 

in Bc (Bearden units). According to API standard 10, the thickening time is the time at 

which viscosity becomes 70 Bc. Upon completion of consistometer testing, the 

Ceramicrete slurry is sufficiently mixed and thickened to prepare a set product. 

  The thickening time test is carried out for slurries of both Ceramicrete without 

CPC “G” grade contamination and Ceramicrete with (5%) CPC “G” grade contamination. 
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Figure 16: Chandler Consistometer for Measuring Thickening Time of Cement Slurry. 

 

 5.4.2 Results and Discussion 

The API standard specifies that an oilfield cement should exhibit a pumping time 

ranging from 3 to 5 hrs. At BJ Services, Tomball, TX, consistometer tests were 

performed using the defined Ceramicrete blend, with each test occurring at 1500 psi and 

at different temperatures such as 40 degrees F, 55 degrees F, and 70 degrees F. 

In the first case, i.e. at 1500 psi and 40 degrees F (Figure 17 and Figure 18), the 

thickening time (or time at which viscosity of slurry becomes 70 Bc) for both 

Ceramicrete with 5% CPC “G” contamination and Ceramicrete without CPC “G” 

contamination, is approximately 5 hrs, which meets the API standards. In the second 

case, i.e. at 1500 psi and 55 degrees F, the thickening time for Ceramicrete without CPC 

“G” contamination is approximately 2.30 hrs. In the third case, i.e. at 1500 psi and 70 
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degrees F, the thickening time for Ceramicrete without CPC “G” contamination is 

approximately 1.00 hr, which is significantly less than what is required by API standards. 

It can be seen from the first case that the thickening time for Ceramicrete with or 

without contamination of CPC “G” is 5 hrs; because there is no change in the thickening 

time of Ceramicrete slurry contaminated with Portland cement “G” grade, Ceramicrete 

slurry can be assumed to behave ideally at 1500 psi and 40 degrees F (according to API 

standards) in oil-well cementing operations on the ANS. The thickening time for 

Ceramicrete slurry without contamination of Portland cement “G” grade at conditions 

mentioned in case 2 and case 3 is less than what is required by API standards. Thus, 

Ceramicrete slurry cannot be effectively used under the conditions of the second and 

third cases, i.e. for higher-temperature oil field operations. 

 

Figure 17: Thickening Time Measurement for Ceramicrete (95%) Contaminated by Dry 

California Portland Cement "G" Grade (5%). 
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Figure 18: Thickening Time Measurement for Ceramicrete (95%) Without 

Contamination by California Portland Cement "G" Grade (5%). 

 

 5.5 Density measurement 

 5.5.1 Introduction 

To achieve a satisfactory job in oil well cementing, it is extremely important to 

closely regulate the density of the cement slurry during the injection operation. The 

success of many industrial operations and processes depends on reliable measurement of 

the density of a liquid. In oil-well cementing operations, cement slurry is injected into an 

annulus formed between the pipe casing and the wall of the borehole. When the slurry 

reaches the desired location in the borehole it is allowed to harden. The density of cement 

slurry is a measure of the amount of water used with a sack of dry cement material. The 

amount of water in the slurry controls many physical properties of the cement. A large 

amount of water can increase the thickening and setting time of the cement beyond a 

desirable period. An excess of water in the slurry can also cause shrinkage, which will 

weaken the set cement. In contrast, if the slurry contains a lesser 

amount of water it will increase the initial viscosity and thixotropy of the cement and 

cause plug flow or a preliminary flash setting. 

Drilling fluids and cements often have a considerable amount of air entrained or 

trapped within the fluid; this air may give erroneous results when determining fluid 
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density using conventional equipment. The air volume may be decreased to a negligible 

quantity by pressurizing the sample cup, yielding more accurate density readings of the 

fluid. Thus, the absolute density of Ceramicrete with and without contamination by CPC 

“G” grade can be determined accurately using Halliburton Tru-WateTM pressurized fluid 

density scale (Figure 19). 

The operation is similar to the conventional mud balance, with the additional 

capability of pressurizing the sample in the cup. 

 

 

Figure 19: Halliburton Tru-WateTM Pressurized Fluid Density Scale 

 

5.5.2  Results and Discussion 

The densities of Ceramicrete slurries without and with 5% dry Portland cement 

contamination were measured using a Tru-WateTM pressurized fluid density scale. 

1. The density of Ceramicrete without contamination by CPC “G” Grade: 15.6 ppg (1.88 

grams/cc). 
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2. The density of Ceramicrete contaminated by Portland cement, i.e a mixture of 95% 

Ceramicrete and 5% dry CPC “G” grade): 15.7 ppg (1.88 grams/cc). 

As specified by API standards, the slurry density is the same for Ceramicrete 

without and with contamination by 5% Portland cement “G” grade. Although the density 

of pure Ceramicrete and Ceramicrete contaminated by Portland cement is less than that of 

conventional Portland cement, there is a decrease in interstitial spacing in Ceramicrete 

with and without contamination by CPC “G” grade. The presence of porous spaces is one 

of the primary problems in arctic cementing operations. Water and other fluids fill these 

spaces and freezing temperatures can lead to expansion of the fluids and cracking of the 

set product. Ceramicrete with less density offers less pore space for potential invasion of 

fluids, and thus cracking of the set product at freezing temperatures is avoided. Thus, 

either contaminated or uncontaminated Ceramicrete can be used effectively for 

permafrost oil field operations because contamination with CPC “G” does not alter the 

density of Ceramicrete.  

 

5.6  Compressive Strength Testing 

5.6.1  Compressive Strength Measurement Using Ultrasonic Cement Analyzer 

A Model 2000 UCA (Ultrasonic Cement Analyzer, Figure 20) is used to provide 

an indication of the relative strength development of a slurry sample while it is being 

cured under downhole temperature and pressure conditions. Relative strength is 

determined by measuring the change in velocity of an ultrasonic signal transmitted 

through the cement slurry specimen as it cures. As the strength of the cement specimen 

increases, the transit time of the ultrasonic signal through the specimen decreases, 

allowing the relative strength to be calculated. 

The slurry sample to be tested is prepared in accordance with API-recommended 

practices, and then is placed in a temperature- and pressure-controlled cell to simulate the 

curing conditions that are expected downhole. Each cell of the Model 2000 is a stand-

alone instrument designed to supply a complete data set. The data are downloaded to a 

computer for data archiving. An embedded controller replaces the central processor unit. 

This instrument is capable of running the custom software that measures the transit time 

of the ultrasonic signal through the slurry specimens and computes the relative 
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compressive strength values. Data points are measured and recorded continuously on-

board in flash memory. A numeric display of the current strength measurement, 

temperature, and transit time, or a graphical plot of these test parameters versus time is 

available continuously on the 10.4 inch touch screen provided with each cell. Current 

temperature and pressure are always displayed numerically. A plot of pressure can be 

substituted for transit time if desired. The touch screen monitor also allows the user to 

access the control, diagnostic, and calibration functions of the embedded controller. 

Temperature control is provided through a fuzzy logic control algorithm by the 

same embedded controller used on CTE’s pressurized curing chambers and 

Consistometers. The desired temperature profile is easily programmed using the touch 

screen features of the monitor. Step by step instructions are displayed on the monitor, 

making the device easy to use. After the desired temperature profile is entered, a preview 

of the ramp is displayed graphically for pre-test inspections to prevent programming 

errors. The pressure is controlled manually, using an air-operated high-pressure pump 

and a pressure-relief valve.  
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Figure 20: Ultrasonic Cement Analyzer for Compressive Strength Testing 

 

 5.6.2 Results and Discussion 

The compressive strength of Ceramicrete slurry with and without contamination 

by CPC “G” grade was determined using the UCA at 40 degrees F.  

1. Compressive strength of Ceramicrete contaminated by 5% CPC “G”at 24  

    hrs =  42 psi. 

2. Compressive strength of Ceramicrete contaminated by 5% CPC “G” at 48  

    hrs = 972 psi (Figure 21). 

3. Compressive strength of Ceramicrete without contamination by CPC “G” at 24  

    hrs = 332 psi (Figure 22). 

4. Compressive strength of Ceramicrete without contamination by CPC “G” at 48    

    hrs = 135 psi. 

Thus, it can be seen that the compressive strength of Ceramicrete contaminated by 

CPC “G” grade at 48 hrs. (972 psi) is greater than that of pure Ceramicrete. However, in 
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all cases there were no signs of freezing, flash setting, or increased porosity. It can be 

concluded that contamination of Portland cement in Ceramicrete improves the 

compressive strength of the Ceramicrete. Thus, contaminated Ceramicrete is more 

effective to use than are other permafrost cementing formulations. 
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Figure 21: Compressive Strength of Ceramicrete (95%) Contaminated by Dry California Portland Cement "G" Grade. 
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 Figure 22: Compressive Strength of Ceramicrete (95%) Without Contamination by Dry California Portland Cement “G” 

Grade



 

 51 

 5.6.3 Compressive Strength Measurement by Curing Method  

The Model 200 High Temperature High Pressure (HTHP) curing chamber is 

utilized to prepare cement specimens for compressive strength tests. It is necessary to 

determine the amount of time required for a cement to develop compressive strength so 

that drilling/production operations can be resumed as quickly as possible after pouring. 

The HTHP curing chambers provide a means of curing cement specimens under typical 

downhole temperatures and pressures.  

In this method, cement is first poured into a special mold (Figure 23) that 

produces specimens measuring 2" x 2" x 2". These molds are then kept in a water bath in 

the Model 200 HTHP curing chamber (Figure 24) at 40 degrees F for a time period 

specified by API standards, so that the specimen will develop sufficient compressive 

strength. The compressive strength is measured by compressing the cubes using the 

compressive-strength-measuring equipment shown in Figure 25. The results are recorded 

via a computer connected to the equipment. The compressive strength of Ceramicrete 

without contamination by dry Portland cement was measured after 24 hrs, while the 

compressive strength of a mixture of Ceramicrete (95%) and dry Portland cement (5%) 

was measured after 48 hrs.  
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Figure 23: 2" x 2" x 2" Molds with Mixture of Ceramicrete Slurry and 5% California 

Portland Cement "G" Grade for Compressive Strength Testing. 
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  Figure 24: Model 200 HTHP Curing Chamber to Prepare Cement Specimens for 

Compressive Strength Testing 

 

 

Figure 25: Instrument to Measure Compressive Strength of 2" x 2" x 2" Cubes at the R & 

D Center, BJ Services, Tomball, TX 
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5.6.4  Results and Discussion 

According to API standards, the compressive strength of permafrost cement 

should be 500 psi after 24 hrs. The compressive strengths measured using the curing 

methods described are given below: 

1. Compressive strength of Ceramicrete without contamination by dry California  

    Portland cement “G” grade after 24 hrs = 292 psi. 

2. Compressive strength of Ceramicrete without contamination by dry California  

    Portland cement “G” grade after 48 hrs = 50 psi. 

3. Compressive strength of Ceramicrete contaminated by Portland cement,      

    i.e a mixture of 95% Ceramicrete with 5% Portland cement, after 48 hrs =     

   698 psi.  

The compressive strength of Ceramicrete without Portland cement contamination 

after 48 hrs is 292 psi, which is less than what is required by API standards. The 

reduction in compressive strength after 48 hrs may be due to the development of a crack 

in the set Ceramicrete binder after 24 hrs. In the case of Ceramicrete contaminated by 5% 

Portland cement, the compressive strength was not measured at 24 hrs, as it was 

negligible. However, there was a sudden increase in the compressive strength after 24 

hrs. Hence, it can be concluded that compressive strength of the proposed Ceramicrete 

binder can be increased with Portland cement contamination. 

 

5.7  Fluid Loss Testing 

5.7.1 Introduction 

Successfully cementing the casing string of an oil or gas well is highly dependent 

upon the characteristics of the cement slurry. Well cements that have poor filtration 

control can lead to a complete failure of the cementing operation. In addition, the 

invasion of filtrates into producing zones causes formation damage, which can greatly 

reduce the production potential of the reservoir. Developing cement slurries that have 

minimal filtration loss prevents expensive remedial cementing operations and reduces 

formation damage. The stirred fluid loss tester (Figure 26) at BJ Services, Tomball, TX 

was used for determining the fluid loss characteristics of the cement. 
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5.7.2 Experimental Procedure 

Cement slurry is first prepared according to specifications with fluid loss control 

additives such as Fluid Loss (FL)-63 and FL-25 and then poured into the consistometer 

cup. The gear drive system is connected to an agitation paddle, which is dimensionally 

equivalent to an atmospheric consistometer paddle. The desired test temperature is 

maintained by a digital temperature controller, while the pressure necessary to prevent 

evaporation of the liquid phase is applied to the cell. When conditioning the cement in 

accordance with API Specification 10 guidelines, the paddle is rotated at 150 rpm for 20 

minutes. Once the cement is conditioned, the test cell is rotated 180 degrees and the 

desired differential pressure is applied to the cell. The filtrate is collected in a back 

pressure receiver for 30 minutes. The API standards define fluid loss as the volume (cc) 

of filtrate that is collected during this 30-minute interval. 
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Figure 26: Stirred Fluid Loss Tester at BJ Services, Tomball, TX 

 

5.7.3 Results and Discussion 

Fluid loss measurements were carried out under following conditions: 

Data: 

Temperature: 77 degrees F. 

Pressure: 1000 psi. 

Time for filtrate collection: 30 min. 

 

Calculations: 

Filtrate is collected after 30 mins. If the test “spurts” in less than 30 minutes, fluid loss 

can be calculated by: 

                                  Q30 = Qt × 5.477/ √t                                                                      (5.1) 
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Q30 = Quantity of filtrate collected in 30 mins, cc 

Qt = Quantity of filtrate collected at time t, cc 

 t = time in minutes 

  

1. Fluid loss for Ceramicrete without dry Portland cement or fluid loss control additives 

can be calculated using equation 5.1. 

   Q30  = Qt × 5.477/ √t                                                                                                    (5.1) 

          = 33 × 5.477/ √1.43 

          = 150.96 cc 

  Fluid loss = 2 * 150.96 = 301.92 cc/30 min. 

 

2. Fluid loss for Ceramicrete without dry Portland cement but with 8% w/w FL-25 fluid 

loss additive can be calculated using equation 5.1. 

Q30  = Qt × 5.477/ √t                                                                                                               

= 34 × 5.477/ √.76 

       = 213.6 cc 

Fluid loss = 2 * 213.61 = 427.2 cc/30 min. 

3. Fluid loss for Ceramicrete without dry Portland cement but with 8% w/w of FL-63 

fluid loss additive can be calculated using equation 5.1. 

Q30  = Qt × 5.477/ √t                                                                                                        

       = 34 × 5.477/ 3.909 

       = 51.84 cc. 

Fluid loss = 2 * 51.84 = 103.68 cc/30 min 
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                                         TYPE Qt 

(CC) 

Time 

(min) 

Q30 

(CC) 

Ceramicrete without CPC"G" or fluid loss control 

additives 

33 1.43 301.92 

Ceramicrete without (5%) CPC"G" and 8% w/w FL-25 34 0.76    427.2 

Ceramicrete without (5%) CPC"G" and 8% w/w FL-63 34 16 103.78 

 

Table 9: Fluid Loss Measurements. 

 

From the results in Table 9, it can be seen that the fluid loss from uncontaminated 

Ceramicrete with no fluid loss control additive or with 8% w/w of FL-25 fluid loss 

control additive is much more than from that with FL-63. Thus, FL-63 can be effectively 

used with Ceramicrete slurry as a fluid loss control additive in oilfield operations. 

 

5.8 Rheology Measurements 

5.8.1 Introduction 

Rheology is the science and study of the flow and deformation of fluids. It 

describes the relationship between the flow rate (shear rate) and the pressure (shear 

stress) that causes movement. It enables one to determine the flow regime needed for 

optimum cement slurry placement, and to calculate values for friction pressure within the 

pipes and annulus (Schulumberger, 1984). 

Rheology is an extremely important property of drilling, completion, and cement 

hydraulics in well operations. The flow properties of wellbore fluids (water, mud, cement 

slurries, mud spacers, and displacement fluids) are conventionally classified as 

“Newtonian” or “Non-Newtonian.” 

Newtonian fluids exhibit a direct and constant proportionality between shear rate 

(which is related to flow velocity or rate) and shear stress (which is related to flowing 

pressure drop) as long as the flow regime is laminar. In this type of fluid, viscosity is 

independent of shear rate at a constant temperature and pressure. The behavior of non-

Newtonian fluids such as cement slurries is different from that of Newtonian fluids. 

Frequently non-Newtonian fluids are rheologically complex particle-bearing fluids that 
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are usually described as “Bingham Plastics “or “power-law fluids.”  In this study, the 

power law model is used exclusively (Banerjee, 2005); this law describes the relationship 

between the shear stress and shear rate of cement as an exponential relationship. 

                                                      

                                      ζ= k. (γ)η                                                                                                                           (5.2) 

 

Where, ζ = Shear stress (lbs/100ft2). 

γ = shear rate (rpm). 

n = Flow behavior index. 

k = Consistency index (lbf. secn /100ft2). 

 

Stress (lbs/100ft2) vs. strain (RPM) plots are used to characterize the fluid based on “n” 

values, i.e.  

n = 1 (Newtonian fluid) 

n < 1 (Pseudo-plastic fluid) 

n > 1 (Dilatant fluid). 

 

However, k (lbf. secn /100ft2) values are used to describe the fluid’s properties 

such as viscosity, pumping time of cement slurry, and thickening effect. In this work, 

Ceramicrete binder slurries either contaminated by Portland cement or uncontaminated 

by Portland cement are of special interest. Ceramicrete slurries with k>1 exhibit high 

viscosity values which will eventually lead to an increase in pumping time of 

Ceramicrete slurry. 

 

5.8.2 Experimental Procedure 

There are two different data sets (at different rpms) of viscosities that are 

generated using the GRACE viscometer. 

 

1. Viscosity measurements before conditioning: The first viscosity data set was 

obtained without conditioning the cement slurry. In this method, the Ceramicrete with or 
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without contamination by CPC “G” grade is mixed with fluid loss control additives, and 

then the viscosity is measured using the GRACE viscometer (Figure 27). 

 

2. Using the atmospheric consistometer (Figure 28): The cement slurry is first poured 

into a consistometer cup, and then the cup is rotated at atmospheric pressure and with 

temperature control. In this method, temperature is measured accurately using a 

microprocessor-based temperature controller. Rotational speed of the slurry container is 

held constant by the drive motor assembly, which is factory-set at 150 rpm. Internal 

cooling coils provide quick cooling of the slurry. The strip chart recorder option on the 

Model 1250 provides a permanent record of the temperature and viscosity. 

 
 

 

 

 

Figure 27: GRACE Viscometer for Rheology Measurements. 
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Figure 28: Atmospheric Consistometer for Conditioning Cement Slurry. 

 

5.8.3  Results and Discussion 

  

 From tables 10-13 below, it can be concluded that the viscosity of the cement 

slurry increases after conditioning 

Without Contamination:   

600 

RPM 

300 

RPM 

200 

RPM 

100 

RPM 

6 

RPM 

3 

RPM 

Before conditioning:   155 85 63 38 12 10 

After conditioning:   180 107 83 53 12 10 

Table 10: Rheological Properties of Ceramicrete Without Contamination by CPC “G” 

at Room Temperature 

 

With contamination   

600 

RPM 

300 

RPM 

200 

RPM 

100 

RPM 

6 

RPM 

3 

RPM 

Before conditioning:   106 62 43 26 9 8 

After conditioning:   138 87 58 35 9 8 
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Table 11: Rheological Properties of Ceramicrete With Contamination by CPC   “G” 

at Room Temperature 

 

 

 

 

Regular w/8% FL-63  

600 

RPM 

300 

RPM 

200 

RPM 

100 

RPM 

6 

RPM 

3 

RPM 

Before conditioning  264 137 99 60 13 12 

After conditioning  328 179 129 74 14 11 

 

Table 12: Rheological Properties of Ceramicrete Slurry With 8% w/w of FL-63   

Additive at Room Temperature 

 

 

Regular w/8%FL-25:   

600 

RPM 

300 

RPM 

200 

RPM 

100 

RPM 

6 

RPM 

3 

RPM 

Before conditioning:   445 254 198 114 21 14 

After conditioning:   735 436 313 181 26 18 

 

Table 13: Rheological Properties of Ceramicrete Slurry With 8% w/w of FL-25 Additive 

at Room Temperature 

 

With fluid loss control additives like FL-25, the viscosity is high. This may cause 

some problems while pumping the cement downhole. 
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Fluid characterization: 

Plots (Figures 29-32) of shear stress (lbs/100ft2) vs. shear rate (RPM) were used 

to characterize the fluid. 
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Figure 29: Rheogram for Ceramicrete Slurry at Room Temperature With Contamination 

by California Portland Cement "G" Grade at Room Temperature 
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Figure 30: Rheogram for Ceramicrete Slurry at Room Temperature Without 

Contamination by California Portland Cement "G" Grade at Room Temperature 
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Figure 31: Rheogram for Ceramicrete Slurry at Room Temperature With 8% w/w FL-25 

at Room Temperature 
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Figure 32: Rheogram for Ceramicrete Slurry at Room Temperature With 8% w/w FL-63 

at Room Temperature 

 

When shear stress (lbs/100ft2) is plotted against shear rate (RPM), it can be seen 

from Figures 29-32 that the various Ceramicrete slurries listed in Tables 10-13 exhibit the 

properties of the pseudo-plastic power-law fluid model. An exponential relationship 

between shear rate and shear stress in the Pseudo-Plastic Power-Law Fluid Model for the 

slurries listed in Tables 10-13 can be described as 

                                                      ζ= k. (γ)η                                                                                             (5.2) 

Where, ζ = Shear stress (lbs /100ft2) 

γ = shear rate (RPM). 

Since the Ceramicrete slurry properties listed in Tables 10-13 exhibit power law 

fluid properties, equations 5.3 and 5.4 are used to calculate the n and k (consistency 

index) values, respectively. 

 

n = 3.32 log (φ 600/φ300                                                                                              (5.3) 
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 k= φ 600/ (1022)n                                                                                                                                            (5.4) 

where φ 600 and φ300 are dial readings for GRACE viscometers at 600 rpm and 300 rpm 

respectively.     

            It can be concluded from Tables 14-17 below that all Ceramicrete slurries 

exhibit n<1, which shows that Ceramicrete slurries listed in Table 10-13 exhibit Pseudo-

Plastic Power-Law Fluid Model. 

 
 

  Ceramicrete slurry without contamination 

RPM Before Conditioning After conditioning 

3 8 8 

6 9 9 

100 26 35 

200 43 58 

300 62 87 

600 106 138 

   

N 0.773275064 0.665194648 

k(lbf.secn/100ft2) 0.498927389 1.373700843 

 

Table 14: “n” and “k” Values of Ceramicrete Slurry With Contamination at Room 

Temperature 

 

 

 

 

 

 

 

 

 



 

 68 

 

 

 

Ceramicrete Slurry without contamination 

by CPC "G" 

RPM Before conditioning After conditioning 

3 10 10 

6 12 12 

100 38 53 

200 63 83 

300 85 107 

600 155 180 

 

N 0.866230405 0.749950575 

k(lbf.secn/100ft2) 0.383091392 0.995868433 

 

Table 15: “n” and “k” Values of Ceramicrete Slurry Without Contamination at Room 

Temperature 

 

 

Ceramicrete slurry with 8% w/w of FL-

25 

RPM Before conditioning After conditioning 

3 14 18 

6 21 26 

100 114 181 

200 198 313 

300 254 436 

600 445 735 

   

N 0.808507297 0.752978821 

k (lbf.secn/100ft2) 1.640800028 3.982015187 
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Table 16 : “n” and “k” Values of Ceramicrete Slurry With 8 % w/w  FL-25 at Room 

Temperature 

 

 

 Ceramicrete  slurry with 8% w/w of FL-63 

RPM Before conditioning After conditioning 

3 12 11 

6 13 14 

100 60 74 

200 99 129 

300 137 179 

600 264 328 

   

N 0.945812754 0.873229098 

k (lbf.secn/100ft2) 0.375890661 0.772291208 

 

Table 17: “n” and “k” Values of Ceramicrete Slurry With 8 % w/w FL-63 at Room 

Temperature 

 

The "n" (power-law index) values for Ceramicrete slurries are similar to those of 

conventional cements used in oilfield operations. However, in some cases "k" 

(consistency index) values are more than 1, e.g. for Ceramicrete slurry with 8 % of FL-25 

flow loss control additive (oth before and after conditioning) and Ceramicrete with 

contamination by Portland cement (after conditioning). 

Thus, it can be seen that those Ceramicrete slurries which have "k" (consistency 

index) values more than 1 undergo a rapid thickening. With such Ceramicrete slurries 

(k>1), high viscosity values may be found and may cause a problem during pumping the 

slurry downhole. In this case, FL-25 fluid loss additive leads to an increase in the “k” 

value of the slurry, and hence it is not suitable for the proposed Ceramicrete formulation. 

Thus, Ceramicrete slurry along with 8% w/w of FL-63 fluid loss control additive can be 

used as permafrost oil well cement formulation.  
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Hence, by characterizing the cement behavior, as shown in the above tables, one 

can quantify the pressure drop of the system, which can help in pump sizing, casing, and 

drill pipe design. 

 

5.9  Expansion Test of Ceramicrete Slurry at 40 Degrees F 

5.9.1  Introduction 

A well-known practice in oil and gas wells is to cement a steel casing in place 

within the bore by placing cement slurry between the steel casing and the formation 

walls. Conventional permafrost cements exhibit the problem of shrinkage upon setting in 

annular volume between casing and wellbore at lower temperatures which leads to a poor 

mechanical bond between the casing and the bore wall. Such a situation may allow 

undesirable fluid (liquids and gases) to communicate between different formation zones 

penetrated by the bore, or even allow fluids produced in certain zones to undesirably leak 

to the surface (Cheung, 1999). 

Expansive agents, when used along with cement formulation, will 

overcompensate for the cement shrinkage which ultimately leads to expansion of the 

cement slurry. Net expansion, or simply expansion of a cement means that the volume of 

unrestrained set cement will be greater than that of its liquid (i.e. slurry) phase. Such a net 

expansion helps ensure a good cement bond to both the casing and the bore wall.  

The expansive agent must be designed such that, at the temperature to which the 

liquid cement will be exposed, it does not attempt to produce most of its expansive effect 

while the cement is still liquid as there will be no net expansion of the set cement 

(Cheung, 1999). Furthermore, for practical reasons, it will often be desirable that the 

expansion in the set cement must occur at a practical rate under the temperature and other 

conditions to which it is to be exposed. 

Some wells may experience thermal shock, i.e. sudden change in temperature, 

which may lead to the loss of compressive strength of a set cement. Certain cement 

expansive additives perform well at lower temperatures and pressures; these cement 

additives may not perform well at higher temperatures and pressures. Thus, it is 

necessary to achieve an optimum concentration of the proper “expansive additive”, in 

order to suffer the smallest thermal shock effect. 
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In order to drill the well in a permafrost zone on the ANS, it is necessary to take 

into consideration the effect of lower temperature on the expansive additive and the 

proposed oil well cement expansion. However, in the case of Ceramicrete Binder, MgO 

(Magnesium Oxide) is used as an “expansive additive,” which also initiates the reaction 

required for the development of Ceramicrete binder. In order to analyze the behavior of 

MgO in Ceramicrete as an “expansive additive” and eventually in a proposed 

Ceramicrete formulation, the expansion tests have been carried out at BJ Services, 

Tomball, TX at lower temperatures. 

 

5.9.2 Experimental Procedure  

In order to analyze the effect of a lower temperature on Ceramicrete slurry, the 

slurry was poured into specialized molds and allowed to set at 40 degrees F. The 

specialized molds (Figure 33) at BJ Services, Tomball, TX consist of a first section that is 

adjacent to the base and functionally associated with a first anchor block, and a second 

section that is functionally associated with the first section and with a second anchor 

block and is adjacent to the base. Thus, a mold is comprised of the first section, the 

second section, and the base into which a measured amount of Ceramicrete slurry can be 

poured. A sensor is used to measure the movement of the first and second sections 

relative to each other in response to volumetric changes in the cement when the cement is 

exposed to lower temperatures, and the data are recorded over a period of time. 

The main goal in carrying out the Ceramicrete slurry expansion test was to see 

whether Ceramicrete slurry had undergone expansion with or without crack development 

at a lower temperature; in other words, to discover whether it can be used effectively on 

the ANS in oil-well cementing operations. 

 

 

 

5.9.3. Results and Discussion 

It can be seen from Figure 33 that the Ceramicrete slurry has undergone 

expansion after setting at the temperature of 40 degrees F and that cracks have developed.  
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Figure 33: Crack Development in Proposed Ceramicrete Binder After Setting and 

Expansion at 40 Degrees F 

Note: The picture was taken after the expansion test. The amount of Ceramicrete above 

the mold rim is due to expansion of Ceramicrete slurry at 40 degrese F;  the crack that 

developed after Ceramicrete slurry expansion at 40  degrees F is indicated by a red 

circle. 

 

The possible reasons for crack development after Ceramicrete slurry setting and 

expansion at 40 degrees F could be “flash setting”; i.e. when the proposed Ceramicrete 

binder formulation is mixed with the required water quantity in a mixer, the slurry 

undergoes instantaneous setting in the mixer. This leads to the formation of a highly 

viscous Ceramicrete slurry, and further mixing of the Ceramicrete binder is not possible. 

The flash setting of a Ceramicrete binder slurry is also accompanied by a high amount of 
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heat evolution. In order to get a stable Ceramicrete after setting, it is important that some 

unreacted MgO particles are available in phosphate solution, as these metal oxides 

provide nucleation points for crystallization into a well-connected crystal lattice (Wagh, 

2003; Banerjee, 2005). In the case of flash setting, there are insufficient MgO particles in 

acidic phosphate solution to provide nucleation points and thus, the crystallization 

process may remain incomplete with the possible formation of an unstable crystal lattice. 

The flash setting is usually observed with low MgO content in the Ceramicrete binder 

formulation.  

Crack development can also be observed with a high MgO content for a given 

amount of potassium phosphate in the Ceramicrete binder formulation. Generating the 

Ceramicrete binder begins with the dissolution of potassium phosphate (KH2PO4). When 

metal oxides are stirred into an acid solution, the oxide generally separates into two 

component parts, a metal cation and an oxygen-containing anion. The metal cations react 

with free water molecules and form positively-charged ‘aquasols’ by hydrolysis (Wagh, 

2003; Banerjee, 2005) according to the following reactions:  

 

       KH2PO4 ↔ 2H+ + KPO4
2- (Dissolution of phosphate)                                       (5.5)                      

       MgO + 2H+ ↔ Mg2+ + H2O (Dissolution of metal oxide)                                 (5.6)                      

       Mg2+ + H2O  [Mg*H2O]2+ (Formation of aquasol)                                         (5.7)         

      

Eventually, the formation of a stable Ceramicrete binder depends on equation 5.7, 

and to drive this reaction forward an excess amount of KH2PO4 should be used, leading 

to the generation of cations required for dissolution and hydrolysis of Mg2+ in step 5.7 

(Le Chatelier’s principal). Hence, if MgO is used in excess instead of KH2PO4 in a 

particular Ceramicrete formulation, the probable result is formation of an unstable 

Ceramicrete binder. Thus, it is necessary to determine the optimum percentage of MgO 

(expansive additive) for a given amount of KH2PO4 to be used in the Ceramicrete binder 

if crack development after setting at a lower temperature is to be prevented. 
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CHAPTER 6 

DETERMINATION OF OPTIMUM AMOUNT OF MgO IN CERAMICRETE 

BINDER 
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6.1  Introduction 

It has been observed that a proposed Ceramicrete binder developed a crack after 

setting and expanded at lower temperature, i.e. at 40 degrees F. As discussed when 

presenting the results of the Ceramicrete expansion test at 40 degrees F, crack 

development could be due to a percentage of MgO in the proposed Ceramicrete binder 

that is either higher or lower than the percentage of KH2PO4. Thus, it is very important to 

determine the optimum percentage of “expansive additive”, i.e. MgO, to be used in the 

Ceramicrete binder for a given percentage of KH2PO4 to avoid crack development, which 

can lead to the loosening of set Ceramicrete after some time. In order to avoid casing 

collapse and to establish well integrity, it is important to come up with a formulation of 

Ceramicrete binder with proper percentages of MgO (Magnesium Oxide), KH2PO4 

(potassium  phosphate), C-class fly ash, Boric acid, and Wollastonite, which are the main 

constituents of Ceramicrete binder. 

 

6.2  Ceramicrete Formulation Preparation 

In these experiments, MgO (25% by weight), KH2PO4 (27.2% by weight), C-class fly 

ash (10.2% by weight), Wollastonite (10.2% by weight), Boric acid (0.09% by weight), 

and water (27.2% by weight) (Banerjee, 2005) were used as a base formulation. The 

MgO concentration was decreased to values which were less than the percentage of MgO 

in the base Ceramicrete binder formulation (Tables 18-21). In order to take into 

consideration the effect of Portland cement contamination on Ceramicrete binder during 

its mixing in normal field practices, the selected permafrost Ceramicrete binder 

formulations were mixed with 5% of dry CPC “G” grade. Thus, to find out the optimum 

percentage of “expansive additive” (MgO) to use and eventually to come up with the 

optimum permafrost Ceramicrete formulation for the ANS, the following permafrost 

formulations were used.  

 

 

 

 

 



 

 76 

Base Ceramicrete Formulation 
Contents % 

MgO 25 

KH2PO4 27.2 

C-class fly ash 10.21 

Wollastonite 10.2 

Boric acid 0.09 

Water 27.3 

Total 100 
 

Table 18: Base Formulation of Ceramicrete Binder 

 

  

Sample Ceramicrete Formulation # 1 
Contents % 

MgO 22.9 

KH2PO4 28.5 

C-class fly ash 10.6 

Wollastonite 10.6 

Boric acid 0.1 

Water 27.3 
Total 100 

 

Table 19: Sample Ceramicrete Formulation #1 

 
 
 
 
 
 
 
 
 
 

Ceramicrete formulation # 2 
Contents % 
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MgO 21.5 

KH2PO4 29.1 

C-class fly ash 11 

Wollastonite 11 

Boric acid 0.1 

Water 27.3 

Total 100 

Table 20: Sample Ceramicrete Formulation #2 

 

Ceramicrete Formulation # 3  
Contents % 

MgO 19.9 

KH2PO4 30.1 

C-class fly ash 11.3 

Wollastonite 11.3 

Boric acid 0.1 

Water 27.3 

Total 100 

Table 21: Sample Ceramicrete Formulation #3 

 

All of the Ceramicrete binder formulations mentioned in the above Tables were 

contaminated with 5% dry CPC “G” grade for further tests. Hence, the following tests 

were carried out with a total of eight samples to determine the optimum permafrost 

cement formulation as well as the effect of CPC “G” grade on Ceramicrete binder 

formulations: 

1. Expansion test at 32 degrees C. 

2. Fluid loss testing at 1000 psi differential pressure and room temperature. 

3. Uniaxial compressive strength testing. 

6.3  Expansion Test at 32 Degrees F. 

6.3.1  Introduction 

It was demonstrated that cracks developed in Ceramicrete after setting and 

expanding at the lower temperature of 40 degrees F. Thus, in order to know the effect of 
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lower temperature on a sample Ceramicrete formulation setting and expansion, a 

temperature value less than 40 degree F was selected. The setting of sample Ceramicrete 

formulations was measured at UAF at 32 degrees F in plastic cylindrical molds measuring 

4 inches high and 2 inches in diameter (Figure 34). At the same time, the effect of 

temperature was observed on the expansion of sample Ceramicrete formulations to 

discern whether cracks developed after expansion. 

 

 

 

Figure 34: Plastic Molds of 4” Height and 2” Diameter Used for Setting of Sample 

Ceramicrete Formulations 

 
 
6.3.2  Results and Discussion 

It was observed that sample Ceramicrete formulation # 3 with or without 5% dry 

CPC “G” grade underwent “flash setting” with a high amount of heat evolution. The 

slurries of other sample Ceramicrete formulations, i.e. the base Ceramicrete formulation, 

sample Ceramicrete formulation #1, and sample Ceramicrete formulation #2 with or 

without 5% CPC “G” grade set successfully without any crack development when 

refrigerated at 32 degrees F for 24 hrs. (according to ASTM standards). Expansion of the 

base Ceramicrete sample contaminated by 5% dry CPC "G" grade at 32 degrees F after 

24 hrs and expansion of sample Ceramicrete formulation #1 at 32 degrees F after 24 hrs 

are shown in Figures 35 and 36, respectively. 
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Figure 35: Expansion of Base Ceramicrete Sample with Contamination by 5% Dry 

California Portland Cement "G" Grade at 32 Degrees F After 24 hrs 

 

 

Figure 36: Expansion of Sample Ceramicrete Formulation #1 at 32 Degrees F After 24 

hrs 
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Note: The picture was taken after the expansion test. The amount of Ceramicrete above 

the mold rim is due to expansion of Ceramicrete slurry at 32 degrees F. In Figures35 and 

36 expansion of the base Ceramicrete sample contaminated by CPC “G” grade and 

Sample Ceramicrete formulation #1 are  shown. 

 

 

The extent of expansion observed for all Ceramicrete formulations with or 

without contamination was the same. The results of the expansion test at 32 degrees F are 

shown in Table 22. 

 

 

 

 

 

 

 

Case 1 
  
  

Base Ceramicrete formulation 
 with and without CPC "G" 
  

Slurry sets successfully at 32 degrees F 
after 24 hrs with little expansion and 
no crack development. 

Case 2 
  
  

 
Sample Ceramicrete formulation #1 
with and without CPC "G” 
  

Slurry sets successfully at 32 degrees F 
after 24 hrs with expansion higher than 
in case 1 and no crack development. 

Case 3 
  
  

Sample Ceramicrete formulation  #2 
with and without CPC "G" 
  

Slurry sets successfully at 32 degrees F 
after 24 hrs with little expansion and 
no crack development 
 

Case 4 
  
  

Sample Ceramicrete formulation  #3 
with and without CPC "G" 
  

Slurry underwent "flash setting" at  
room temperature with high expansion 
and crack development at 32 degrees F 
after 24 hrs. 

Table 22: Results of Expansion Test at 32 Degrees F 
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6.4   Fluid Loss Testing of Ceramicrete Formulations at Room Temperature and 

1000 psi Differential Pressure 

 
6.4.1 Introduction 

In cementing operations, the cement slurry may exhibit “flash setting” when it is 

subjected to pressure. This is due to a loss of water by filtration to the point where only 

interstitial water is left, resulting in a slurry that becomes unpumpable. In some cases, the 

slurry becomes so viscous that placement pressures exceed the fracturing pressure of a 

weak formation, resulting in lost circulation. By reducing the quantity of filtrate, it is 

possible to reduce the degree and the depth of formation damage, because when water is 

lost to permeable zones, it not only reduces the water/cement ratio of slurry, but the water 

also carries a certain amount of cementitious materials and fines with it that may damage 

productive formations. The final strength of a cement depends on the water/cement ratio 

of the slurry. Fluid-loss-control additives are used to maintain a constant water-to-solids 

ratio in the cement slurries. The API standards for fluid-loss laboratory tests are detailed 

in API spec. 10 (2004). The level of fluid-loss control is usually adjusted to the type of 

cementing operation (Schlumberger, 1984). 

Fluid loss was determined for 8 sample Ceramicrete binder formulations using a 

fluid-loss measurement apparatus (shown in Figure 37) at room temperature and at 1000 

psi differential pressure. 
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Figure 37: Fluid-Loss Measuring Apparatus at the University of Alaska Fairbanks 

 
 
6.4.2  Results and Discussion 

Conditions: 

Temperature: 55 degrees F. 

Pressure: 1000 psi. 

Time for volume collection: 30 min. 

Weight of Ceramicrete formulation: 290.8 grams. 

Weight of water: 109.2 grams. 

 

 

Calculations: 

Filtrate is collected after 30 mins. If test “spurts” in less than 30 mins, fluid loss can be 

calculated by: 

                                  Q30 = Qt × 5.477/ √t                                                                      (6.1) 

Q30 = Quantity of filtrate collected in 30 mins, cc. 
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Qt = Quantity of filtrate collected at time t, cc. 

 t = time in minutes. 

 

Case 1: Base Ceramicrete Formulation  

Fluid loss for uncontaminated (without Portland cement) Ceramicrete can be calculated 

using equation 6.1. 

   Q30 = Qt × 5.477/ √t                                                                                                     

          = 10 × 5.477/ √16. 

          = 13.69 cc. 

  Fluid loss = 2 * 13.69= 27.38 cc/30 min. 

Fluid loss was observed to be the same in the case of the base Ceramicrete formulation 

with contamination by dry CPC “G” grade. 

 

Case 2: Sample Ceramicrete formulation #1 

The fluid loss for sample Ceramicrete formulation #1 without contamination by dry CPC 

“G” grade can be calculated using equation 6.1  

Q30  = Qt × 5.477/ √t                                                                                                        

       = 5× 5.477/ √10 

       = 8.65 cc. 

Fluid loss = 2 * 8.65 = 17.31 cc/30 min. 

The fluid loss for sample Ceramicrete formulation #1 with 5% contamination by dry CPC 

“G” grade can be calculated using equation 6.1. 

Q30 = Qt × 5.477/ √t                                                                                                           

           = 6 × 5.477/ √12 

      = 9.48 cc. 

Fluid loss = 2 * 9.48 = 18.97 cc/30 min 

Case 3: Sample Ceramicrete formulation #2  

The fluid loss for sample Ceramicrete formulation # 2 without contamination by 

dry CPC “G” grade can be calculated using equation 6.1.   

Q30  = Qt × 5.477/ √t                                                                                                         

       = 4 × 5.477/ √13. 
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       = 6 cc. 

Fluid loss = 2 * 6.92 = 12 cc/30 min. 

The fluid loss for sample Ceramicrete formulation #2 with 5% contamination by 

dry CPC “G” grade is the same as that of sample Ceramicrete formulation #2 without 5% 

contamination by CPC “G” grade. 

 

Case 4: Sample Ceramicrete formulation #3 

The sample Ceramicrete formulation #3 with and without 5% contamination by 

dry CPC “G” grade underwent “flash setting” in the blender, and thus there was 

negligible fluid loss when the fluid-loss test was carried out at 1000 psi differential 

pressure and at room temperature. 

From the above results it can be seen that fluid loss is less in the case of sample 

Ceramicrete formulation #2 with and without contamination by CPC “G” grade. Thus, in 

order to further minimize fluid loss, fluid loss control additives can be used effectively 

for oil well cementing applications on the ANS. 

 

6.5  Uniaxial Compressive strength testing 

6.5.1  Introduction 

The crushing load that predicts the compressive strength of the set cement has 

been widely used for more than 40 years in establishing wait-on-cement time, i.e. to 

decide how long to wait for cement to set. It is important to know how strong the cement 

must be before drilling can begin, and to understand the strength development 

characteristics of the cement. It is generally accepted in the petroleum industry and by 

regulatory bodies that a compressive strength of 500 psi is adequate for most operations, 

and by using good cementing practices an operator should be able to drill out safely by 

adhering to this minimum strength requirement. It has been observed that the curing 

temperature has a significant influence on cement strength development (Smith, 1990). 

 

6.5.2  Experimental Procedure 

Uniaxial compressive strength testing was used to determine stress (psi) vs. 

compression displacement (inch) plot of a cement sample, which can be used to 
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determine the strength of the cement sample. This test involves compressing a cylindrical 

sample under a flat metal plate at a constant rate. Sample cylinders used in this test are 

generally 4 inches in length and 2 inch in diameter. The load on these cylindrical samples 

is increased until the sample undergoes fracturing under the applied force. While carrying 

out uniaxial compressive strength testing (Figure 38), it is necessary to ensure that both 

of the planes of the sample are parallel to the loading plate to ensure uniform loading. In 

this test, a hydraulic compression-testing device was used to provide a load at the rate of 

0.2 mils/sec for the first 2000 psi and a reduced rate of 0.1 mils/sec for the next 2000 psi. 

 

 
Figure 38: Compression Testing Data Measurement Setup 

 
Ceramicrete sample after compression in uniaxial compressive strength testing, i.e. post–

fracturing, is shown in Figure 39. 
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Figure 39: Ceramicrete Compression Samples (Post–Fracturing) 

 
6.5.3  Results and Discussion 

For uniaxial compressive strength testing, Ceramicrete slurry samples were 

produced by mixing the powder blend with water in a desktop mixer; slurries of these 

samples were poured into plastic cylinders each measuring 4 inches in height and 2 

inches in diameter, which were kept in a refrigerator for curing at 32 degrees F for 24 hrs. 

It has been consistently observed that the compressive strength of Ceramicrete samples 

with and without contamination by 5% dry CPC “G” grade is the same.  Stress vs. 

displacement data for different Ceramicrete formulations is shown in figures 40-45. 
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Figure 40: Compression Testing Data for Base Ceramicrete Sample Without 5% 

Contamination by Dry California Portland Cement "G" Grade at Room Temperature 

(Load rate : 37 lbs/sec). 
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Figure 41: Compression Testing Data for Base Ceramicrete Sample with 5% 

Contamination by Dry California Portland Cement "G" Grade at Room Temperature 

(Load rate : 37 lbs/sec). 
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Figure 42: Compression Testing Data for Sample Ceramicrete Formulation #1 Without  

5% Contamination by Dry California Portland Cement "G" Grade at Room Temperature 

(Load rate = 47.6 lbs/sec). 
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Figure 43: Compression Testing Data for Sample Ceramicrete Formulation #1 with 5% 

Contamination by Dry California Portland Cement “G” Grade at Room Temperature 

(Load rate = 47.7 lbs/sec) 
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Figure 44: Compression Testing Data for Sample Ceramicrete Formulation #2 Without 

5% Contamination by Dry California Portland  Cement “G” Grade at Room Temperature 

(Load rate = 18.5 lbs/sec) 
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Figure 45: Compression Testing Data for Sample Ceramicrete Formulation #2 With 5% 

Contamination by Dry California Portland Cement “G” Grade at Room Temperature  

(Load rate = 18.23 lbs/sec) 

 
 The sample Ceramicrete formulation #3 developed cracks after setting and 

expansion at 32 degrees F; thus, sample Ceramicrete formulation #3 was not subjected to 

uniaxial compressive strength testing. The ultimate compressive strength before failure 

shows very little dependence on the Portland cement impurity that exists within the 

Ceramicrete slurry. From the Figures 40-45, it can be seen that as the percentage of MgO 

is reduced, the sample Ceramicrete formulation shows an increase in plastic deformation. 

The compressive strength of the base Ceramicrete formulation was found to be greater 

than that of the other Ceramicrete formulations. 
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CHAPTER 7 

CONCLUSIONS AND RECOMMENDATIONS 

 
 
7.1  Conclusions 

In normal field practices, when Ceramicrete is mixed with water in mixers it may 

become contaminated with leftover Portland cement. In order to identify the effect of 

Portland cement contamination, tests were conducted at BJ Services in Tomball, TX and 

at the University of Alaska Fairbanks with Ceramicrete formulations proposed by the 

Argonne National Laboratory, and the following conclusions can be drawn: 

1.  Experiments carried out at BJ Services, Tomball, TX have shown that a proposed 

Ceramicrete formulation with 5% contamination by set Portland cement  has undergone 

“flash setting” with a final temperature of the slurry being in the range of 55 degrees F to 

120 degrees F; these temperatures can cause the thawing of the permafrost zone around 

the wellbore to a certain extent.  

2. A proposed Ceramicrete binder with 10% contamination by dry Portland cement has 

undergone setting in 3.5 hrs., with an increase in temperature. Simulations carried out 

using ABAQUS software have shown that Ceramicrete with 10% contamination by dry 

Portland cement can cause the thawing of permafrost zone around the wellbore after 3.5 

hrs., i.e. the setting time, by as much as 9 cm. Thawing of the permafrost zone around the 

wellbore can cause casing collapse, which will eventually lead to a loss of well integrity. 

3. However, the proposed Ceramicrete formulation with 5% dry Portland cement has 

other properties satisfying the characteristics of an ideal permafrost cement, except that it 

develops cracks after an expansion test at 40 degrees F; this behavior might be due to a 

concentration of MgO in the Ceramicrete that is too high or too low compared to the 

concentration of KH2PO4. 

From the tests conducted at the University of Alaska Fairbanks, it can be 

concluded that the recently-developed Ceramicrete formulation provides a novel and 

highly advantageous arctic cementing solution as stated below: 
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1. The newly-developed formulation of Ceramicrete binder: MgO (22.9%), KH2PO4 

(28.5%), C-class fly ash (10.6%), Wollastonite (10.6%), and Boric Acid (0.1%) has 

shown slurry expansion without crack development. 

2. In addition, this formulation does not flash set or show reduced strength in the 

presence of Portland cement impurities and its compressive strength is the same with and 

without contamination by 5% CPC “G” grade, i.e. 2800 psi.  

3. A slurry with less fluid loss without fluid-loss additives does not lead to a temperature 

increase after setting, preventing the thawing of the permafrost around the wellbore when 

used as an oil-well cement on the ANS. 

 

7.2  Recommendations 

1. Additional research is still needed to develop strong characterizations of   the 

newly-developed Ceramicrete formulation, i.e. the thickening time of the newly-

developed Ceramicrete formulation slurry should be determined using a consistometer. 

2. A fluid-loss program should be implemented to establish the ideal fraction of water 

that should be introduced into Ceramicrete slurry. 

3. The behavior of a newly-developed Ceramicrete formulation should be analyzed for 

high-temperature oil well cementing operations as well as for interaction with downhole 

non-hydrocarbon chemicals. 

4. In order to determine whether a newly developed Ceramicrete formulation is 

oilfield-worthy or not, it is important to carry out actual yard tests.  

 

 
 
 
 
 
 
 
 
 
 
 
 

 



 

 95 

REFERENCES: 
 

“API Specifications 10”, American Petroleum Institute Standards,  http://www.api.org 

(2004). 

 

Banerjee, S., “Analysis of novel chemically bonded phosphate ceramic borehole sealant 

for arctic environment”, M.S. thesis, University of Alaska Fairbanks (2005). 

 

Banfill, P.F.G., “The Rheology of Fresh Cement and Concrete – A Review”.  
Proceedings of the 11th International Cement Chemistry Congress, V.1, pp 50-62, G. 
Grieve and G. Owens, eds., Durban, South Africa. May 2003. 
 
 
Benge, O.G., et al., “A New Low-Cost Permafrost Cementing System”. Society of 
Petroleum Engineers, Western Regional Meeting, SPE 10757, San Francisco, California, 
March 24-26, (1982).  
 

Bonen, D., “Gypsum - cement system for construction materials”, US patent 6241815, 

(2005). 

 

Cheung, P.S., “Expanding additive for cement composition”, US patent 5,942,031, 

(1999). 

 

Maier, L. F., Cunningham, W. C., and Fehrenbach, J. R., and Mair, L. F., “Arctic 

cements and cementing”, Journal of Canadian Petroleum Technology, Volume 11, No. 4, 

pp. 49-55, October - December (1972). 

 

Goodman, M, A., “Here’s what to consider when cementing permafrost”, World Oil 

Journal, pp. 81-87, (1977). 

 

Maier, L.F., Carter, M. A., Cunningham, W. C., and Bosley, T. G., “Cementing Materials 

for a Cold Environment”, Journal of Petroleum Technology, Vol. 23, pp. 1215-1220, 

October (1971). 

 

http://www.api.org/�


 

 96 

Morris, E.F., “Evaluation of Cement Systems for Permafrost”, SPE paper 2824 prepared 

for 99th Annual Meeting of the American Institute of Mining, Metallurgical, and 

Petroleum Engineers Inc. held in Colorado, 15-16 February (1970) 

 

Nelson, E., and Drecq, P., “Special Cement Systems”, Well Cementing, Dowell 

Schlumberger Publications, pp. 3-9 – 3-17, (2001). 

 

“Portland Cement”, In: Wikipedia: The Free Encyclopedia,Wikemedia Foundation Inc. 

Encyclopedia online, http://en.Wikepedia.org/Wiki/Portland _cement, (2007). 

 

Schlumberger, D., “Cementing Technology”, Nova Communications Ltd., (1984). 

 

Sengul, M. M., and Brigham, W. E., “Determination of Permafrost Thawing Around Oil 

Wells”, SPE paper 11734 presented at Regional Meeting held in California, 23-25 March 

(1983). 

 

Smith, D., “Cementing”, 2nd edition, Society of Petroleum Engineers, SPE Monograph 

vol. 4, 1986. 

 

Smith, D., “Cementing”, 4th edition, Society of Petroleum Engineers, SPE Monograph 

vol. 4, 1990. 

 

Wagh, A., “Chemically Bonded Phosphate Ceramics: I, A Dissolution Model of 

Formation”, J. Am. Ceramics Society, 86, vol.86. No. 11, pp.1834-1844 (2003). 

 

Wagh, A., “Laboratory Studies of Novel Phosphate-based Cements for Arctic Oil Field 

Applications”, Oil and Gas Journal, Vol. 102,  (2004). 

   

Wagh, A., Natarajan, R., and McDaniel, R., “Permafrost Cement: New phosphate-based 

cement for drilling, completions in arctic”, Oil and Gas Journal, vol. 103, Issue 18, pp. 

53-55 (2005). 



 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
National Energy Technology Laboratory 
 
626 Cochrans Mill Road 
P.O. Box 10940 
Pittsburgh, PA 15236-0940 
 
3610 Collins Ferry Road 
P.O. Box 880 
Morgantown, WV 26507-0880 
 
One West Third Street, Suite 1400 
Tulsa, OK 74103-3519 
 
1450 Queen Avenue SW 
Albany, OR 97321-2198 
 
539 Duckering Bldg./UAF Campus 
P.O. Box 750172 
Fairbanks, AK 99775-0172 
 
 
Visit the NETL website at: 
www.netl.doe.gov 
 
Customer Service: 
1-800-553-7681 
 



 
 

  
Oil & Natural Gas Technology 

 
DOE Award No.: DE-FC26-01NT41248 

 
 

Evaluation of Wax Deposition 
and Its Control During Production  

of Alaska North Slope Oils 
 
 

Petroleum Development Laboratory 
Institute of Northern Engineering 
University of Alaska Fairbanks 

P.O. Box 755880 
Fairbanks, Alaska 99775-5880 

 
 

Prepared for: 
United States Department of Energy 

National Energy Technology Laboratory 
 
 
 

December 2008 

Office of Fossil Energy 



 

Evaluation of Wax Deposition and Its Control During 
Production of Alaskan North Slope Oils 

 
 
 

Final Report 
 

Reporting Period:  
October 1, 2005–September 30, 2008 

 
 
 

Principal Investigator:  Tao Zhu 
University of Alaska Fairbanks 
P.O. Box 755880 
Fairbanks, AK 99775-5880 
fftz@uaf.edu, 907-474-5141 

 
External Principal Investigator: Jack A. Walker 

ConocoPhillips Alaska, Inc. 
P.O. Box 100360, ATO-1740 
Anchorage, AK 99507 
JackA.Walker@conocophillips.com, 907-265-6268 

 
External Co-Principal Investigator: J. Liang 

University of Kansas 
1530 W, 15th Street, Room 4132 
Lawrence, KS 66045 
jtliang@ku.edu, 785-864-2669 

 
Report Date: December 2008 
 
DOE Primary Award No.: DE-FC26-01NT41248 
 
Submitting Organization: Institute of Northern Engineering 
 University of Alaska Fairbanks 
 P.O. Box 755880 
 Fairbanks, AK 99775-5910 

mailto:JackA.Walker@conocophillips.com�
mailto:jtliang@ku.edu�


i 
 

Disclaimer 

This report was prepared as an account of work sponsored by an agency of the United States 
Government. Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned 
rights. Reference herein to any specific commercial product, process, or service by trade 
name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its 
endorsement, recommendation, or favoring by the United States Government or any agency 
thereof. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof.  
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Abstract 

Due to increasing oil demand, oil companies are moving into arctic environments and deep-
water areas for oil production. In these regions of lower temperatures, wax deposits begin to 
form when the temperature in the wellbore falls below wax appearance temperature (WAT). 
This condition leads to reduced production rates and larger pressure drops. Wax problems in 
production wells are very costly due to production down time for removal of wax. Therefore, 
it is necessary to develop a solution to wax deposition. In order to develop a solution to wax 
deposition, it is essential to characterize the crude oil and study phase behavior properties. 
The main objective of this project was to characterize Alaskan North Slope crude oil and 
study the phase behavior, which was further used to develop a dynamic wax deposition 
model.  
 
This report summarizes the results of the various experimental studies. The subtasks 
completed during this study include measurement of density, molecular weight, viscosity, 
pour point, wax appearance temperature, wax content, rate of wax deposition using cold 
finger, compositional characterization of crude oil and wax obtained from wax content, gas-
oil ratio, and phase behavior experiments including constant composition expansion and 
differential liberation. Also, included in this report is the development of a thermodynamic 
model to predict wax precipitation.  
 
From the experimental study of wax appearance temperature, it was found that wax can start 
to precipitate at temperatures as high as 40.6°C. The WAT obtained from cross-polar 
microscopy and viscometry was compared, and it was discovered that WAT from viscometry 
is overestimated. From the pour point experiment it was found that crude oil can cease to 
flow at a temperature of 12°C. From the experimental results of wax content, it is evident 
that the wax content in Alaskan North Slope crude oil can be as high as 28.57%. The highest 
gas-oil ratio for a live oil sample was observed to be 619.26 SCF/STB. The bubblepoint 
pressure for live oil samples varied between 1600 psi and 2100 psi.  
 
Wax precipitation is one of the most important phenomena in wax deposition and, hence, 
needs to be modeled. There are various models present in the literature. Won’s model, which 
considers the wax phase as a non-ideal solution, and Pedersen’s model, which considers the 
wax phase as an ideal solution, were compared. Comparison indicated that Pedersen’s model 
gives better results, but the assumption of wax phase as an ideal solution is not realistic. 
Hence, Won’s model was modified to consider different precipitation characteristics of the 
various constituents in the hydrocarbon fraction. The results obtained from the modified 
Won’s model were compared with existing models, and it was found that predictions from 
the modified model are encouraging. 
 
The project was jointly conducted at University of Alaska Fairbanks (UAF), Kansas State 
University (KS), Lawrence, and ConocoPhillips (Alaska), Inc. The work performed by 
Kansas State University is submitted in a separate report.  
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1. Introduction 

Since the industrial revolution, demand for energy has been constantly increasing. Currently 
oil is the main source of energy throughout the world. Figure 1.1 shows the world’s crude oil 
demand and supply. 
 

 

Figure 1.1: Demand and supply of oil in the world (http://omrpublic.iea.org). 

From Figure 1.1, it can be seen that the demand for oil continues to increase. Also, it can be 
observed that oil companies are struggling to meet the ever-increasing demand for oil. With 
rapid development in highly populated China and India, the demand for oil is going to 
increase at an alarming rate due to huge transportation demand in those large countries. Since 
oil production started in the early 1900s, most oil fields have reached the mature stage, and 
oil production has been on the decline. As a result, oil companies are exploring oil fields 
situated in deeper water or in arctic environments, where the wellbore temperature is very 
low. The Alaska North Slope (ANS) is one such oil field. Located in an arctic environment, 
the ANS plays host to major oil and gas reserves in the United States, accounting for 
approximately 15% of oil production in the nation. 
 
1.1 Alaska North Slope Background 

The ANS, located north of the Brooks Range, is underlain with thick permafrost which 
extends to about 2000 ft below the land surface and remains frozen year-round. The ANS 
receives an average of 10 in. of annual precipitation, and the temperatures average from 40°F 
in summer to about -20°F in winter.  
 
With oil exploration and exploitation starting in the early to mid 1900s, most of the fields 
have reached the mature stage. Oil production has been declining since the late 1990s. This is 
expected of mature fields like those of the ANS. The legendary Prudhoe Bay oil field is 
declining at the rate of 3.5% every year (http://www.usatoday.com, 8/14/2006). Though 
additional discoveries will add to production, it is still expected that production will be in the 
low-rate range. Heavy oil resources constitute great portions of undeveloped reserves of the 
ANS. As a matter of fact, they are the largest undeveloped heavy oil accumulations in the 

http://www.usatoday.com/�
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United States, with an estimated recoverable resource of about 10 to 20 billion barrels, using 
currently available technology (http://www.netl.doe.gov). 

 
The continued production of ANS oil is faced with challenges, one of which is the problem 
of wax deposition. Alaska North Slope crude is prone to wax deposition due to reasons that 
include the following: 
 

1. Location: The location of the ANS in the arctic environment and the underlying thick 
permafrost puts the produced fluid in a condition of enormous heat loss, which 
contributes to the wax deposition problem. 

 
2. Age: The age of the reservoirs make them prone to the wax deposition problem  

because the light ends of the crude, which serve as solvents for the heavy paraffin 
components, tend to leave the reservoir first, increasing the concentration of the 
heavy components in the crude oil. 

 
3. Declining rate of production: The decline in production rate currently experienced in 

the ANS oil fields could increase the chance of wax problems for crude, as low flow 
rates are known to favor wax deposition. This scenario is illustrated in Figure 1.2, a 
history of production and projection for future production (in thousand barrels per 
day), including producing fields, producing plus identified development, and mean 
estimates of undiscovered development of ANS fields.  

 

 

Figure 1.2: Production history and production projection of the ANS (DOE/EIA, 2001). 

 
1.2 Crude Oil Wax 

Wax is a component of crude oil that remains in solution until operating conditions are 
favorable to its precipitation, a condition caused by changes in the temperature–pressure 
equilibrium of the crude oil. Upon precipitation (crystallization), wax is deposited on the 

http://www.netl.doe.gov/�
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components of the production system by various mechanisms including molecular diffusion, 
shear dispersion, Brownian diffusion, and gravity settling. Brownian diffusion and gravity 
settling are not very significant in the dynamic condition obtainable in crude oil production. 
Wax deposition has been reported in all facets of the production system including the 
reservoir, wellbore, tubing, flow lines, and surface facilities. Wax deposition causes loss of 
production, reduced pipe diameter, and increased horsepower requirements, and negatively 
impacts production economics. The available remedial measures include mechanical, 
chemical, and thermal techniques. 
 
Temperature reduction/heat loss is a dominant factor in wax problems, as wax begins to 
precipitate from crude when the temperature falls to or below the cloud point (wax 
appearance temperature [WAT]). However, other factors such as pressure, oil composition, 
gas-oil ratio, water-oil ratio, flow rate, well completion, and pipe-surface roughness also 
contribute to the problem of wax deposition. 
 
Laboratory experimental work using stock tank oil (STO) under static condition 
predominated wax deposition research in the past. Recent investigations have centered on the 
use of live oil at reservoir temperature and pressure, which is more representative of the 
reservoir oil in experimental work under dynamic conditions. Thermodynamic modeling of 
wax deposition and validation with experimental data is gaining wide acceptance. The onset 
of wax deposition (true cloud point) is yet to be achieved because all the available techniques 
require some crystals to be formed for detection, thus giving a value that is less than the true 
cloud point. The improvement of existing techniques, or the development of new ones, to 
detect the onset of wax crystallization is a major challenge to research in this area. 
 
1.3 Concern for Wax Deposition 

The problem of wax deposition has plagued the petroleum industry for decades, arousing two 
main concerns—technical and economic—upon its occurrence. Wax deposition can be mild, 
or it can be severe enough that it is unmanageable (Figure 1.3). The earlier the problem is 
diagnosed in the life of a reservoir (or well), the easier it will be to design a preventive or 
control management plan that will reduce or eliminate some of the technical and economic 
problems associated with wax deposition. 
 
Technical issues associated with wax deposition include: 

 Permeability reduction and formation damage when it occurs around the wellbore and 
its vicinity. 

 Reduction in the interior diameter and eventual plugging of production strings and 
flow channels (see Figure 1.3). 

 Changes in the reservoir fluid composition and fluid rheology due to phase separation 
as wax solid precipitates. 

 Additional strain on pumping equipment owing to increased pressure drop along flow 
channel consequent to rheological changes as wax begins to crystallize. 

 Limiting influence on the operating capacity of the entire production system.  
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Figure 1.3: Severity of wax deposition (http://omrpublic.iea.org) 

The critical role of economics in crude oil production makes wax deposition a significant 
economic concern to the industry due to the following: 

 Capital investment and operating costs are increased when developing paraffinic 
crude oil fields. This could cause serious financial strain on the operator of such a 
field or even lead to abandonment when it becomes uneconomical due to blockage of 
facilities by wax deposits. UK Lasmo abandoned and decommissioned its platform in 
November 1994 due to recurrence of wax blockage. The US Minerals Management 
Service published 51 severe wax–related plugs reported in Gulf of Mexico flow lines 
between 1992 and 2002. 

 Lost production. 

 Risk element in development, a problem that could jeopardize the development of 
marginal fields given the prevailing economic situation. The additional cost of 
controlling and managing wax puts a greater risk of abandonment on such fields.   

Hence, control of wax deposition is essential. To address the issue of wax deposition, three 
important phenomena have to be considered: wax precipitation, dynamic wax deposition, and 
heat transfer from the wellbore. Wax plug, which is obtained from wax deposition, is a gel 
that contains solid wax crystals and trapped liquid (Venkatesan et al., 2007). Wax 
precipitation is a thermodynamic phenomenon that will lead to deposition of solid wax 
crystals. Dynamic wax deposition is the phenomenon in which a gel is formed with wax 
crystals and liquid. Wax precipitation should be described accurately in order to develop the 
solutions to control wax deposition in wellbores. 
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2. Literature Review 

2.1 Wax Overview 

Wax is a general term used to describe all kinds of solid matter being precipitated or 
dissolved during cooling or heating. Wax appearance temperature (WAT) is the temperature 
at which the first wax crystal appears; it is also termed cloud point. The WAT of the stock 
tank oil (STO) is measured using cross polar microscopy (CPM). The WAT of a live oil 
sample can be determined by a high pressure cross polar microscopy (HPCPM) cell. The 
temperature at which all the wax crystals dissolve back into oil is known as wax dissolution 
temperature (WDT). WDT is generally higher than WAT.  
 
Wax deposition during paraffinic crude oil production and transport is one of the most 
serious problems faced in downhole and surface operations. These deposits are mainly 
constituted by n-paraffins (linear alkanes) and small amounts of branched paraffins and 
aromatic compounds. Naphthenic (cyclic) and long-chain paraffins also make a notorious 
contribution to microcrystalline waxes and have remarkable influence on macrocrystalline 
growing patterns. The carbon number of paraffinic molecules present in wax deposits is 
known to be higher than 15 atoms. When wax precipitates, it forms crystals which cluster, 
forming a crystalline structure. The crystals are thermo-plastic in nature and could exist as 
solid or liquid in solution depending on the temperature and pressure condition of the crude 
oil. Advanced analytical techniques have allowed detecting up to 160 carbon atoms in these 
deposits  
 
2.2 Concerns with Wax Deposition  

Waxy crude oils pose unique production- and transportation-related challenges. Variation in 
temperature is the dominant factor affecting the waxy crude oil properties. The precipitation 
of wax components out of the oil is responsible for changes in the waxy crude oil properties, 
including gelation of oil and an increase in viscosity.  
 
Technical issues associated with wax deposition include the following: 
 
 Reduction in pipe internal diameter and eventual plugging of production tubing and 

surface piping (Figure 2.1). 
 Formation damage near wellbore.  
 Reduction in permeability. 
 Changes in the reservoir fluid composition and fluid rheology due to phase separation 

as wax solid precipitates.  
 Significant pressure requirements to re-start the flow, since the gelled oil displays 

yield behavior. (In many operational scenarios, the pipeline may not be able to 
withstand this pressure.) 

 Significant pressure drop across the pipeline. 
 Limitation on the operating capacities of the entire production system. 
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Figure 2.1: Wax plug in wellbore on platform C in North Sea (Labes-Carrier et al., 2002). 

 
2.3 Wax Crystallization 

Crystallization generally is the process of separation of solid phase from a homogenous 
solution, the separated solid phase appearing as crystals. Paraffins (waxes) remain in solution 
as natural components of crude oil until temperature gets to or below their solubility limit. 
The separation of wax (solid phase) out of the oil (liquid phase) at favorable prevailing 
conditions (Hammami et al., 2003) is referred to as wax precipitation or crystallization. 
Crystallization and precipitation have been used interchangeably in wax deposition studies 
and will be used to mean the same process in this work. Two types of wax crystals have been 
distinguished (Elsharkawy et al., 1999): macro-crystalline wax composed mainly of normal 
paraffin and micro-crystalline wax from iso-paraffins and naphthenes (cyclo-paraffins).  
 
Wax crystal formation involves two stages—nucleation and growth—with nucleation 
preceding growth stage. As the solubility limit is approached, the kinetic energy of the 
paraffin molecules is reduced as a result of temperature reduction. Consequent to this 
reduced kinetic energy, the motion of the wax molecules is hindered, leading to continuous 
reduction and closure of the space between the molecules. As this process continues, the wax 
molecules get tangled, forming clusters which grow larger and become stable upon reaching 
a certain critical size. The critical size is dependent upon the prevailing condition. However, 
the clusters re-dissolve when critical size is not attained and become unstable. These clusters 
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are referred to as nuclei. Nuclei that achieve critical cluster size will have an increasing 
number of molecules clinging to them as the prevailing condition remains favorable to 
crystal formation, leading to an increase in size of formed wax crystals. This process of 
increase in size is known as wax crystal growth stage. Nucleation and growth occur 
simultaneously in the oil system, with one or the other predominating at a time.  
 
2.4 Wax Deposition 

Sometimes in the literature, deposition is used interchangeably with precipitation , but they 
are different concepts. Wax deposition is the formation of a layer of the separated solid 
phase, and the eventual growth of this layer, on a surface in contact with the crude oil. Wax 
deposition can be formed from an already precipitated solid phase (wax) through 
mechanisms of shear dispersion, gravity settling, and Brownian motion, or from dissolved 
wax molecules through a molecular diffusion mechanism. Precipitation does not necessarily 
lead to deposition, as precipitated wax may not deposit due to other prevailing operating 
conditions. Thus, precipitation, though an important condition for deposition, is not 
necessarily sufficient for wax deposition. Singh et al. (2001) reported that there are two 
stages or steps that are involved in wax deposition: wax gel formation followed by aging of 
deposited wax gel. Petroleum wax deposits contain some crude oil, water, gums, resins, sand, 
and asphaltenes, depending on the nature of the particular crude oil, which are entrapped 
during the crystallization and deposition process. The trapped oil causes diffusion of wax 
molecules into the gel deposit and counter-diffusion of oil out of the gel deposit, a process 
that depends on the critical carbon number of the oil. The critical carbon number is unique 
for different waxy crude oils and depends on the prevailing operating conditions also (Singh 
et al., 2000). In the gel deposit, the fraction of molecules with carbon numbers greater than 
the critical carbon number increases, while that of molecules with carbon numbers lower than 
the critical carbon number decreases. The process of diffusion and counter-diffusion leading 
to hardening of the gel deposit, increase in size of deposit, and increase in the amount of wax 
in gel deposit, is called aging, the second stage of wax deposition. Molecular diffusion, 
therefore, is critical to aging and hardening of wax gel deposits. 
 
Singh et al. (2000) reported that the deposition of wax gel on the pipe/tubing wall follows a 
process that can be described by the following five steps: 
 
1. Gelation of the waxy oil (or formation of incipient gel layer) on the cold surface. 
2. Diffusion of waxes (hydrocarbons with carbon numbers greater than the critical carbon 

number) towards the gel layer from the bulk oil. 
3. Internal diffusion of these molecules through the trapped oil. 
4. Precipitation of these molecules through the trapped oil. 
5. Counter diffusion of de-waxed oil (hydrocarbons with carbon numbers lower than the 

critical carbon number) out of the gel deposit layer. 

Steps 3, 4, and 5 are reported to be responsible for the increase in solid wax content of the 
wax gel deposit (aging of the wax deposit). 
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2.5 Mechanism of Wax Deposition 

The mechanism of wax deposition is considered here with respect to the lateral transport of 
waxy residue. Wax deposition is believed to occur as a result of lateral transport by diffusion, 
shear dispersion, and Brownian diffusion. Gravity settling is believed to be a possible 
transport mechanism also.  

 

Molecular Diffusion 
For all flow conditions, oil will be in laminar flow either throughout the pipe or at least 

in a thin laminar sublayer adjacent to the pipe wall. When the oil is being cooled, there will 
be a temperature gradient across the laminar sublayer. If temperatures are below the level 
where solid waxy crystals can be precipitated, then the flowing elements of oil will contain 
precipitated solid particles, and the liquid phase will be in equilibrium with the solid phase; 
that is, the liquid will be saturated with dissolved wax crystals. The temperature profile near 
the wall will lead to a concentration gradient of dissolved wax, and this dissolved material 
will be transported toward the wall by molecular diffusion. When this diffusing material 
reaches the solid/liquid interface, it will be precipitated out of solution.  
 

Brownian Diffusion 
Small, solid waxy crystals, when suspended in oil, will be bombarded continually by 

thermally agitated oil molecules. These collisions will lead to small random Brownian 
movements of the suspended particles. If there is a concentration gradient of these particles, 
Brownian motion will lead to a net transport, which in nature and mathematical description is 
similar to diffusion. The possible contribution of Brownian diffusion to wax transport and 
deposition has been mentioned prominently in USSR literature.  

 

Shear Dispersion 
When small particles are suspended in a fluid that is in laminar motion, the particles tend 

to move at the mean speed and in the direction of surrounding fluid. The particle speed is that 
of streamline at its center, and the particle rotates with an angular velocity which is half the 
fluid shear rate. If the particles approach a solid boundary, both linear and angular velocities 
will be reduced. Because of fluid viscosity, rotating particles will impart a circulatory motion 
to a layer of fluid adjacent to the particle. This rotating fluid region exerts a drag force on 
neighboring particles. In a shear field, each particle passes and interacts with nearby particles 
in slower or faster moving streamlines. When only two particles are present, far from a wall 
and at a very low Reynolds number, these passing encounters result in large temporary 
displacements. As the particles pass, their trajectories are such that the particles curve around 
one another and return to their original streamline. Thus, there is no net lateral displacement. 
If the particle concentration is high, however, then a significant number of multiparticle 
interactions will occur. These multiparticle collisions result in net lateral transport and a 
dispersing of particles.  
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Gravity Settling 
Precipitated waxy crystals are denser than the surrounding liquid oil phase. Hence, if 

particles were noninteracting, they would settle in a gravity field and could be deposited on 
the bottom of pipes or tanks. For an initially uniform mixture in a vessel, there would be a 
beginning rate of settling followed by a diminishing rate of deposition, which asymptotically 
would approach zero at complete settling. 

 
2.6 Factors Leading To Wax Precipitation and Deposition 

Wax precipitation occurs when the wax molecules contained in the crude oil reach their 
solubility limit due to change in equilibrium conditions in the crude, resulting in loss of 
paraffin solubility. The solubility limit is directly dependent on temperature and, as such, is 
defined by temperature, given other specified conditions. There are other factors that affect 
the precipitation of wax and thus wax deposition. While some of these factors influence wax 
precipitation by shifting the solubility limit in terms of temperature upwards/downwards, 
others provide a favorable environment for deposition to occur. Such factors include oil 
composition plus available solution gas, and pressure of the oil which affects the amount of 
gas in solution. Others are flow rate, completion, and pipe or deposition surface roughness. 

 

Temperature 
Temperature seems to be the predominant and most critical factor in wax precipitation 

and deposition due to its direct relationship with the solubility of paraffin. Sadeghazad et al. 
(1998) reported that temperature and the amount of light constituent are the two most 
important factors affecting wax precipitation and deposition. Paraffin solubility increases 
with increasing temperature and decreases with decreasing temperature.  
 

In working with food-grade wax in a model oil solvent consisting of mineral oil and 
kerosene mixed at a ratio of 3:1, Singh et al. (2000) showed the relationship between wax 
solubility and temperature. Wax precipitates from crude oil when the operating temperature 
is at or below the WAT (cloud point temperature). It has been reported that wax deposition 
will not occur until the operating temperature falls to or below the WAT (Erickson et al., 
1993). All other factors actually lead to wax deposition when the temperature is already at or 
below the cloud point. The ambient temperature around the pipe is generally less than the oil 
temperature in the pipe. Thus, there is loss of heat through the pipe wall to the surroundings 
because a temperature gradient exists between the bulk oil and the colder pipe wall. This 
temperature gradient leads to wax deposition when the pipe wall temperature falls below the 
cloud point. The rate of wax deposition is in direct proportion to the temperature difference 
between the bulk oil and the pipe wall (Eaton et al., 1976) when bulk oil temperature is fixed. 
However, Haq (1981) showed that keeping the pipe wall temperature constant at a value 
below the cloud point of the oil and varying the bulk oil temperature reduce the amount of 
wax deposited as the temperature difference between the bulk oil and pipe wall increases 
(Figure 2.2). 
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The temperature gradient between the cold tubing/pipe wall and the bulk oil initiates a 

concentration gradient in the paraffin molecule distribution. Paraffin molecules near the pipe 
wall crystallize out of the oil as wall temperature falls below cloud point, leading to a 
reduction in the number of dissolved paraffin molecules around the wall inducing a radial 
concentration gradient. The simple law of diffusion is obeyed then as dissolved paraffin 
molecules in the oil diffuse towards the wall, causing additional precipitation and further 
deposition. This leads to increasing wax deposit thickness with time. Cole and Jessen (1960) 
opined that it is the difference between the cloud point temperature and the temperature of 
the pipe wall that most importantly determines the rate of wax deposition.  

 

Figure 2.2: Effect of temperature gradient on wax deposition (Haq, 1981). 

 

Crude Oil Composition 
Crude oil is composed of saturates, aromatics, resins, and asphaltenes (SARA), the 

distribution of which in a particular crude oil system is shown by the SARA analysis. SARA 
determines the susceptibility of the crude to deposition of wax solids, and thus the stability of 
the crude oil. Saturates are flexible in nature, the flexibility being highest in normal paraffins 
because they are straight chain compounds. The very high flexibility of normal paraffins 
makes it possible for them to easily cluster and crystallize. The iso-paraffins equally enjoy a 
high level of flexibility, but form a more unstable wax. Cyclo-paraffins (naphthenes) are least 
flexible due to their cyclic nature and do not contribute much to wax deposition. 
 

These components are in thermodynamic equilibrium at initial reservoir conditions. It is 
known that aromatics serve as solvents for high molecular weight saturates, which are the 
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sources of paraffin waxes in crude oil while the polar components, especially asphaltenes, 
induce wax nucleation (Hammami et al., 1999). Singh et al. (2001) reported, however, that 
the solubility of paraffins in aromatic, naphthenic, and other organic solvents becomes low at 
room temperature (low temperatures). Light ends of saturates equally help to keep the high 
molecular weight heavy ends in solution. The onset of production results in the loss of these 
light ends, as they are first to leave the reservoir. This alters the original composition of the 
oil system, resulting in decreased solubility of the paraffin waxes. This loss of solubility 
could lead to precipitation and deposition of wax. In a model study, Huanquan et al. (1997) 
reported that increasing the percentage of light end (C5) in a synthetic oil system decreased 
the cloud point temperature, reducing the chance of wax deposition. Generally, the weight 
percent of the saturates in the crude oil, the structural distribution of the paraffin components, 
and the occurrence of other solids like formation fines, corrosion materials, and presence of 
asphaltenes which could form nucleating sites—all contribute to wax precipitation and 
deposition. Oils containing high C30+ (especially normal paraffin C30+) concentrations exhibit 
high cloud point temperatures (Ferworn et al., 1997). 
 

Therefore, knowledge of the oil composition (SARA) gives a fair idea of the wax deposit 
potential of the crude and, hence, the oil stability. Oil stability has been reported to depend 
on its solids content and the balance between aromatics and saturates. By SARA analysis, the 
distribution by weight percent of saturates, aromatics, resins, and asphaltene components, for 
stable and unstable crude oils, is as follows: 
 
Unstable crude: Saturates > Aromatics > Resins > Asphaltenes 

Stable crude: Aromatics > Saturates > Resins > Asphaltenes 

 
This distribution is to be expected since the aromatics keep the heavy paraffin wax in 

solution, while a crude oil system that displays a large amount of saturates (paraffin) is likely 
to be unstable (Carbognani et al., 1999) and thus precipitate and deposit wax.  

 

Pressure 
Pressure, as an important parameter in the exploitation of reservoir fluids, plays a 

significant role in wax precipitation and deposition. The pressure profile during oil 
production is such that the reservoir pressure declines with production, and the pressure of 
the flow stream drops all the way from the reservoir to the surface. The lighter components 
of the reservoir fluid tend to be the first to leave the reservoir as pressure depletes. This 
causes an increase in the solute solvent ratio, since the light ends serve as solvent to the wax 
components. Hence, the solubility of wax is reduced with the loss of these light ends.  
 

Brown et al. (1994) studied the effect of pressure on the cloud point of dead oil as well 
as live oil by measuring cloud point at atmospheric pressure and higher pressures. The wax 
appearance temperature increases with increase in pressure above the bubblepoint, at 
constant composition. This phenomenon implies that increase in pressure in the one-phase 
liquid region (above bubblepoint pressure) will favor wax deposition. The situation is 
different below the bubblepoint where there is two-phase existence. Here wax appearance 
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temperature decreases with increase in pressure up to bubblepoint pressure (Brown et al., 
1994) due to dissolution of light ends back into the liquid phase. The WAT increases with 
increase in pressure for STO, commonly referred to as dead oil (Brown et al., 1994; Karan et 
al., 2000). Huanquan et al. (1997) reported that the WAT increases with increase in pressure 
for a fixed component liquid mixture.  

 

Other Contributing Factors 
Though temperature, composition, and pressure of oil play the most significant role in 

wax deposition, other factors that have been identified as contributing to wax deposition 
include flow rate, gas-oil ratio, and pipe/tubing wall roughness. Laboratory investigations 
have revealed that wax deposition is influenced more by laminar flow than when flow is in 
the turbulent regime. Increasing flow rate from laminar to turbulent reduces maximum 
deposition rate and at the same time lowers the temperature at which maximum deposition 
rate occurs (Hsu et al., 1994), a scenario that is expressed in Figure 2.3. Low flow rates offer 
the moving oil stream longer residence time in the flow channel. This increased residence 
time allows more heat loss to the surroundings, leading to a higher chance of the bulk oil 
temperature falling below the WAT and enough time for wax precipitation and final 
deposition. Jessen and Howell (1958) believed that when flow is in the laminar regime, wax 
deposition increases with increase in flow rate. Increase in flow rate in the laminar regime 
makes more fluid available for wax deposition. However, wax deposition decreases as flow 
moves to the turbulent regime. Turbulent flow stream exerts a kind of viscous force, which 
tends to drag or slough the wax deposits from the pipe wall. When this viscous drag exceeds 
the resistance to shear in the deposits, the wax then sloughs and is lodged back into the 
liquid. This removal mechanism has a significant impact on the wax deposition rate (Hsu et 
al., 1994). There is a difference in texture between wax deposited at high flow rates and wax 
deposited at low flow rates (Jessen and Howell, 1958; Tronov, 1969; Haq, 1981). Paraffin 
wax deposited at high flow rates appears harder, being more compact and more firmly 
attached to the deposition surface, the molecules having good cohesion among them. 
 

In his study of the effect of deposition surface roughness on paraffin deposition, Hunt 
(1962) concluded that deposits do not adhere to metals themselves, but are held in place by 
surface roughness which acts as wax nucleating sites. Jorda (1966) observed that paraffin 
deposition increases with greater surface roughness. In their wax deposition study with pipes 
of different materials, Jessen and Howell (1958) concluded that the amount of wax deposited 
on a smooth surface is less than that deposited on steel. However, Patton and Casad (1970) 
could not see any correlation between wax deposition and surface roughness, but opined that 
adhesion bond at a surface should be proportional to the total contact area and therefore 
related to surface roughness. 
 

Gas/oil ratio influences wax deposition in a manner that depends on the pressure regime. 
Above the bubblepoint, where all gases remain in solution, solution gas helps to keep wax in 
solution. Luo et al. (2001) reported that wax appearance temperature will be high with low 
GOR (gas oil ratio), while Singh et al. (2004) observed that injection of lift gas in a closed 
loop reduced wax deposition by causing a depression in wax appearance temperature as a 
function of pressure. High GOR would result in more expansion and subsequent cooling as 
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pressure of the oil system depletes, a situation that can aggravate the wax deposition 
problem. In a study to reduce wax-appearance temperature by injection of diluent lift gas, 
Singh et al. (2004) noted that good results were not obtained in high GOR wells.   
 

 

Figure 2.3: Effect of flow rate on wax deposition rate (Hsu et al., 1994). 

Wax Appearance Temperature Measurement Techniques 
Precipitated wax can be detected in different forms by different techniques. The signal 

can be in the form of amount/quantity of wax precipitated (relative to oil quantity), the size 
of the wax crystals, and the number of wax crystals. All these affect the sensitivity of the 
measurement techniques. It is also known that some techniques detect wax crystals at the 
microscopic level (nucleation stage of wax crystal formation), while others detect wax 
crystals at the early stage of growth. In terms of nature of signals, the different techniques 
can be grouped as follows: 
 

Amount of wax precipitated: Differential Scanning Calorimetry (DSC), Viscometry 

Size of wax crystals: Microscopy, Viscometry, Cold filter plugging test 

Number of wax crystals: Light Transmittance (LT), Light Scattering (NIR, FTIR) 
 

It is believed that none of the available techniques is able to measure the true wax 
appearance temperature, where the first crystal appears under thermal equilibrium 
(Hammami et al., 2003). Though CPM is presently reported as the most acceptable and 
conservative method, because it is able to detect wax at the microscopic level by visual 
observation (Hammami et al., 1999), Coutinho et al. (2005) reported that no definite 
conclusion has been established on how cloud points should be measured. Even the most 
conservative CPM technique performs poorly for some oils because some oils naturally 



14 
 

contain certain substances that inhibit crystal growth. The different techniques have different 
qualities inherent in them that introduce certain error in the WAT result or make the result 
subjective and dependent on individual judgment.  

ASTM Standard Techniques 
The methods of the American Society for Testing and Materials standard procedures 

ASTM D2500 and D3117 are used, respectively, for determining cloud point of petroleum 
products and wax appearance point of distillate fuels. The methods use visual technique to 
detect the cloudiness of a fluid sample in a glass jar as the temperature is reduced. The 
sample fluid is required to be transparent to a layer thickness of about 30–40 mm (Hammami 
et al., 2003; Leontaritis and Leontaritis, 2003) and, therefore, cannot be used for opaque 
crude oils. The obtained WAT/cloud point is dependent on the subjective decision of the 
operator. The cooling rates and temperature measurements could affect the results obtained 
using this technique. Such a technique operates under static condition, which is not 
representative of the crude oil production scenario. Kruka et al. (1995) reported temperature 
lag between the thermometer and sample, as well as the absence of sample stirring during the 
course of the test, as two of the shortcomings of this technique.  

Cold Finger Testing 
The basic concept of the cold finger testing technique is that a cold surface (cold finger) 

is placed in a sample of heated crude oil, and cooling fluid is circulated through the interior 
of the cold finger. The cooling fluid is provided by a thermostated circulating heating and 
cooling bath. The oil is maintained at a temperature above the WAT. It is gently agitated 
about the cold finger with a magnetic stirrer. Deposits form on the cold finger’s surface. The 
deposit gives a measure of the problem that can be encountered in the field that is producing 
the oil. Cold finger testing does not have a standard duration. This makes the duration 
individually dependent. The durations that have been used over time are between 3 and 40 
hours. The conclusions reached here are not justified, therefore, based on the differences of 
shear and residence duration of field fluids versus those of the device. The method is semi-
quantitative. It is difficult to recover the deposits for good quantitative measurements of the 
deposited wax. 

Viscometry 
The viscometry technique employs the linear relationship between fluid viscosity and 

temperature. Wax formation changes the crude oil from Newtonian to non-Newtonian fluid 
behavior. The viscosity (µ) of Newtonian fluids is related to the temperature in a linear 
fashion by the Arrhenius principle given by equation (2.1), 
 

µ  =   C exp Ea / RT (2.1) 
 

where 

µ = viscosity in Pa.s 
C = constant dependent on entropy 
Ea = activation energy of viscous flow in J/mol 
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R = universal constant  
T = absolute temperature in K 

 
The WAT is determined from a plot of natural log of viscosity (LN Viscosity) versus 

inverse of absolute temperature (1/T) to be the point at which deviation from linearity occurs 
as temperature is lowered (Figure 2.4). Viscometry can be used for opaque fluids. It is a more 
conservative technique than some other techniques in cloud point measurement. The method 
requires a considerable volume fraction of wax crystals to be able to detect the phase 
transition, which gives the cloud point. The WAT that is determined depends on the 
sharpness of the deviation from linearity of the viscosity versus temperature plot. The result 
becomes subjective when there is no remarkable sharpness in the deviation. 
 

 

Figure 2.4: Typical viscosity-temperature relationship for the WAT. 

 

Light Transmittance (LT) Technique 
The light transmittance technique relies on the variation of light transmission by 

different phases such as solid and liquid. The intensity of light transmitted through or 
scattered by a sample as the temperature varies is measured. When this is applied to oil 
samples in a cooling process, the variation in light transmission due to appearance of crystals 
indicates the WAT. The light transmission versus temperature curve shows a marked 
decrease in light transmission at the WAT. This technique minimizes the error that is 
inherent in visual inspection techniques by presenting a more objective and sensitive 
approach (Kruka et al., 1995). It requires the formation of a certain quantity of crystals before 
a detectable reduction in transmitted light can be obtained; thus the measured cloud point 
would be lower than the true cloud point. The cloud point is detected at the growth stage of 
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wax formation. The light transmittance technique can be used for all fluids, both opaque and 
transparent, depending on light source and also can be used for high pressure cloud point 
measurement (Coutinho et al., 2005). This implies that it can be used for determination of the 
WAT of live oils. 
 

Cross Polarization Microscopy 
The cross polarization microscopy (CPM) technique exploits the fact that wax crystals 

rotate the plane of transmitted polarized light, but liquid hydrocarbons do not. The basic 
components of the microscope are the polarizer and the analyzer (Figure 2.5). While some 
researchers have used a small drop of oil sample placed on a microscope glass slide that is 
covered with a cover slide, others have preferred the sample on a micro slide that is placed on 
a glass slide. The procedure remains the same in either case. The slide containing the sample 
is placed on a thermal microscope stage, brought into focus, and viewed under polarized 
light, where wax crystals appear as bright spots on a dark background. A digital camera or 
video camera is employed to capture the appearance of wax crystals, thereby enhancing 
accuracy.  
 

 

Figure 2.5: Schematic of a CPM apparatus (Hammami et al., 1999). 

 
Cross polarization microscopy can detect wax crystals in sizes between 0.5 µm and 1 

µm, depending on the magnification used. It employs a visual technique for WAT 
determination as well as provides a record of crystal growth and morphology. Cross 
polarization microscopy appears to be a conservative technique, having high sensitivity and 
giving higher WAT values when compared to most other techniques. Hammami et al. (1999) 
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reported that CPM is one of the WAT measurement techniques used for opaque fluids (black 
oils). At the microscopic level, when CPM detects WAT, wax is believed to be at the 
nucleation stage of formation. A digital camera captures a photomicrograph of an oil sample 
with precipitated wax on a microscope slide. A typical photomicrograph from CPM, showing 
precipitated wax on a dark background, is shown in Figure 2.6.  

 

 

Figure 2.6: Typical CPM photomicrograph. 

 
The conventional CPM is used for STO, while high-pressure CPM is used for high-

pressure WAT measurements. 

Flow Loop/Dynamic Test Loop 
Flow loops are used for wax deposition studies under dynamic conditions. The oil is 

usually circulated in closed loops designed to suit the aim/objective of the research. Pumps 
are used to circulate the fluid at predetermined rates. The number of transducers/censors 
depends on the desired information. Flow loops/dynamic test loops are used for both STO 
and live oils, and for both opaque and transparent fluids. They are usually flexible tools, 
where the conditions of pressure, temperature, pump rate, etc., can be varied. Flow loops are 
designed to suit the research interest, and this makes them unique in most cases. A typical 
flow system used by Leontaritis and Leontaritis (2003) in their deposition study, where 
pressure drop across a test section is measured and plotted against temperature to give cloud 
point, is shown in Figure 2.7. In dynamic test loops, the active condition of the crude oil 
production scenario is mimicked. This technique is believed to generate results that depict the 
actual field situation, when compared to other techniques.  
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Figure 2.7: Flow loop (flow through) WAT technique (Leontaritis and Leontaritis, 2003). 

Phase Behavior 
The phase behavior investigations of hydrocarbons, hydrocarbon mixtures, and crude oil 

are indispensable in petroleum and allied industries. Primary production and treatment of 
petroleum crude oil require thorough knowledge of phase behavior. Fluid pressure-volume-
temperature (PVT) properties play an important role throughout the life of the reservoir. 
Reservoir fluid properties provide key input to simulators used to evaluate reservoir 
development strategy. Accurate PVT properties are required for the design of well, surface 
facilities, and processing plants. Fluid characterization and distribution within the reservoir 
help in defining the continuity and communication within various zones.  Both compositional 
and black oil simulators require the input of fluid properties or models describing the fluid 
properties as functions of pressure, temperature, and composition.  
 

As mentioned earlier, hydrocarbon solids have the potential to deposit anywhere from 
the near-wellbore region and perforations to the wellbore, topside surface facilities, and 
pipelines.  
 

Figure 2.8 schematically demonstrates the superimposed thermodynamic phase 
boundaries for the potential hydrocarbon solid phenomenon. Also shown is the potential 
production PT pathway that would obviously be dependent on the specific hydrodynamic and 
heat transfer characteristics of a given completion and facilities system. As can be seen, the 
pressure and temperature PT pathway of the production circuit can intersect one or all three 
elements of hydrocarbon solid formation and consequently result in potential flow-assurance 
problems wherever these boundaries are crossed. It is noted that crossing the thermodynamic 
conditions for the formation of hydrocarbon solids does not necessarily imply that a flow-
assurance problem will be encountered. Current techniques to assess the deposition tendency 
of the hydrocarbon solids and the factors affecting the deposition of solids are not understood 
well at this time. Until such capabilities are available, experimental and simulation work to 
define the phase boundaries and production PT pathway for real fluids is the key to providing 
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an understanding of the potential for hydrocarbon solid deposition and the subsequent impact 
of these solids on a given fluid/production system. 
 

 

Figure 2.8: Areas of potential solid problems. 

To develop this fluid phase behavior, it is important to measure properties of reservoir 
fluid at varying thermodynamic conditions of pressure and temperature. However, it is time 
consuming and expensive to measure the fluid phase properties at different conditions, thus 
equations of state are used to predict these properties. The predictions of an equation of state 
(EOS) cannot be relied upon directly, as an EOS cannot accurately simulate the interactions 
between numerous hydrocarbon and non-hydrocarbon components present in petroleum 
crude oil. In order to have meaningful and accurate estimates of fluid properties and phase 
behavior, an EOS requires some amount of tuning to match with experimental data.  

Experimental Phase Behavior Studies 
The phase behavior of any system is dictated by its pressure, temperature, and 

composition. Experimental phase behavior studies include measuring volumetric properties 
as functions of pressure and temperature. Constant composition expansion, differential 
liberation, and separator tests are conducted to analyze the volumetric properties of the heavy 
oils. The process of phase behavior analysis starts with single-phase sample collection, 
leading to development of a tuned EOS model that accurately predicts the equilibrium phase 
properties for petroleum fluids. Nagarajan et al. (2006) reviewed the entire process from fluid 
sampling to EOS tuning for all types of reservoir fluids.  

Need for Modeling Wax Precipitation 
For developing wax deposition control techniques, the wax deposition phenomenon 

should be simulated on a computer, because studying effects at the field scale is not feasible. 
For developing a wax deposition simulator, three phenomena should be considered: (1) wax 
precipitation, (2) dynamic wax deposition, and (3) heat transfer from wellbore.  
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Wax precipitation describes the amount of wax formed at a given pressure and 
temperature condition. This simulation is done by thermodynamically modeling wax 
precipitation, and does not take into account any effect of flow rate or other dynamic factors. 
  

Dynamic wax deposition describes the formation of gel and the amount of wax deposited 
on pipe walls, taking. into account the effect of shear rate, flow rate, water cut, etc. This 
simulation requires a knowledge of wax precipitation, and is obtained by thermodynamic 
modeling as discussed earlier (Ahn et al., 2005).  
 

The temperature of the wellbore is one of the most important parameters controlling wax 
deposition. If the temperature is above the WAT, then wax will not precipitate. The 
temperature of the wellbore is controlled by heat transfer from the wellbore to the 
surroundings.  
 

These three phenomena should be modeled with mathematical models and should be 
programmed and combined to actually simulate the conditions in the wellbore and wax 
deposition in it.  
 

Hence, it is necessary to thermodynamically describe the wax precipitation, which is the 
focus of this study. The following section reviews various thermodynamic models available 
for describing wax precipitation. 

Compositional Analysis 
Many techniques have been developed to quantify the composition of crude, but by far 

the most utilized method is by GC (Gas Chromatography). A complete characterization up to 
carbon number C100 can be completed in about one hour. Detection levels of ppb (parts per 
billion) can be repeatedly obtained with small sample sizes. Modern equipment has become 
modular and can easily be modified to perform many different analyses. Figure 2.9 depicts a 
basic gas chromatographer setup. The inlet, chromatographic column, and the detectors can 
be changed to suit the analysis. The basis behind chromatographic analysis is to separate the 
fluid into pure components for quantification. Separation occurs in the column where travel 
time is determined by boiling point and molecular size. The alkanes listed in Table 2.1 will 
arrive at the detector in the same order when injected on the column in a mixture. 
 

Hydrocarbons are eluted from a non-polar column in boiling point order (Eggerton, 
1960). Branched and straight hydrocarbons with the same carbon number will elute from the 
column before the next incremental hydrocarbon. Columns are chosen based on the analysis 
to be performed. Out of the many possible detectors, the FID (flame ionization detector) and 
the TCD (thermal conductivity detector)are the most common. The FID burns hydrogen with 
air to produce a base signal. When analyte passes through the flame, the signal increases and 
is recorded in the detector. The limitation with this type of detector is that it will not detect 
nitrogen, carbon dioxide, or anything else that will not burn. Sensitivity is excellent and has 
the possibility to detect ppt (parts per trillion) if the sample is carefully prepared. Unlike the 
FID, the TCD has the ability to detect non-flammable components such as nitrogen, carbon 
dioxide, and carbon monoxide, just to name a few. The TCD is a non-destructive detector,  
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Figure 2.9: GC schematic. 

 
 

Table 2.1. Chemical properties of alkanes 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
and as such, it can be used with multiple detectors. Detection is done by measuring the heat 
absorbed by passing components. A filament supplies a specific amount of heat to the 
product stream, and will recognize additional loss removed by components other than the 
carrier gas. A second filament is supplied with a reference gas and acts as a baseline that 
experiences the same environmental variability as the sample detector. All components must 
be compared to a standard in order to determine the column elution time and how the 
detector will respond to the analyte. 

Name  Molecular 
formula 

 Melting 
point  
(°C) 

 Boiling 
point  
(°C) 

 State at 
25°C 

methane  CH4  -183  -164  gas 
ethane  C2H6  -183  -89   
propane  C3H8  -190  -42   
butane  C4H10  -138  -0.5   
pentane  C5H12  -130  36   
hexane  C6H14  -95  69   
heptane  C7H16  -91  98   
octane  C8H18  -57  125   
nonane  C9H20  -51  151  liquid 
decane  C10H22  -30  174   
undecane  C11H24  -25  196   
dodecane  C12H26  -10  216   
eicosane  C20H42  37  343   
triacontane  C30H62  66  450  solid 
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3. Objectives of this Project 

Wax (paraffins) can deposit from crude oil in a solid form during production. Wax may form 
anywhere in the producing system when the conditions due to temperature and pressure 
changes become favorable for the precipitation of paraffins. Wax usually forms by nucleation 
where the presence of a seed crystal of paraffin or other solid material in crude oil could 
result in a rapid growth of paraffins. The permafrost of Alaska’s North Slope causes heat loss 
from produced fluids and can lead to significant wax deposition in producing wells. Wax 
deposition typically occurs in wells that produce at lower rates, and leads to severe well 
downtime. Industry has been challenged to create attractive investments in low-rate wells 
made even lower by high downtime. 
 
Although wax deposition is a commonly encountered problem in production operations, there 
is no universally effective treatment for the problem. Treatment methods are usually highly 
case-dependent, requiring the proper identification of the mechanisms for wax deposition and 
the development of a predicting technique that is specific for the target field. A properly 
designed and implemented treatment method for preventing wax deposition is essential to 
cost-effective production in the unique environment of the Alaska North Slope area. 
 
The objectives of this study are as follows: 
 

(1) To evaluate the mechanisms and environments leading to wax deposition in Alaska 
North Slope oil wells;  

 
(2) To develop models for predicting wax deposition and quantifying its effects on 

production; and 
 
(3) To design methods to prevent wax deposition in oil wells. 
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4. Experimental Studies Conducted 

4.1 Sample Preparation 

Rheologically, crude oil can be described as a low viscosity Newtonian fluid at high 
temperature, but it exhibits non-Newtonian behavior due to the crystallization of wax as the 
crude oil cools to low temperatures (Leontaritis and Leontaritis, 2003). The oil samples used 
in this research work were supplied from Alaska North Slope (ANS) fields by 
ConocoPhillips Alaska, Inc. These are stock tank oil (dead oil) samples. In the course of 
shipping and handling, the oil samples have been kept at different ambient temperatures. 
Crude oil composition as well as wax precipitation is sensitive to changes in temperature and 
pressure.  
 
Laboratory testing with crude oil requires some preliminary preparation of the oil sample to 
ensure that a representative sample is used. This preparation produces a homogeneous oil 
sample used for testing. Different tests may require different techniques depending on the 
expected result, test standard procedure, and sensitivity of equipment. Generally, most crude 
oil tests would require that the oil be heated to a high temperature and rocked/stirred during 
the heating period to produce a homogenous fluid.  
 
The method of preparation for all the tests carried out in this work is similar. The wax 
appearance temperature (WAT) test requires that all paraffins remain in solution prior to 
commencement of testing. It is believed that these oil samples are exposed to temperatures 
cold enough (below the WAT of oil samples) to cause wax precipitation. In the crude oil 
samples, therefore, wax exists and is referred to as wax memory. There is need then to erase 
this memory and restore the crude oil to a homogeneous single phase that is wax free. This is 
accomplished by heating the oil sample to a temperature of about 60°C (140°F) to 80°C 
(176°F) (in order to dissolve all precipitated wax back into solution). Oil samples are heated 
as well prior to a gravity test. A pour point test requires the heated test sample to sit at room 
temperature for a minimum of 24 hours before testing. This follows specified test procedure 
according to ASTM standard D97 for pour point.  
 
A water bath, as well as an air bath (oven), was used in this work to heat oil samples during 
the tests. The samples were hand rocked intermittently in both cases. 
Using the water bath involved a simple procedure outlined as follows: 

• Power-on the heating bath and set to a temperature of about 60°C (140°F) to 80°C 
(176°F). 

• Immerse the sample container in the heating bath for several hours (about 10 to 20 
hours), depending on the gravity of the oil sample. The crude oils with low density 
are heated to 60°C, thus for less time than crudes having high density. This minimizes 
the loss of light ends from the crude oil sample.  

• Occasionally agitate the oil sample manually with a stirrer during the heating process. 
• Remove the sample container from the heating bath at the end of the heating period 

and stir. 
• Draw sample for test.   
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The oven was much easier to use in getting a homogenous oil sample for tests. The oil 
container is placed in the oven and the oven door closed. The power switch is turned on and 
the oven is set to the desired temperature. The oil sample is allowed to heat for a specified 
length of time, during which it is intermittently hand-stirred or agitated. The stirring enables 
a homogenous mixture. When heating is complete, remove the oil sample from the oven and 
agitate once more, then draw a test sample. Figure 4.1.1 shows one of the oil samples sitting 
in the oven ready for heating prior to conducting experimental test. 
 

 

Figure 4.1.1: Oil sample in the oven ready for heating. 

 
4.2 Characterization of Crude Oil Samples 

4.2.1 Measurement of Molecular Weight 

The molecular weight of the stock tank oil (STO) is required information to calculate the 
molecular weight of the plus fraction component. Cryette A (Figure 4.2.1) is a precise 
instrument for measuring the molecular weight of the substance by tracking freezing-point 
depression, because the freezing point of a solution is a measure of its concentration or 
molecular weight. Cryette A consists of a specially designed refrigerator with controls to 
maintain a reproducible environment for the sample, a precision thermometer, and apparatus 
to hold and seed the sample. An addition of seed could contaminate the sample, causing it to 
freeze unexpectedly; hence the seeding is initiated by agitation, thereby preventing the 
contamination. Cryette A is capable of measuring the freezing point change of 0.001°C 
(32°F).  

Oil Container Oven 

Oven Door 
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Figure 4.2.1: Cryette A for molecular weight measurement of STO. 

 
4.2.1.1 Calibration of Instrument 

Before the use of equipment, calibration is necessary for the range of interest. The 
Cryette A is calibrated for range of interest by running a solute of known molecular weight in 
benzene solvent. The following procedure was adapted for calibrating the Cryette A for 
organic solutions: 

 
1) The range switch was placed in the left position, and the bath temperature was 

allowed to stabilize. 
 

2) Benzene, saturated with water to arrest evaporation loss, was run and allowed to 
seed. After seeding, the head switch was lifted and lowered again. Solvent zero was 
adjusted (by moving the trim pot to the left of the range switch) until the display read 
000. 

3) Another sample of water-saturated benzene was run, and this time calibrator I was 
adjusted so that the display reads 000. 

 
4) A sample of hexadecane (mol wt 226.45) diluted with benzene was run, and 

calibrator II was adjusted until the reading on the display indicated an equivalent 
freezing-point depression resulting in a molecular weight of 226.45. Equation (4.2.1) 
relates the freezing-point depression with molecular weight and solution 
concentration. Using equation (4.2.1), the freezing-point depression corresponding to 
the molecular weight of hexadecane was calculated. 
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=∆  (4.2.1) 

 
where  
 

Kf = freezing point depression of benzene 5.12°C/mole 
Mw = molecular weight of solute  

SoluteW  = weight of solute in gms 
solventW  = weight of solvent in gms 

 

4.2.1.2 Operating Procedure 

1) Place the Cryette into a fumes hood chamber. Plug the Cryette into a grounded AC 
outlet of the proper voltage. Ensure that the bath is filled completely with the bath 
fluid, or add some bath fluid to it until excess comes out the overflow at the right of 
the instrument. The excess of fluid is collected in a dish and transferred back to the 
bottle. Take care that the glass of the fumes hood is always maintained at the 
minimum operating (height) level throughout the experiment. (Level would be 
marked on the front pane of the fumes hood. If it is not, consult with the safety 
department to check the performance of the fumes hood.) 

 
2) Switch the “On/Off” switch to “On”, and allow the refrigerator to cool down. 

Meanwhile, start preparing the samples. Be careful with the dilution of the sample. 
The sample has to be diluted enough so as to avoid the premature freezing of the 
sample. We diluted the sample using benzene as the solvent at a ratio of 1:20 for our 
experiments. Place the “Range” indicator at 1 for benzene solutions. 

 
3) Raise the operating head to its top detent position, and place a sample tube with 2.5 

mL of earlier prepared sample into the refrigerator well. Check that the cool light has 
cycled. 

 
4) Lower the operating head so that the stirring rod and probe enter the tube and the nose 

piece forces the tube down into the refrigerator well. The stirring rod automatically 
begins to stir the sample, and the bath fluid circulates when the operating head is 
lowered. Ensure that the stirring rod does not touch the tube side. 

 
5) Observe the digital display: The reading will start from -1 and gradually increase to 

1000. The number change should be continuous towards 1000; if it is not then the 
sample is not being properly stirred or the bath fluid is not circulating. 

 
6) When the digital display reaches 1000, the sample is seeded by a 1 second high-

amplitude vibration of the stir rod. 
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(a) If the digital display does not reach 1000, the “Read” light will not turn on, and no 
reading may be made. Hence, the sample has to be checked for ice. 

 
(b) If after seeding the “Read” light turns on and the digits read 000, 1, or a negative 

number, the sample should be re-run with the “Range” switch on the appropriate 
range. 

 
7) The “Seed” light will blink once or twice as the sample is successfully seeded. 

Immediately either turn on the “1” digit if the sample freezing point is between 1000 
and 2000, or if it is below 1000. Read the answer when the “Read” light turns on. 

 
8) The measurement is complete. 

 
9) Raise the operating head, and remove the tube. Three or four runs for a sample should 

be taken to validate the results. The average of the four results can be noted as the 
molecular weight. Ensure that the different runs are of the same prepared sample to 
avoid the error.  
 

10) After the run for a sample is over, dispose the sample into a bottle. The bottle needs 
to be labeled as organic waste. Over a period of time when the bottle is filled 
completely and needs to be disposed of, follow the proper procedure with the help of 
the safety office. Do not dispose of any of the organic waste by pouring it in the 
sink. 
 

Calculation of Molecular Weight: 
To determine the molecular weight use: 

 

FPlventWeightofso
KluteWeightofso

MW f

∆×

××
=

1000

  (4.2.2) 
 

where FP∆  is the meter reading taken when the READ light is ON. 
 

For benzene: fK  = 5.12°C/mole. 

 

Working with Benzene: 
CAUTION:  

 
 1. Benzene is flammable, and appropriate care in handling and storage must be 
exercised. 
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 2. Benzene is considered to be a carcinogen, and care should be taken to avoid 
exposure to it and its vapors. Ensure that the glass of the fumes hood chamber is well 
below while handling benzene. Use proper safety gloves and goggles to avoid contact of 
benzene with skin and eyes. Go through the MSDS of benzene beforehand. 
 
 3. Benzene tends to absorb moisture from the air around it, which causes a change in 
its freezing point. One easy way to overcome this problem is to add about a centimeter of 
distilled water to cover the bottom of the bottle containing benzene to obtain water-saturated 
benzene which has a more stable freezing point. 
 

Table 4.2.1. Molecular weight of stock tank oil samples 

Sample no. 
(stock tank oil) 

Molecular 
weight 

1 137.30 
2 174.27 
3 196.10 
4 323.36 
5 300.29 
6 234.98 
7 190.23 
8 292.32 
9 174.63 

10 215.53 
11 140.58 
12 135.16 
13 225.09 
14 364.85 
15 157.83 
16 512.27 
17 361.33 
18 109.60 
19 150.59 
20 155.79 
21 172.06 
22 169.19 
23 279.96 
24 236.32 
25 230.74 
26 205.25 
27 230.27 
28 220.24 

 

4.2.1.3 Molecular Weight Result and Discussion 

The molecular weight of 28 STO samples and 7 flashed live oil samples were measured. 
For the live oil samples, the molecular weight of plus fraction was calculated by the 
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component material balance, knowing the molecular weight of the oil sample. Table 4.2.1 
represents the measured molecular weight of oil samples. 

From Table 4.2.1, it can be observed that for most of the STO samples, molecular weight 
ranges from 150 to 300. But samples #16 and #17 are somewhat dense and, hence, have 
higher molecular weights.  

Table 4.2.2. Molecular weight of flashed live oil samples 

Sample no. 
(flashed live oil) 

Molecular 
weight 

7729 193.35 
8611 153.06 
7719 227.87 
7684 207.23 
7730 216.08 
7688 231.22 
7676 202.58 

14185 165.11 
14186 204.92 

From Table 4.2.2, it can be observed that for most of the live oil samples, molecular 
weight ranges between 150 and 231.  

 
Compositional characterization of many of the same crude oil samples was done using 

gas chromatography. This compositional analysis was used to calculate the molecular weight 
of oil samples based on the average molecular weight of a single carbon number. Table 4.2.3 
gives the comparison between molecular weight obtained from composition and molecular 
weight calculated experimentally from this study.  

 
Table 4.2.3. Comparison of molecular weights 

Sample  Molecular wt. Molecular wt. 
no. Compositional Experimental 
1 220.17 137.30 
2 202.30 174.27 
4 196.65 323.36 
5 207.87 300.29 
6 197.32 234.98 
7 194.95 190.23 
8 182.29 292.32 

10 213.01 215.53 
11 169.21 140.58 
13 214.22 225.09 
17 262.84 361.33 
19 163.96 150.59 
20 178.10 155.79 
22 178.51 169.19 
24 168.08 236.32 
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From Table 4.2.3, it can be observed that for oil sample nos.1, 2, 7, 11, 19, 20, and 22, 

the molecular weights obtained experimentally are lower as compared with molecular 
weights calculated from composition.  

 
The compositional and experimental molecular weights for different oil samples are 

plotted in Figure 4.2.2. Ideally, with detailed compositional analysis of crude oil samples, all 
the points should lie on the pink line in this figure. As the higher carbon numbers generally 
are not detected in gas chromatography analysis, it is expected that the points will lie on the 
lower side of the pink line. From Figure 4.2.2, it can be observed that fewer points lie above 
the pink line. The reason for this is the sample preparation procedure. All the oil samples 
were heated in the oven for 2–3 hours before measuring the molecular weight 
experimentally, whereas for compositional analysis, the samples were heated on a hot plate 
for only for 10–15 minutes. Hence, the samples drawn were not homogenous. Also, the 
samples were injected using auto sampler, where samples were at room temperature for a 
couple of hours before being injected into the gas chromatogram.  

 

 

Figure 4.2.2: Comparison of compositional and experimental molecular weight. 

 
Due to different sample preparation procedures, there is considerable difference between 

compositional and experimental molecular weight. Hence, there is no obvious relationship 
between experimentally and compositionally calculated molecular weight.  
 
4.2.2 Measurement of Density 

The density measurement apparatus consists of Mettler-Paar digital density meter (DMA-45) 
with a connected Brookfield heating/refrigerating bath for temperature control, as shown in 
Figure 4.2.3. The density meter consists of a glass oscillator (DURAN-50) filled with heat-
conducting gas sealed and inserted into a glass housing consisting of two coaxial tubes. The 
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electronic part of the meter excites the glass oscillator, which begins to oscillate at a certain 
frequency. 

 

 

Figure 4.2.3: Density measurement apparatus. 

 
The period of oscillation is measured by a built-in quartz clock approximately every two 
seconds, which is then transmitted to a built-in processor that calculates the density and 
displays the result in grams per cubic centimeter (g/cc) via numerical display (LCD). 
Measured density is only accurate if the oscillator is completely filled. The observation 
window, as well as the built-in light, is used to ensure that this requirement is achieved. The 
U-tube oscillator is accessible via two ports: the upper and lower port. While the lower port 
is for injecting test samples, the upper port serves as the means for supply of dry air to flush 
out the sample after measurement and dry the tube during its cleaning. The dry air is supplied 
by a built-in pump, which is activated by turning on the pump switch. Only plastic syringes 
are allowed for injection through the port, and they must be carefully and accurately inserted 
into the lower port (filling inlet) in an axial direction to completely seal the inlet. The use of 
force during this injection should be avoided. Any force, but especially radial force from the 
inserted syringe, could break the measuring cell. 
 
4.2.2.1 Density Measurement Procedure 

The calibration of the density meter is necessary prior to measurement of sample density 
with the instrument. The calibration procedure follows a sequence of steps: 

 
1) Adjust the constant temperature bath to the desired temperature and allow time for 

the bath to attain the set temperature (°C). 
 

Circulating 
Bath Mettler-Paar 

Density Meter 
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2) The display selector is set to the position “T” to display the period on the numerical 
display. About 0.7 cc of distilled water is injected into the lower inlet port using a 
syringe, while being observed through the observation window with the light 
switched on. The water has to exceed the upper of the two thickenings on the 
oscillator for injection to be complete. The syringe is left in the lower port while the 
light is switched off for temperature stability. The period on the numerical display is 
allowed to stabilize, and the value is recorded as period (Tw) for a water-filled 
oscillator. 

 
3) Switch on the pump to flush out the water after the syringe has been removed. 

Switch off the pump and inject alcohol to wash off the water and dry the U-tube. 
Then switch on the pump to blow dry air until the value on the display is constant; 
then switch off the pump and wait for about 30 seconds for temperature equilibrium. 
The displayed value is noted as period (Ta) for an air-filled oscillator. 

 
4) The calibration constants A and B are then calculated from the following 

expressions: 
 

 A = (Tw
2 – Ta

2)/(ρw – ρa) (4.2.3) 
 
 B = Ta

2 – (A x ρa) (4.2.4) 
 

where: ρw and ρa are water and air densities (g/cc), respectively, at the temperature of 
calibration. Ta and Tw are periods in seconds for an air-filled oscillator and water-
filled oscillator, respectively. 
 
The density of air is calculated from the equation 
 

 ρa   = [(0.0012930) /(1+(0.00367 x t)] x P/760 (4.2.5) 

 
where t is temperature in °C and p is pressure in Torr. 
 
The density of water corresponding to that temperature and period is obtained from 
the instructions manual or from any standard density source. 
 

5) This procedure is repeated for any desired temperature to determine the appropriate 
calibration constants for that temperature. 

 
The density (gravity) of oil samples can then be measured using the Mettler-Paar density 

meter, after calibration of the instrument following these procedures. 
 
 Turn the power switch to the “On” position. 

 Switch on the light to observe the sample through the observation window. 

 Ensure that the cell is clean and dry. 
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 Set the display selector to the density position and enter the calculated calibration 
constants for the measurement temperature in the constant buffer of the density meter 
by adjusting with a small screwdriver. 

 Draw the sample volume of about 0.7 cc with a syringe, ensuring that there are no air 
bubbles in the sample. Inject the sample into the cell through the lower injection port 
and ensure that the sample exceeds the upper of the two thickenings on the oscillator. 

 Observe the cell carefully to make sure that there are no air bubbles entrapped, as this 
will affect the stability of the density value and give an erroneous display. 

 Turn the illumination light off to ensure temperature stability. 

 Allow the sample to attain the set temperature of the constant temperature bath and 
the density value on the numerical display to stabilize. 

 Record this value as the density in g/cc of the sample. 

 Switch the pump on to flush the sample, wash and dry the cell, and check the 
calibration before introducing the next sample. 

 
4.2.2.2 Density Results and Discussion 

Density/API gravity is one of the preliminary diagnostic tests for wax precipitation and 
deposition problems in crude oil. This property gives an insight into the ability of the oil to 
suspend the precipitated wax particles. The ability to suspend wax crystals is a function of 
the difference between the gravities of the oil and the wax crystals. The settling velocity of 
these wax particles in oil can be expressed in a modified version of Stokes’ Law in equation 
(4.2.6) (Burger et al., 1981). The crude oil is treated here as a non-Newtonian pseudo-plastic 
fluid. 
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where 

U  = settling velocity of wax particles ms-1  
ρ∆  = difference between gravity of wax and gravity of oil in kgm-3  

a = particle diameter in m 
g = acceleration due to gravity in kgms-2 

IK  = viscosity power law parameter for pseudo-plastic fluid in s-1 
I

N  = power law parameter for pseudo-plastic fluid in Pa 
 
The buoyant force generated by the oil to suspend the precipitated wax crystals is higher 

with increasing oil density. The deposition rate from crystallized wax is reduced, therefore, 
when the oil can keep the wax crystals suspended as the oil is produced. 

 
Density measurements were taken at different temperatures ranging from 15°C–35°C as 

well as 15.6°C (60°F). Density measured at 60°F gives the specific gravity from which the 
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API gravity of samples is calculated (equation [4.2.7]) and presented in Table 4.2.4. Other 
density measurements are shown in Appendix A. In addition to indicating the ability of oil to 
suspend wax crystals, gravity values are required as input parameters for EOS modeling of 
the phase behavior of crude oil. 

 
API = (141.5/SG) – 131.5  (4.2.7) 

 
where SG = specific gravity and API is in degrees. 
 

Table 4.2.4. Specific gravity and API gravity of oil samples 

Sample 
no. 

Specific 
gravity 

API 
gravity 

1 0.7967 46.11 
2 0.7938 46.76 
3 0.7947 46.55 
4 0.8354 37.88 
5 0.8549 34.02 
6 0.8283 39.33 
7 0.7971 46.02 
8 0.8445 36.05 
9 0.7566 55.52 
10 0.8738 30.44 
11 0.7477 57.75 
12 0.7572 55.37 
13 0.8618 32.69 
14 0.8744 30.33 
16 0.9381 19.34 
17 0.932 20.32 
18 0.7649 53.49 
19 0.7576 55.27 
20 0.7596 54.78 
21 0.7639 53.73 
22 0.7598 54.73 
23 0.8356 37.84 
24 0.8337 38.23 
25 0.8371 37.54 
26 0.8336 38.25 
27 0.8358 37.80 
28 0.8329 38.39 

 
It can be observed from Table 4.2.4 that measured oil sample gravity ranges from 0.7477 

(57.75°API) to 0.9381 (19.34°API). Oil samples #16 and #17 are really dense, with gravity 
of 19.34°API and 20.32°API, respectively. Density for all samples has shown an inverse 
relationship with temperature, as expressed in Figure 4.2.4. Results for densities at different 
temperatures are shown in Appendix A.  
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Figure 4.2.4: Typical oil density–temperature relationship. 

 
4.2.3 Measurement of Viscosity 

The experimental setup is the Brookfield Viscometer model LVDV-II+, as shown in 
Figure 4.2.5. The model consists basically of a small sample adapter which holds the sample, 
a spindle which is immersed in the sample in the holder. The spindle rotates by the action of 
a synchronous motor through a calibrated spring. Also part of the setup are a 
heating/refrigerating circulating bath for temperature control through the jacket of the sample 
adapter, and the interfacing computers which contain the software for gathering the viscosity 
data (WinGather) and controlling the temperature (EasyTemp). 
 
The viscometer measures the torque required to rotate the immersed spindle. The deflection 
of the calibrated spring is an indication of the viscosity or resistance to flow and is a function 
of the rotational speed (RPM), and the spindle size and geometry. The spindle size and 
rotational speed are combined in such a manner as to produce a torque that lies between 10% 
and 100%. The accuracy improves as the torque approaches 100%. A slower speed and/or a 
smaller spindle is used for high viscous oils, while a higher speed and/or a larger spindle is 
used for light oils with low viscosities. The viscosity values are digitally displayed in 
centipoise. 
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Figure 4.2.5: Viscosity measurement apparatus. 

 
4.2.3.1 Viscosity Measurement Procedure 

A satisfactory and accurate viscosity measurement requires the following standard 
procedure:  

 
 The interfacing computers for LVDV-II+ data collection and for temperature control 

of the heating/refrigerating circulating bath are turned on. 

 The Brookfield LVDV-II+ Viscometer is powered on, and it auto zeros itself through 
a set of displayed instructions. 

 The Julabo heating/refrigerating circulating bath is turned on and set at the desired 
temperature using the EasyTemp software program in the interfacing computer. 

 The WinGather software is opened, and communication between the viscometer and 
the interfacing computer is ensured. 

 The sample Adapter is removed from the jacket, a small sample (about 8 mL), enough 
to cover the spindle up to the middle of the indentation, pipetted into it, and it is 
inserted back into the jacket. Care must be taken to ensure the sample does not entrap 
any air during transfer into the sample adapter. The sample adapter and spindle were 
raised to a temperature of about 50°C to 60°C before transferring the sample for 
testing to avoid any precipitation of wax at the walls (cold) before the test proper.  

 The micro thermocouple temperature probe is inserted at the bottom of the sample 
Adapter and the whole setup is allowed to reach the set temperature. This occurs 
when the set point temperature and the internal temperature of the bath, as displayed, 
equal the temperature displayed by the viscometer. 

Data gathering PC 

LVDV-II+ 
Viscometers Heating/Cooling 

Circulating Bath 
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 The viscometer motor is started by pressing the “Motor On/Off” button, and the speed 
(rpm) is selected, depending on the expected viscosity range, by using the “Set 
Speed” button. The rpm is chosen in such a manner that a good torque (>10%) is 
achieved, and the whole profile traversed before a torque of 100% is reached. This is 
because the torque increases as temperature decreases during ramping. 

 The ramping profile is set up using the EasyTemp software by clicking on “Edit 
Profile” and then “Use Profile” to enable the computer to implement the given 
profile. A typical profile for ramping from 60°C to 0°C at 1°C cooling per 3minutes 
looks like this—00.00 03:00—where 00.00 is the desired final temperature and 03:00 
is the time in hours and minutes, respectively, required to ramp from the set point 
temperature to the final temperature.  

 The “Start Profile” button is selected to start the ramping profile. 

 The “Start Gather” button, indicated by an icon showing a viscometer connected to a 
computer, is selected on the WinGather program, the “Time Stop” is selected, and 
appropriate values are input in the “Number of Readings” and “Time Interval” 
windows. A typical setting is 100 and 03:00, which instructs the computer to gather 
information from the viscometer 100 times, once every 3 minutes (180 seconds). 

 Click on “Ok” to commence data gathering when the profile is started. 

 The run is complete when the profile is exhausted or the torque displayed on the 
viscometer has reached 100%, the maximum potential, and an error message (EEE) is 
displayed. The message EEE indicates that the maximum viscosity range of the 
viscometer for that spindle and rpm combination has been exceeded. Select “Stop” on 
the WinGather program and then respond in the affirmative to the “Stop Gather” and 
“Gather Complete” prompts, respectively. Stop the viscometer by pressing the 
“Motor On/Off” button. 

 The data is saved by selecting “Lotus file*wks,” which allows the data to be easily 
stored in Microsoft Excel. 

 The saved data is analyzed by computing the natural log of viscosity and the inverse 
of absolute temperature. A plot of the natural log of viscosity (LN Viscosity) versus 
inverse of absolute temperature (1/K) gives the WAT at the point of deviation from a 
linear trend. 

 The sample adapter and spindle are cleaned up with toluene and acetone following 
correct procedures, and the process is repeated for another run.  

 
4.2.3.2 Viscosity Results and Discussion 

Viscosity is the property that determines the flowability of crude oil. It is influenced by 
wax precipitation. Crude oil viscosity plays a significant role on the wax deposition rate. 
When oil viscosity is high, the wax deposition rate tends to be low because high oil viscosity 
makes diffusion of wax molecules to the walls of the tubing/pipe more difficult. All 
mechanisms for wax deposition (molecular diffusion, shear dispersion, Brownian diffusion, 
and gravity settling) seem to be influenced by oil viscosity. Both the molecular diffusion 
coefficient and Brownian diffusion coefficient are inversely related to oil viscosity. Shear 
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dispersion and gravity settling mechanisms involve the movement of precipitated wax 
particles through the crude oil. The higher the oil viscosity, the greater is the resistance to 
movement of wax particles. The rate of dispersion and settling will be slower, and the rate of 
wax deposition will be reduced. It is important to measure oil viscosity because of its impact 
on the wax deposition rate (Labes-Carrier et al., 2002). High viscosity hampers rate of 
diffusion of paraffin, the predominant mechanism for wax deposition, thereby reducing the 
wax deposition rate.  

 
The experimental result for oil sample #5 is presented in Table 4.2.5, while all results are 

shown in Appendix B. These viscosity measurements were not taken strictly for rheological 
purposes, as is the case for most viscosity measurements (Jamaluddin et al., 2003), but rather, 
for viscometry WAT determination. Waxy crude oils are known to exhibit two kinds of 
rheological behavior—Newtonian and non-Newtonian—depending on the temperature and 
the cloud point of the oil.  

 

Table 4.2.5. Viscosity of oil sample #5 as a function of temperature (WAT = 36.1°C [97°F]) 

Temperature 
(°C) 

Viscosity 
(cP) 

Temperature(°C) Viscosity 
(cP) 

59.2 3.7 36.1 6.23 
58.2 3.75 35.1 6.54 
57.2 3.82 34.1 6.89 
56.2 3.89 33.1 7.29 
55.2 3.98 32.1 7.71 
54.1 4.05 31.1 8.15 
53.1 4.12 30.1 8.65 
52.2 4.22 29.1 9.14 
51.1 4.34 28.1 9.68 
50.1 4.41 27 10.2 
49.1 4.5 26 10.8 
48.1 4.59 25 11.4 
47 4.71 24 12 
46 4.83 23 12.7 
45 4.94 22 13.4 

44.2 5.06 20.9 14.1 
43.1 5.2 19.9 14.9 
42.1 5.32 19 15.7 
41.1 5.46 18 16.6 
40.1 5.58 17 17.6 
39.2 5.72 16 18.7 
38.2 5.9 15 19.9 
37.1 6.05 14 21.3 

 

Viscosity measurements show that below the WAT, viscosity increases at a higher rate 
with each degree of reduction in temperature. For oil sample #5, Table 4.2.5, the highest pre-
cloud point increase in viscosity is 0.15 cp/°C, whereas post-cloud point first increment per 
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degree reduction in temperature is about 0.31 cp/°C. Burger et al. (1981) observed a reduced 
gravity settling rate of wax particles due to this increased viscosity. Both density (oil gravity) 
and viscosity measurements will be used for modeling. 

  
Oil samples #16 and #17 showed unique behavior in all tests, especially for viscosity 

measurement. They have similar properties: viscosity, pour point, and API gravity (19.34 and 
20.32 API gravity, respectively). The two samples fall within the range of heavy oil defined 
by DOE as 10.0°–22.3°API. These samples exhibited a behavior during the viscosity test that 
could be described as shear thinning. At a temperature of 60°C (140°F), the sample viscosity 
was observed to decrease with time at constant shear rate—a non-Newtonian, time dependent 
behavior. This viscosity time-dependency could vary from a few seconds to several days, 
prior to attaining final viscosity. At 60°C (140°F) and 30 rpm constant shear rate, it took 
between 2 and 2.5 hours for these samples to attain stable viscosity, the initial and stable 
values differing by as much as 8 cp. The initial and stable values for sample #16 are 32 cp 
and 26.7 cp while those of sample #17 are 37 cp and 28.9 cp. Results for remaining oil 
samples are given in Appendix B.  
 
4.2.4 Measurement of Pour Point 

Pour point is defined as the temperature at which the crude oil sample will no longer flow 
when held at a horizontal position in a test jar for about 5 seconds, due to formation of a wax 
gel network. Pour point is an indicator of the gelling potential of the crude sample. Its 
measurement is believed to be affected by factors such as wax content, wax crystal size and 
number, pressure, and solution gas, as well as the thermal history of the crude oil 
(Alboudwarej et al., 2006). Fast cooling rates tend to raise the pour point, while slow cooling 
rates yield lower pour point values. Recent advances in pour point measurement have 
revealed that live oil pour point differs from STO pour point, as solution gas tends to 
suppress pour point (Figure 4.2.6). Pressure increase below the bubblepoint reduces pour 
point due to there being more gas in solution, while above the bubblepoint, pressure elevates 
pour point. However, it could be said that increase in pressure tends to elevate the STO pour 
point as shown by Smuk et al. (2002), where STO pour point increased by more than 2°C 
when oil was pressurized from 0.1 MPa to 6.9 MPa (Figure 4.2.7). 
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Figure 4.2.6: Effect of solution gas on pour point (www.slb.com/welltesting). 

 

 

Figure 4.2.7: Effect of pressure on STO pour point (Smuk et al., 2002). 

 
The pour point equipment used in this work is basically a 3-bath bench model 334 from 
Lawler Manufacturing Corporation (Figure 4.2.8). The equipment has been designed for 
performing manual cloud point and pour point tests in conformance with ASTM D2500 and 
ASTM D97 standard test methods. Each bath has 4 test ports machined to accept 4 test jars. 
The baths are preset at different temperatures: 0°C (32°F), -18°C (-0.4°F), and -33°C  
(-27.4°F). When the equipment is powered, the baths preset; the actual temperatures are 
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displayed on the digital temperature indicator for each bath. Each bath will then cool to the 
preset temperature via the refrigeration system. The bath fluid level is checked every week 
when it is in use. Other accessories needed to run the pour point test include copper jackets, 
test jars with fill line, o-rings, ASTM standard 5C thermometers, a cork disc for bottom of 
jacket, and a cork stopper with hole for the thermometer. The copper jackets house the test 
jars to prevent any direct contact between the cooling fluid (bath medium) and the test jars, 
while the o-ring and the cork disc for the bottom of the jacket prevent direct contact between 
the test jars and the copper jacket. This helps to ensure uniform cooling in the whole test 
sample and prevents “partial gelling.”  
 

 
 

Figure 4.2.8: Pour point measurement apparatus. 

 
4.2.4.1 Pour Point Measurement Procedure 

The three baths are utilized during the test as the test jar is moved around, starting from 
the highest preset temperature bath. The test jar is placed first in the 0°C (32°F) bath, and the 
test thermometer in the test jar is monitored. If the oil still flows when the test thermometer 
reads 9°C (48.2°F), it is transferred to the -18°C (-0.4°F) bath. The test jar is finally 
transferred to the -33°C (-27.4°F) bath if the oil still moves when the test thermometer reads  
-6°C (21.2°F). The procedure for accurate pour point measurement using Lawler model 334 
is outlined below. 

 

Power button 

Lawler pour point 
bath 

Digital temperature indicator 

Test Thermometers 
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 Prepare the oil sample following ASTM D97 test procedure guidelines. This requires 
that oil samples of unknown thermal history, or samples that have been heated to 
temperatures higher than 45°C (113°F), be kept at room temperature for about 24 
hours before testing. 
 

 Fill the glass test jar with the oil sample up to the marked fill line and cover the test 
jar with a cork stopper. Insert a 5C ASTM standard thermometer through the hole in 
the stopper into the sample and put an o-ring on the test jar, as shown in Figure 4.2.9. 
 

 Power on the equipment by pushing the power button, and watch the bath preset 
temperatures displayed. Each bath then stabilizes at the preset temperature. Bath 
temperatures should be allowed to stabilize before using the equipment.  
 

 Place the test jar from Step 2 into the copper jacket immersed in the bath medium. 
 

 Insert a 5C ASTM thermometer into the bath medium through the hole provided for 
it. This thermometer serves as a check to the bath temperature display on Lawler 334 
pour point equipment. 
 

 Start observing the sample for no flow at about 9°C (48.2°F) above the expected pour 
point of the oil sample. Remove the test jar, and tilt it to observe movement of the 
sample. If there is movement, return the test jar to the copper jacket. Do all these 
steps in no more than 3 seconds. Repeat the checking process after every 3°C drop in 
temperature until no movement is observed. Then hold the test jar in a horizontal 
position for 5 seconds and observe the flow. 
 

 Record the observed reading of the test thermometer at the point when no flow is 
observed in the oil as the test jar is being held in a horizontal position for 5 seconds.   
 

 Add 3°C to the recorded temperature, and report that temperature as the pour point of 
the oil sample by the ASTM D97 standard. 
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Figure 4.2.9: Test sample for pour point measurement. 

 
It would be an improper procedure to start the test jar in either the -18°C (-0.4°F) bath or 

the -33°C (-27.4°F) bath. It would be wrong also to move the test jar from a 0°C (32°F) bath 
to a -33°C (-27.4°F) bath without following the proper sequence. To do so would cool the oil 
sample at a faster rate. The faster cooling rate would yield erroneous higher pour point 
temperatures.  
 
4.2.4.2 Pour Point Results and Discussion 

The ANS oil samples tested have unexpectedly low pour points (Table 4.2.6), reported 
in the range of 12°C (53.6°F) to <-31°C (-23.8°F). Nineteen out of the tested twenty-seven 
oil samples have pour points less than -31°C (-23.8°F), as shown in Figure 4.2.10. However, 
some of the samples are almost congealing at -31°C (-23.8°F), showing slow movement, 
while some are still very much liquid-like (Figure 4.2.11).  
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Table 4.2.6. Measured oil sample pour points 

Sample 
no. 

Recorded pp 
(°C) 

Reported pp 
(°C) 

Reported 
pp (°F) 

Remark at  
-31°C 

  (recorded+3)   
1 <-31 ° ° liquid-like 
2 <-31 ° ° liquid-like 
3 <-31 ° ° liquid-like 
4 -21 -18 -0.4 measured 
5 6 9 48.2 measured 
6 -24 -21 -5.8 measured 
7 <-31 ° ° liquid-like 
8 <-31 ° ° almost gel  
9 <-31 ° ° liquid-like 

10 <-31 ° ° almost gel  
11 <-31 ° ° liquid-like 
12 <-31 ° ° liquid-like 
13 -24 -21 -5.8 measured 
14 -3 0 32 measured 
16 9 12 53.6 measured 
17 9 12 53.6 measured 
18 °<-31 ° ° almost gel  
19 <-31 ° ° liquid-like 
20 <-31 ° ° liquid-like 
21 <-31  ° ° almost gel  
22 °<-31 ° ° liquid-like 
23 -27 -24 -11.2 measured 
24 <-31 ° ° almost gel  
25 <-31 ° ° almost gel  
26 <-31 ° ° almost gel  
27 <-31 ° ° almost gel  
28 <-31 ° ° almost gel  

 

Pour point qualitatively indicates the temperature at which the crude oil gels under static 
condition. The gelling is a result of buildup of a network of wax crystals. The network 
buildup depends on the wax content of the oil and the wax particle size and number. The wax 
particle size and number tend to be influenced by the cooling rate. The large difference 
between the WAT and pour point could be attributed to low wax content. It could also be a 
result of small wax particle size or a small number of wax particles. Low wax content crude 
will not precipitate enough wax to form a network to gel the oil at a high temperature. The 
precipitation of small-size wax crystals, as is found in some oils, will require a large quantity 
of wax to gel the crude. Generally, as high-molecular-weight wax precipitates out of the oil, 
the lighter components still enable flow until the temperature drops significantly. The 
possibility of the presence of natural wax crystal growth inhibitors in these crudes could also 
cause the pour point to be depressed. The low pour point values would mean that gelling of 
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oil in the wells will not be expected. This is because these oils will have lower pour points in 
the live oils. The presence of solution gas in the live oil will cause the pour point to be 
depressed further. The measured pour point temperatures will be matched in the dynamic 
wax model to tune the model for ANS crudes. 
 

 
 

Figure 4.2.10: Pour point distribution for oil samples. 

 
 

 
 

Figure 4.2.11: Oil samples having pour point less than -31°C (-23.8°F). 
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4.3 Wax Appearance Temperature and Wax Dissolution Temperature (WDT) 
Measurement 

4.3.1 Wax Crystallization Point 

The point defining when paraffin separates into solid phase from the bulk oil liquid phase is a 
very important thermodynamic parameter in wax deposition studies. Sadeghazad et al. (1998) 
described it as a very important parameter that affects wax precipitation and is basic to the 
wax deposition problem. It has been reported that rheologically, crude oil is a low-viscosity 
Newtonian fluid, but exhibits non-Newtonian behavior at low temperature (Leontaritis and 
Leontaritis, 2003), a phenomenon attributed to paraffin wax solid-phase separation. This 
point of separation, defined by temperature, happens to be unique for a particular pressure as 
well as oil composition, and is interchangeably referred to as wax appearance temperature or 
cloud point. Cloud point temperature has been defined as the temperature at which paraffin 
wax begins to crystallize from crude oil solution (Kruka et al., 1995; Karan et al., 2000). 
Monger-McClure (1999) defined measured cloud point as the highest temperature at which 
wax solids are detected when an oil sample is cooled at a controlled rate. This is different 
from thermodynamic cloud point (which can be referred to as true cloud point), defined as 
the highest temperature at which a paraffin wax will exist in a crude oil at a given pressure 
(Hammami et al., 2003). Whereas true cloud point lies on the solid/liquid-phase envelope, 
laboratory or experimentally measured cloud point lies within the solid/liquid-phase envelope 
(Karan et al., 2000). Below WAT a solid phase of wax exists in the crude oil. Figure 4.3.1 
shows a typical WAT diagram of crude oil whose bubblepoint is about 2000 psia, indicating 
the point of wax (solid) separation from the crude shown by the curve.   
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Figure 4.3.1: WAT diagram of typical crude oil. 

 
As can be seen from Figure 4.3.1, the crystallization temperature decreases as pressure 
increases from zero to the bubblepoint, then increases with pressure above the bubblepoint.  
 
Measuring the exact cloud point or WAT has not been easily achievable despite the several 
techniques available for determining such. The wax appearance temperature is a unique oil 
property that is dependent upon many factors including oil composition, measurement 
technique, thermal history of oil, and oil properties relating to crystal nucleation and growth 
(Hammami et al. 2003). The cooling rate employed during a test affects the result. When oil 
samples are cooled fast, there seems to be a supercooling problem that tends to depress the 
measured WAT. Hammami et al. (2003) reported that, in the event of supercooling, the oil is 
cooled beyond the WAT without wax crystallization. Nucleation sites are then required to 
initiate wax formation. Where there are no nucleation sites, wax crystallization becomes 
spontaneous at such a low temperature.  
 

4.3.2 WAT and WDT Measurement Apparatus (Cross-Polarization Microscopy) 

The cross-polarization microscopy (CPM) apparatus is comprised of four main components: 
a microscope, a digital camera, a temperature controller, and a PC. The microscope used in 
this work (see Figure 4.3.2) is equipped with an analyzer and a polarizer, a light source (6V, 
30W halogen bulb), a stage on which is mounted a temperature-controlled thermal stage, and 
four objective lenses of different magnifications (4X, 10X, 20X, and 40X). The polarizer is 
adjusted by rotating it relative to the analyzer to produce the desired cross-polarized light 
required for the experiment. The cross-polarized light results in a dark background in the 
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entire field of view. The plane of polarization of polarized light is rotated by crystalline 
materials such as wax crystals. The wax crystals can be seen as bright spots in the dark 
background when they crystallize from the cooling crude oil samples. 
 

 

Figure 4.3.2: CPM apparatus. 

 
Infinity 2, a digital camera from Lumenera Corporation, is used in this work. It is a low-light 
camera powered through a USB 2.0 port and runs on a 450 MHz Pentium III or higher PC 
compatible with at least 128 MB RAM. The camera is mounted on the microscope for taking 
photographs of micro slides, and is equipped with infinity capture software that provides an 
easy means of controlling and using the camera. Launching Infinity Capture opens two 
windows simultaneously: a life preview window and a main window. As soon as an image is 
captured, the image-preview window opens to display it (Figure 4.3.3). A detailed 
description on the capabilities of the Infinity software and camera, as well as on how to use 
the software and operate the camera, can be obtained from the Lumenera Infinity Capture 
user’s manual. 

Temperature Controller 
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Figure 4.3.3: Infinity capture windows. 

 
The PC provides the enabling environment for plugging in the camera, installing Infinity 
Capture software, and controlling the camera, as all commands are given on the PC. All 
captured images are saved on the PC as well. 
 
A Physitemp Temperature Controller TS–4 ER is used to control the temperature of the oil 
sample during the experiment. The unit has an operating temperature range of -20°C (-4°F) 
to 100°C (212°F), designed to a control accuracy of 0.1°C (32.2°F). The TS–4 ER can also 
serve as an independent thermometer, measuring temperature within the range of -100°C  
(-148°F) to +200°C (392°F). This feature helps to verify the temperature of the thermal stage 
and ensure that accurate temperatures are recorded. The temperature control unit is designed 
to operate with water running at about ½ to 1 liter per minute to remove excess heat from the 
thermal stage. Excess heat can damage the stage if not removed. The unit is to be turned off 
as quickly as possible in the event of an inadequate water supply.   
 
4.3.3 CPM Test Procedure 

The CPM test is carried out using the steps described below: 
 

Check sample purity: The purity of a sample is critical to the accuracy of the test 
results. Any obscurity will affect both test results and duration. Contaminants such as 
formation fines, water, and other sediments are common in oil, depending on the basic 
sediment and water (BS&W) of the oil. These contaminants are visible as bright spots under 
cross-polarized light during a test and can be mistaken for wax crystals. To establish the level 

Image preview 
window 

Life preview 
window 

Main window 



50 
 

of purity of an oil sample, place a drop of oil on a microscope slide and place a cover slide on 
top. Place the slide on a microscope stage and view it under both normal and cross-polarized 
light. Water mostly appears as round droplets seen under normal light and sometimes under 
polarized light. Samples that have a significant observed clear area are considered pure and 
good enough for the test. Contaminated samples should undergo high-temperature 
centrifugation to remove contaminants before a test. 

 
Centrifugation of contaminated samples: A Beckman centrifuge is used to remove 

contaminants from oil samples. The oil sample is heated in an air bath (oven) of 60–80°C 
(140°–176°F) for at least one hour. The Beckman centrifuge is preheated to 60°C (140°F) 
before a sample is transferred to it. The oil sample is rocked and transferred to the centrifuge 
as quickly as possible. Centrifugation is performed at 1000 rpm for about 4 hours. At the end 
of centrifugation, 50–70% of the top part of the centrifuged sample is transferred 
immediately into a clean sample bottle using a syringe. The purified sample is then used for 
the WAT test. 

 
Micro thermocouple calibration: The Omega precision fine-wire thermocouples for 

tests are calibrated before use. They are compared with a certified digital fluke thermometer 
in air, ice water, and hot water to ensure that they give an accurate temperature reading. The 
thermocouple reading should not vary by more than 0.5°F from that of the digital fluke 
thermometer. 

 
Slides preparation: The Fisherfinest premium microscope plain slides for WAT tests 

are cleaned to make sure they do not have particles which can be confused with wax. Each 
slide is washed with toluene and acetone in sequence and dried with Kimwipes lent-free, 
delicate task wipers. Air drying of washed slides should be avoided. The washed slides can 
be viewed through the microscope under polarized light to make sure they are cleaned 
thoroughly. Vitro Com Incorporated 0.03 x 0.3 mm ID micro slides (micro capillary cells) 
required for tests are collected with small forceps and dropped in a sample bottle containing a 
test sample that has been heated to 60–80°C (140–176°F) in an air bath, and the bottle is 
covered immediately. The bottle with its contents is then allowed to cool to room 
temperature. After cooling, the micro slides are withdrawn from the sample bottle using 
forceps and wiped with a Kimwipes lent-free wipe. A micro slide is positioned on the 
microscope slide, as shown in Figure 4.3.4, and a micro thermocouple is placed on the slide 
close enough to the micro capillary cell. A mixture of two-part epoxy is carefully placed on 
both ends of the micro capillary cell as well as on the tip of the thermocouple to stick them to 
the glass microscope slide. The setup is allowed to sit undisturbed for 30 minutes or more for 
the epoxy to cure properly. 
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Figure 4.3.4: Making slide for CPM test. 

 
Determine oil WAT: The prepared microscope slide with micro capillary cell and 

thermocouple is placed on the microscope stage and held in position with clips. The polarizer 
is then adjusted to change from normal light to polarized light. The sample is observed for 
any wax particles. If there is none, only cooling from room temperature will be required for 
the test. When wax crystals are observed at room temperature, the oil sample is heated to 60–
100°C (140–212°F) to dissolve the wax crystals present. An equilibration time of 15 minutes 
or more is allowed after setting the temperature before making any observation with different 
objectives to ensure all wax crystals have melted and the sample has a clear dark field of 
view. 

 
The WAT of a sample is first estimated by setting the temperature controller to 45°C 

(113°F) and allowing 15 minutes or more before observation. A temperature of 45°C (113°F) 
is chosen because most crude oil WAT is reported below 45°C (113°F). If wax crystals 
cannot be observed, the temperature controller is set at 40°C (104°F), and 15 minutes is 
allowed to pass before an observation is made. The process of 5°C reduction is continued 
until wax crystals can be observed. At this point the temperature is noted, and the controller 
temperature set high again to melt all the wax crystals. 

 
The precise determination of WAT follows nearly the same process used in its 

estimation. The controller is set at 60°C (140°F) after melting all the wax crystals, and 15 
minutes or more are allowed for equilibration before observations. The controller is then set 
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to the temperature closest to the lowest temperature about 10°C (50°F) above the estimated 
WAT as indicated previously. The temperature is then lowered in 1°C steps while observing 
the sample each time after 15 minutes on each set temperature until wax crystals can be seen. 
Record the determined WAT, take photographs of the slide using Infinity Capture, and lower 
the temperature more below the WAT to observe if more crystals appear. Take photographs 
of the slide at each set temperature below the WAT. All observations should be made while 
room lights are turned off.   

  
Determine oil wax dissolution temperature (WDT): Upon determination of the WAT, 

the sample is reheated to determine the temperature at which the last crystal dissolves back. 
Increase the temperature by 5°C intervals from the last set temperature below WAT during 
the WAT test. If all wax is not dissolved at WAT, increase the temperature by 1°C intervals 
from this point. Allow 15 minutes at each set temperature for equilibration. The last set 
temperature at which the final crystal disappears is recorded as the wax dissolution 
temperature. 
 
4.3.4 WAT and WDT Results and Discussion 

Research has shown that STO WAT results match closely with field experience (Hammami 
& Raines, 1999). STO WAT gives higher value than live oil WAT of the same crude oil. 
This is to be expected, as light ends increase the solubility of paraffin molecules (Huanquan 
et al., 1997), while increase in pressure depresses the WAT below the bubblepoint pressure 
(Brown et al., 1994). The entire wax deposition process is complex. Karan et al. (2000) 
reported that a likely reason why STO WAT closely matches field experience could be the 
difference between bulk oil temperature, which corresponds to field deposition temperature, 
and tubing wall temperature where actual deposition occurs. Stock tank oil WAT remains 
relevant in wax deposition studies and in characterizing waxy crude oils partly because of the 
apparent difficulty in obtaining and handling live oil samples (Karan et al., 2000).  
 
The WAT test is the most important and critical among other diagnostic tests carried out on a 
crude oil sample for wax precipitation and deposition. It indicates whether or not wax 
precipitation or deposition will be an issue during oil production. Oil composition and 
properties change at the WAT as wax begins to precipitate. Viscosity and density of the 
crude increase with an increase in the amount of wax precipitated; therefore, the aim is to 
ensure that the temperature of the producing oil as it arrives at the surface is above its WAT. 
Also, the tubing wall temperature should be kept above the oil WAT to avoid deposition by 
molecular diffusion.  
 
The results of STO WAT tests performed using two different techniques—viscometry and 
CPM—are hereby presented. In addition to having a diagnostic purpose, these experimental 
results can be used to tune a wax deposition model to predict WAT and deposition rates of 
ANS crudes.  
 
4.3.4.1 WAT by Cross Polarization Microscopy  

Cross polarization microscopy was used in this work to evaluate conditions for onset of 
wax crystallization (WAT) and WDT (wax dissolution temperature). It was observed that all 
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tested samples showed evidence of wax precipitation at room temperature (about 23.8°C 
[74.8°F]) and, therefore, had to be heated first to dissolve all wax. This is already described 
in detail in the experimental procedure. The measured WAT is in the range of 25.7°C 
(78.3°F) to 40.6°C (105.1°F) (Table 4.3.1).  

 

Table 4.3.1. Wax appearance temperature by CPM 

Sample  
no. 

WAT  
(°C) 

WAT  
(°F) 

1 27.0 80.6 
2 27.9 82.2 
3 25.7 78.3 
4 31.8 89.2 
5 40.6 105.1 
6 33.8 92.8 
8 29.0 84.2 

10 30.5 86.9 
14 28.0 82.4 
23 31.5 88.7 
24 36.0 96.8 
25 33.6 92.5 
26 34.2 93.6 
28 29.8 85.6 

 

The photomicrographs taken during the tests show that wax crystals begin to appear at 
the WAT. Wax is a complex mixture of long chain, high molecular-weight paraffins. The 
highest molecular weight (longest chain) paraffins will tend to crystallize first. At 40.6°C 
(105.1° F) (see Figure 4.3.5), the oil has cooled to its WAT where the paraffin molecules 
have clustered enough to form a stable crystal visible under the microscope. Below WAT at 
37°C (98.6°F) (see Figure 4.3.6), more wax crystals are observed. The crystallization process 
could still be in the nucleation stage at Figures 4.3.5 and 4.3.6. Further reduction in 
temperature below WAT (Figures 4.3.7, 4.3.8, 4.3.9) produced an increase in number and 
size of wax crystals. At this stage, the process has transformed to the growth stage, where 
additional molecules get attached to the already crystallized particles. The crystal growth will 
depend on the oil composition and how much paraffin is contained in the oil. The 
photomicrographs shown in Figures 4.3.5 to 4.3.6 are for oil sample #5.  
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Figure 4.3.5 (left): Sample #5 at 40.6°C (105.1°F) (WAT). 
Figure 4.3.6 (right): Sample #5 at 37°C (98.6°F). 
 

          
Figure 4.3.7 (left): Sample #5 at 34.5°C (94.1°F). 
Figure 4.3.8 (right): Sample #5 at 28.8°C (83.8°F). 

 

 
 
Figure 4.3.9: Sample #5 at 24°C (75.2°F). 
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4.3.4.2 WAT by Viscometry 

All results of WAT measured by the viscometry technique are shown in Table 4.3.2. 
These results were obtained from plots of natural log of viscosity versus inverse of absolute 
temperature of measurement. The simple Arrhenius principle is the basis for the viscosity 
WAT plot. WAT by viscometry is affected by homogeneity of oil test sample, amount of 
precipitated wax crystals and size of wax crystals. Non-homogenous oil sample will yield 
false viscosity results and therefore erroneous WAT result. It is therefore necessary to ensure 
that the test sample is homogenous prior to viscosity test to obtain accurate results. The 
volume of wax precipitated in oil sample should be large enough to cause a detectable signal 
(sharp deviation from linearity). The volume is influenced by both size and amount of wax 
precipitated. Oil samples that have small wax content or samples that form small size wax 
crystals would yield viscosity WAT plots that do not have point of deviation from linearity. 
Those samples that have high wax content or form large size wax crystals will produce large 
volume of wax to cause a sharp increase in viscosity at the WAT. All the WAT plots are 
shown in Appendix C, while two have been presented here for the purpose of this discussion. 

 
Table 4.3.2. Wax appearance temperature measured by viscometry technique 

Sample no. °C °F 
1 28.1 82.58 
2 30.0 86.0 
3 41.1 105.98 
4 30.0 86.0 
5 36.1 96.98 
6 29.1 84.38 
7 44.2 111.56 
8 27.1 80.78 
9 36.5 97.7 

10 43.2 109.76 
13 44.2 111.56 
14 46.2 115.16 
16 53.4 128.12 
17 54.3 129.74 
23 30.0 86.0 
24 32.1 89.78 
25 36.1 96.98 
26 32.0 89.6 
27 34.1 93.38 
28 29.1 84.38 

 

This technique is very subjective, lending itself most times to personal judgment and 
experience. The accuracy of the technique depends on the distinctiveness of the point of 
deviation from the straight line as fluid behavior transits from Newtonian to non-Newtonian. 
An Arrhenius simple relationship between viscosity and temperature shows a linear 
relationship between the natural log of viscosity and the inverse of absolute temperature in 
the Newtonian range. The viscosity of crude oil samples, like most other fluid systems, tends 
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to increase with temperature reduction; thus oil samples become less viscous with the 
addition of heat. Crystallization of wax from the homogenous oil system causes a sharp 
increase in viscosity at that particular temperature. Figure 4.3.10 shows the WAT plot from 
the viscosity measurement for oil sample #4, one of the samples that shows a reasonably 
distinctive point of deviation from linearity when the Arrhenius relationship is applied to 
determine WAT.  

 

 

Figure 4.3.10: Viscometry WAT plot for sample #4. 

 
However, this is not the case for some crude oil, owing to some other inherent factors 

such as wax content and size of wax crystals. Coutinho & Daridon (2005) report that the 
volume fraction of wax crystals should be large enough to cause viscosity change to no 
longer be linear but exponential. In the strict sense, therefore, WAT cannot be said to be 
measured, but rather inferred from viscosity measurement. When this point cannot be 
conspicuously pinpointed, then WAT could be overestimated or underestimated, given the 
particular judgment of the personnel involved. Sample #10 (Figure 4.3.11) is one such oil 
sample whose plot failed to produce a sharp point of deviation. 
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Figure 4.3.11: Viscometry WAT plot for sample #10. 

 
As is expected, the WAT inferred from Figure 4.3.11 for sample #10 which indicated as 

43.2°C (109.8°F) is overestimated when compared with the CPM WAT result obtained for 
the same sample which indicated as 30.5°C (86.9°F).  

 
The WAT result obtained from the viscosity measurement of samples #16 and #17 may 

not be due to presence of wax but some other high molecular-weight compounds, possibly 
asphaltenes. The two samples did not show any sign of wax when tested on the cross 
polarization microscope. It can be expected that the two samples will be highly waxy given 
their measured low API gravity and high pour point. It has been shown that heavy oil (low 
API gravity) does not necessarily correlate with paraffin content (Jayasekera and Goodyear, 
1999) but with a mixture of complex compounds having high melting and pour points. 
Moreover, heavy oils typically have very low levels of paraffin content 
(http://www.cpchem.com/enu/docs_drilling/heavyoils.pdf). It is suggested, therefore, that 
multiple techniques be employed when measuring WAT. Wax appearance temperature 
determined from the viscometry technique should not be used alone in crude oil wax 
characterization because of these inherent shortcomings. However, the viscometry technique 
could be used to estimate the WAT in the absence of any other technique, such as CPM. 
 
4.3.4.3 Wax Dissolution Temperature by CPM 

The dissolution temperature of precipitated wax crystals is important in designing 
control measures for waxy oil problems. Thermal control technique requires that deposited 
wax is heated to a temperature high enough to dissolve the deposit. Wax dissolution 
temperature has been determined by cross polarization microscopy by observing and noting 
the temperature at which the last wax crystal disappears (melts or dissolves) on a thermal 
stage.  
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Table 4.3.3. CPM WAT and WDT results 

Sample  
no. 

WAT (CPM) 
(°C) 

WDT 
(°C) 

1 27.0 31.3 
2 27.9 33.0 
3 25.7 32.4 
4 31.8 40.8 
5 40.6 50.1 
6 33.8 46.2 
8 29.0 41.1 

10 30.5 43.2 
14 28.0 41.3 
23 31.5 39.1 
24 36.0 43.7 
25 33.6 39.2 
26 34.2 38.5 
28 29.8 38.0 

 

For particular crude samples, it is observed that the WAT and WDT differ by 5°C to 
15°C, WDT being higher than WAT, as shown in Figure 4.3.12. In general, true WAT is 
higher than measured WAT because some wax will form before detection. Cross polarization 
microscopy, though highly sensitive, still requires some microscopic wax crystals to form for 
a detectable signal. The cooling and heating rates are often not low enough to achieve the 
required equilibrium. This leads to a lag between both measurements. When oil is heated, the 
last wax crystal is expected to dissolve back into solution at the true WAT under true 
thermodynamic equilibrium. However, true thermodynamic equilibrium is difficult to attain 
in the laboratory because of the fast rates of superheating and supercooling. Therefore, 
measured WDT is higher than the thermodynamic point (true WAT/WDT). Since true WAT 
is higher than measured WAT, and measured WDT is higher than true WAT, it is 
understandable why measured WDT is higher than measured WAT. A graphical illustration 
of the difference between measured WAT and WDT is shown in Figure 4.3.12, an 
observation that supports previous publications available in the literature. 
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Figure 4.3.12: CPM-measured WAT and WDT compared. 

 
In his work on wax deposition and aging in sub-sea flow lines, Paso (2004) measured the 

WAT and WDT of an oil sample, using cross polar microscopy, as 26.7°C and 31.7°C, 
respectively, the two conditions differing by 5°C. In their study of wax deposition from 
Kuwaiti crudes, Elsharkawy et al. (1999), using the differential scanning Calorimetry 
technique, observed that WDT was always higher than WAT by 10°C to 29°C. They also 
reported that Ronningsen et al. (1997) encountered the same trend during their study with 
North Sea crudes; that is, WDT measured higher than WAT by 5°C to 28°C. They attributed 
this phenomenon to supercooling and superheating effects, which resulted in a non-
equilibrium condition due to fast temperature scanning rates. Since WDT and WAT ought to 
coincide at the true equilibrium solid-liquid temperature, Hammami et al. (2003) reported 
that WDT is usually accepted as depicting more accurately the equilibrium solid-liquid 
coexistence temperature, which ideally is the same for WAT and WDT. 

 
4.3.4.4 Comparison between Viscometry and CPM WAT Results 

In as much as WAT measurement techniques available today have not been able to 
measure the true WAT because each technique requires some amount of wax to form for a 
detectable signal, the sensitivity and mode of detection varies for all techniques. Two 
techniques are compared: viscometry and cross polar microscopy, used in this work to 
determine the WAT of Alaska North Slope dead oils.  
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Table 4.3.4 presents a comparison of WAT measured by CPM and viscometry. The 
comparison is of samples that showed clear point of deviation from linearity in the viscosity 
WAT plot. In the samples with higher WAT by CPM, the results are in fair agreement with 
each other. The CPM WAT in these samples is higher by 1°C to 4°C. This is because CPM 
detects WAT at the microscopic level which is at the nucleation stage of wax crystal 
formation. While WAT inferred from the viscometry method is at the growth stage of wax 
crystal formation, a certain volume of wax is required to cause a sudden change in viscosity. 
This result agrees with other findings in the literature (Coutinho & Daridon, 2005; Hammami 
& Raines, 1999) where viscosity inferred WAT and CPM-measured WAT have been 
compared for the same oil samples. CPM is a more accurate and convincing WAT technique 
than viscometry. Seemingly then, the viscometry WAT that is higher than CPM WAT, as 
shown in Table 4.3.4, must be overestimated. These oil samples have not generated enough 
wax volume to cause a sudden leap in viscosity. The WAT becomes difficult to determine 
from viscosity measurement for these samples. Viscometry, therefore, is not a rigorous 
technique for crude oil that is not capable of generating a large enough volume of wax to 
cause the required sudden increase in viscosity. The results obtained from such samples can 
only be good enough for an estimate comparison of WAT, confirmed by results from more 
accurate techniques like the CPM.  

 
Table 4.3.4. Comparison of WAT from CPM and viscometry 

Sample no. CPM Viscometry 
 (°C) (°C) 

CPM higher  
than viscometry   

 

4 31.8 30.0 
5 40.6 36.1 
6 33.8 29.1 
8 29.0 27.1 

23 31.5 30.0 
24 36.0 32.1 
26 34.2 32.0 
28 29.8 29.1 

Viscometry 
higher than CPM   

1 27.0 28.1 
2 27.9 30.0 
3 25.7 41.1 

10 30.5 43.2 
14 28.0 46.2 
25 33.6 36.1 
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4.3.4.5 Effect of Thermal and Shear History 

Oil samples are reconditioned in the laboratory prior to experiments to erase any 
previous history that might exist in such samples. This is particularly necessary in wax 
crystallization and deposition tests, where such memories are believed to influence test 
results (Hammami et al., 2003). The effect of previous memory was investigated with some 
selected samples in the WAT test using the viscometry technique. Samples #4, #5, and #6 
were selected because they showed very distinctive points of deviation at the WAT. The 
WAT results obtained from these samples before and after erasing previous history is shown 
in Table 4.3.5. 

 

Table 4.3.5. WAT results showing effect of previous history on test results 

Sample no.  WAT (°C) WAT (°C) 

 With history  History erased 

4 26.4 30.0 

5 31.8 36.1 

6 20.3 29.1 
 

Table 4.3.5 shows that lower WAT results were obtained when the test was conducted 
without first reconditioning the oil samples. This could be attributed to the fact that some 
wax crystals must have precipitated out of the bulk oil before samples were drawn for the 
test. This resulted in a test sample that is not representative of the original sample, as some 
wax crystals could have settled on the bottom and wall of the container; thus lower WAT 
values are obtained since wax content influences WAT. It is also possible that some lighter 
ends are lost during the heating process, since the sample containers are not heated under air-
tight conditions, which can lead to greater concentration of heavier ends resulting in higher 
WAT. The plot of the natural log of viscosity versus inverse of absolute temperature for 
samples #4 and #5, showing both cases, are presented in Figures 4.3.13 and 4.3.14, and 
Figures 4.3.15 and 4.3.16. 
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Figure 4.3.13: Viscometry WAT for sample #4 (history erased). 

 

 

 

Figure 4.3.14: Viscometry WAT for sample #5 (history erased). 
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Figure 4.3.15: Viscometry WAT for sample #4 (history not erased). 

 

Figure 4.3.16: Viscometry WAT for sample #5 (history not erased). 

After samples were reconditioned by heating to a temperature of about 80°C for nearly 
10 hours, with hand-rocking occasionally during heating, higher WAT results were obtained. 
Reconditioning the samples ensured that all pre-crystallized wax got re-dissolved into the oil, 
thereby erasing any thermal and shear history and producing homogenous samples for 
testing. Figure 4.3.17 compares viscometry WAT results before and after previous thermal 
and shear history has been erased. This confirms the need for starting a viscometry WAT test 
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with an homogenous oil sample. It applies equally to other WAT techniques that require 
WAT to be inferred from change in a measured oil property.  
 

 

Figure 4.3.17: Effect of thermal history. 

 
4.4 Wax Content Measurement 

4.4.1 Wax Content Procedure 

The wax content procedure involves two steps: 

Step 1:  

a) Dissolve approximately 2 grams of crude oil sample in hexane.  
After taking 2 grams of the sample, use 50 mL of hexane, warm the hexane, and 
dissolve the sample in it. Once the sample is dissolved, heat the sample enough to get 
it to a boil. 
 

b) Separate the asphaltene content from the crude oil sample using concentrated sulfuric 
acid.  
After getting the dissolved sample to a boil, add 4 mL of sulfuric acid with a 
continuous swirling motion. Once the addition of sulfuric acid is completed, leave the 
solution to decant for 2 hours. Once the asphalt from the solution settles down 
separate the clear solution on top and add it to a separating funnel. Wash the asphalt 
content in the flask with warm hexane and add the clear hexane solution to the 
separating funnel. Now wash the clear solution in the separating funnel with warm 
water using a swirling motion and then remove the separated water. 
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c) Neutralize the clear solution to remove the acid using ammonium hydroxide solution 

and wash the solution dissolved in hexane with deionised water. 
After washing the solution with warm water, add 4 mL of ammonium hydroxide to 
the solution with a swirling motion and let the solution stand for half an hour until the 
organic layer separates from the aqueous layer. Now remove the aqueous layer, add 
50 mL of warm water to the separating funnel, and wash the hexane solution with a 
swirling motion. Separate the water and continue to step 2. 
 

Step 2: 
 

a) Dissolve the asphaltene free sample in methylene chloride. 
After washing the solution with ammonium hydroxide and warm water, take the 
hexane solution in a flask and heat it in a water bath at 95°C in order to evaporate the 
hexane. Then add 50 mL of methylene chloride solution and dissolve the wax in it by 
warming the solution. 
 

b) Cool the solution to -30°C using methylene chloride and dry ice. 
Set up the apparatus as shown in the figure and cool it with dry ice to -30°C before 
adding the methylene chloride solution to the Buchner filter funnel. Cool the 
methylene chloride solution separately in the flask to -30°C with the help of dry ice 
until it becomes cloudy, but make sure that there is no local cooling anywhere in the 
solution by slowly swirling the solution. It should become uniformly cloudy. 
 

c) Vacuum filter the sample solution of methylene chloride under temperature of -30°C. 
After -30°C is achieved, add the methylene chloride solution in the funnel and apply 
slight vacuum in order to facilitate filtration. Make sure the filter does not run dry and 
add the methylene chloride solution as the level of liquid drops in the Buchner filter 
funnel. 
 

d) Wax is obtained on the filter. Dissolve this wax in warmed hexane. 
Once all the solution is filtered out, a wax cake is formed on the filter in the filter 
funnel. Slowly remove this cake and dissolve it in 50 mL of warmed hexane. 
 

e) Evaporate the hexane from the solution in a water bath at 95°C and then dry the wax 
crystals that are obtained. 
After the hexane solution is obtained, heat it in a water bath at 95°C in order to 
evaporate the hexane. Wax crystals are obtained. Dry them well in an oven or a 
dessicator and weigh the wax obtained. 

 
Calculation of Wax Content: 

The wax content is calculated as follows: 

Wax Content, Mass % = 100 (W/S) 
S = sample mass, g 
W = wax mass, g 
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Figure 4.4.1: Wax content apparatus. 
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4.4.2 Wax Content Results and Discussion 

Table 4.4.1 shows the results of wax content for various oil samples. 

Table 4.4.1. Wax content results 

Sample  
no. 

Weight of  
sample 

Weight of  
wax obtained 

Wax  
content 

 g g % 
4 2.4 0.3 12.5 
24 2.1 0.5 23.8095 
16 2.1 0.6 28.5714 
17 2.2 0.5 22.7273 
6 2.3 0.6 26.087 
13 2.5 0.3 12 
27 2.4 0.5 20.8333 
12 2.4 0 0 
9 2.3 0.4 17.3913 
8 2.3 0.4 17.3913 
14 2.5 0.5 20 
7 2.9 0.7 24.1379 
10 2.1 0.5 23.8095 
3 2.6 0.5 19.2308 
5 2.2 0.4 18.1818 
2 2.5 0.5 20 
15 2.2 0 0 
18 2.4 0.5 20.8333 
19 2.6 0.6 23.0769 
20 2.2 0.3 13.6364 
21 2.5 0.4 16 
22 2.3 0.4 17.3913 
1 2.7 0.5 18.5185 
11 2.6 0 0 

CD4-05 2.6 0.76 29.2 
CD4-318 2.6 0.8 31 
CD4-304 2.6 0.73 28 

14186 2.5 0.48 19.23 
7676 2.5 0.54 21.6 
7719 3.3 0.6 18.1818 
7684 2.6 0.5 19.2308 
7729 2.2 0.4 18.1818 
7730 2.3 0.4 17.3913 
8611 2.4 0.5 20.8333 
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From Table 4.4.1, we can observe that wax is completely absent in few of the oil samples 
such as samples #11, #12, and #15. Sample CD4-318 has the maximum wax content of 31%. 
Most of the oil samples have wax content between 16% and 24%.  
 
Heavier oil (by gravity) should have more wax than lighter oil, based strictly on the 
definition of wax. Oil samples in Figure 4.4.2 were sorted by API gravity to compare wax 
content with increasing specific gravity.  
 
Figure 4.4.3 shows the same oil samples as Figure 4.4.2, but sorted by wax content. It was 
noted that several oil samples significantly shifted their relative positions between Figures 
4.4.2 and 4.4.3. Samples CD4-05, CD4-304, and CD4-318 are all in the middle of the API 
gravity range, but had some of the highest wax contents. Samples #10 and #13 had very 
similar API gravities but very different wax content. Crude oil samples #10 and #13 had API 
gravities of 30.44 and 32.69, respectively, but oil sample #10 had double the wax content at 
24% as compared with 12% for oil sample #13.  
 
The crude oil samples with unexpected high wax content all had a large C5 to C9 component 
fraction to help dissolve wax in solution. The sum of C5 to C9 components of samples #10 
and #13 totaled 15.9% and 6.8%, respectively.  
 
 

 
 

Figure 4.4.2: Oil samples sorted by API gravity. 
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Figure 4.4.3: Oil samples sorted by wax content. 

 
Oil samples in Table 4.4.2 are plotted in Figure 4.4.4 to show the observed wax content and 
C5 to C9 component fraction relationship. Oil samples CD4-05, CD4-318, and CD4-304 are 
significantly lighter than oil samples #16 and #17, but have just as much wax. What makes 
this possible is the larger fraction of C5 to C9 components that enable more wax to be 
dissolved. 
 

Table 4.4.2. C5 to C9 component, wax content, and API gravity comparison 

Oil  
sample 

C5 to C9 
(%) 

Wax Content 
(%) 

API° 
Gravity 

19 12.9 23.1 55.27 

20 13.5 13.6 54.78 

CD4-05 65.3 29.2 46.69 

7 27.0 24.1 46.02 

CD4-318 80.4 31.0 45.04 

24 25.0 23.8 38.23 

CD4-304 83.8 28.0 38.02 

8 22.5 17.4 36.05 

5 9.8 18.2 34.02 

13 6.8 12.0 32.69 

7719 25.4 18.2 28.15 

17 1.5 22.7 20.32 

16 1.5 28.6 19.34 
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Figure 4.4.4: Wax content versus C5 to C9 component fraction. 

  
It was noted in Table 4.4.2 that the sum of C5 to C9 components and the wax content yielded 
percentages of over 100% for samples CD4-304 and CD4-318. These wax content samples 
were analyzed to check if oil components were being counted in the wax content total 
percentage. Wax content of sample CD4-318 had 10.1% of C7 to C9 components included in 
the total wax percentage. That meant that these components were counted twice and explains 
the greater than 100% values in Table 4.4.2.  
 

4.5 Cold Finger Experiment 

4.5.1 Cold Finger Procedure 

All cold finger experiments were performed on dead oil samples or flashed live oils. The 
stainless sample container was surrounded by a heated glass jacket manufactured by HGF® 
of Stafford, Texas, shown in Figure 4.5.1. The finger itself was fabricated locally by John 
Fox of Fox Machine in Fox, Alaska. This cold finger setup could accommodate sample sizes 
of up to 100 cc. Two circulating temperature baths were set at constant temperatures of 40°C 
and 0°C to induce a temperature gradient in the sample. This allowed rapid characterization 
of the waxing potential. The sample was then run for 24 hours with periodic weight 
measurements of the finger to determine potential for deposition. After the experiment, 
deposited wax was collected, and composition was analyzed by GC as described earlier. 
Deposited wax was removed by heating the finger in a beaker and then washed with hot 
cyclohexane. 

0
5

10
15
20
25
30
35
40
45
50

0 10 20 30 40 50 60 70 80 90

W
ax

 C
on

te
nt

 P
er

ce
nt

 

C5 to C9 percent

Wax Content versus C5 to C9 Components



71 
 

 
Figure 4.5.1: Cold finger device. 

 

4.5.2 Cold Finger Results and Discussion 

Deposition rate varied greatly across the sample results.  Gel-like deposits formed much 
faster than wax-like deposits.  Table 4.5.1 shows weight of deposit on the finger after one 
day.   
 

Table 4.5.1. Cold finger deposition 

Sample  
no. 

Time 
(h) 

Weight of 
deposit 

Percent of 
sample 

Character 

5 23.5 6.5 15.6 Gel 
14 27.5 2.706 8.89 Gel 
CD4-318 23.75 2.428 7.09 Gel 
16 21.2 3.058 7.09 Gel 
CD4-304 22.8 2.190 5.68 Gel 
8 23.5 0.7012 1.87 Firm 
CD4-05 21.4 0.478 1.25 Firm 
7 24.7 0.824 0.824 Firm 
7688 26.1 0.118 0.464 Firm 
19 24.8 0.177 0.463 Firm 
11 17.0 0.137 0.12 Firm 
22 24.0 0 0 - 
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4.6 Gas-Oil Ratio of Live Oil Sample 

In most of the popular empirical correlations, the gas-oil ratio (GOR) is the key parameter in 
estimating reservoir oil properties, which in turn can be useful for phase behavior modeling. 
Also, if the need arises to recombine oil and gas, GOR gives us the exact proportion for 
recombination. GOR for live oil samples was measured using the zero-flash liberation 
process. The procedure adopted for measurement of GOR is given below. 
  
Personal protective equipment required: 

• Safety glasses or goggles 
• Protective apron or lab coat 
• Rubber gloves 
 

4.6.1 Procedure for Measurement of the Gas-Oil Ratio 

(1) Clean the gas cylinder thoroughly with solvent (acetone would be used as solvent in 
this case). Purge the same gas cylinder with nitrogen gas 3–4 times. Fill the gas 
cylinder with nitrogen gas at a pressure of 100 psi. 

 
(2) Connect the line fittings as shown in Figure 4.6.1. Ensure that all the fittings are tight 

enough. Connect the vacuum pump in the system. Heat the sample cylinder to a 
temperature of 180°F overnight. Rock the sample to ensure that it is in one phase. 

 
(4) Increase the temperature of the hot bath to 120°F wherein the glass flask is placed.  
 
(5) Open valve 5, valve 6, valve 7, valve 9, and valve 10. Start the vacuum pump and 

evacuate the entire system. Check the vacuum pressure on the digital pressure gauge.  
 
(6) Stop the vacuum pump and close valve 10. Open valve 8 and let the nitrogen flow 

into the system. Once nitrogen circulates through the entire system, open valve 10 
and start the vacuum pump. 

 
(6) After the vacuum is maintained for a sufficient time (2 hours) stop the vacuum pump 

and close valve 10.  
 
(7) Open valve 2 and record the pressure in the sample cylinder. Start pump 1 and 

increase the pressure of the sample cylinder to the desired value. Set the pump at a 
constant pressure gradient.  

 
(8) Open valve 4 and record the pressure on the pressure gauge. Gently open valve 5, and 

let the one-phase fluid flow out of the sample cylinder at a controlled rate.  
 
(9) As the sample reaches the glass flask, it will flash into two phases; liquid oil will 

settle down in the flask and the gas will flow out of the flask to the gas cylinder. Keep 
a close watch on the vacuum pressure. (The pressure should never exceed 1 atm.) 
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(10) Continue flashing the sample until the pressure in the gas cylinder increases to 1 
atm. Once it reaches 1 atm, close valve 5, valve 7, and then valve 8.  

 
(11) Stop pump 1, and close valve 5, valve 6 valve 7, and valve 8. Detach the gas 

cylinder and store it in a safe place after proper labeling. 
 
(12) Collect the oil from the glass flask into a bottle and store it in a safe place after 

proper labeling. 
 
4.6.2 Calculating the Gas-Oil Ratio 

(1) Measure the weight of the separated oil. Measure the density of oil and, hence, 
calculate the volume of oil collected. 
 

(2) The pressure of the gas cylinder is known. Run the gas sample through GC/MS to 
obtain the gas composition and, hence, calculate the z-factor of gas. The volume 
capacity of the gas cylinder is known; thus the volume of gas separated can be 
calculated using the gas law.  
 

Knowing the volume of oil and gas, we can calculate GOR. 

 

 
 

Figure 4.6.1: Setup for measurement of GOR. 
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Figure 4.6.2: Laboratory setup for GOR measurement. 

 

4.6.3 Gas-Oil Ratio Results and Discussion 

The gas-oil ratio for five live oil samples was measured using the zero-flash liberation 
method. Table 4.6.1 lists the results for gas-oil ratio. 
 

Table 4.6.1. GOR for live oil samples 

Sample no. Weight of oil Density of oil Volume of gas Volume of oil GOR 

 (gm) (g/cc) (cu ft) STB SCF/STB 

CSB 7719 183.21 0.8863 0.6924 0.00130 535.59 

CSB 7676 26.66 0.8867 0.0786 0.00019 415.60 

CSB14185 24.20 0.8399 0.0790 0.00018 436.23 

CSB 7688 13.13 0.8939 0.0619 0.00009 669.94 

CSB 7730 26.42 0.8885 0.0616 0.00019 329.16 
 
 
Figure 4.6.3 shows the comparison between the GOR and the percent composition of C5–C10 
for four oil samples. Only four oil samples were taken into consideration as compositional 
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analysis, for a fifth one was not available. From the graph it is evident that the higher the 
percent composition of C5–C10 is in the oil, the higher the GOR is. 
 

 
Figure 4.6.3: Comparison of GOR and C5–C10 composition. 

Figure 4.6.4 shows the comparison between the GOR and molecular weight of the oil 
sample. Molecular weight is the average weight of the components. Two different oil 
samples having similar molecular weight can have a completely different composition. The 
solubility of gas in oil depends more on composition. From the graph it can be seen that, as 
the molecular weight increases, the GOR tends initially to decrease, but as the molecular 
weight increases beyond 220, the GOR increases. Hence, there is no obvious relationship 
between the GOR and the molecular weight of an oil sample.  
 

 

Figure 4.6.4: Comparison of GOR and molecular weight. 
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4.7 Laboratory PVT Tests 

The PVT setup used in this study is shown in Figure 4.7.2. The DBR-manufactured PVT cell, 
capable of handling pressures up to 10,000 psi and temperatures up to 350°F, was housed in 
a constant temperature air bath to maintain the test temperature. An integrated system of 
various valves and tubing was used for the purpose of charging and withdrawing the sample. 
The PVT cell was disassembled and cleaned thoroughly. Glass windows located on either 
side of the PVT cell were compressed sealed on the periphery. The liquid contents of the cell 
were observed and measured by a cathometer. A few modifications were made to the existing 
PVT cell: 
  

(1) The flat piston was replaced with a tapering end on the sample side in order to get a 
more accurate bubblepoint pressure. 
 

(2) A mixer was installed on the sample side of the PVT cell in order to stir the sample, 
which helped to decrease the pressure equilibration time. 
 

(3) After a few experiments, the old cathometer was modified with a new one to get more 
accurate readings with respect to sample volumes.  
 

The operating procedure for the PVT cell system is described in the following sections. 

 

 
 

Figure 4.7.2: Setup of PVT cell. 
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Figure 4.7.3: PVT cell in the oven. 

 
Figure 4.7.4: New cathometer. 
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Figure 4.7.5: Gas-oil separator. 

 

 
 

Figure 4.7.6: Sample in PVT cell at 5000 psi and 71.1°C (160°F). 

Piston 

Oil Sample 
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Figure 4.7.7: Sample in PVT cell at 1157 psi and 71.1°C (160°F) (below bubblepoint 
pressure). 

 
4.7.1 Pressure Test for PVT Cell 

(1) The PVT was set up as shown in Figure 4.7.2 to Figure 4.7.5.  

(2) The cell was evacuated through the lower valve by connecting it to the vacuum pump. 

(3) The PVT cell was filled with water on either side of the piston. The DBR pump was 
used to pressurize the PVT system and tubing up to 5500 psi. 

(4) The system was observed for any possible leaks.  

(5) The pressure test was successfully conducted for 24 hours.  

 

Piston 

Oil Sample 

Gas 
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4.7.2 Calibration of Cathometer 

A calibration of the cathometer with the PVT cell was done in order to know the 
displacement per cubic centimeter. The following is the calibration data: 
 

Pressure: 14 psi 
Least count of cathometer: 0.005 mm  
Reference: Top position of piston 
Total volume of PVT cell: 150 cc  
Volume of Piston in cell: 20 cc 

 

Table 4.7.1. Calibration of PVT cell with cathometer 

Initial 
cath. 

reading 

Final 
cath. 

reading 
Difference 

(mm)  

Initial 
pump 

reading 

Final 
pump 

reading 

Volume 
Calibration 

(cc/mm) 
pump 
(cc) 

20.260 20.440 0.180 91.210 90.010 1.210 6.722 
20.440 20.690 0.250 90.010 88.090 1.920 7.680 
20.690 20.920 0.230 88.090 86.040 2.050 8.913 
20.920 21.300 0.380 86.040 84.000 2.040 5.368 
21.660 22.310 0.650 80.000 75.010 4.990 7.677 
22.310 22.950 0.640 75.010 70.040 4.970 7.766 
22.950 23.600 0.650 70.040 65.050 4.990 7.677 
23.600 24.220 0.620 65.050 60.060 4.990 8.048 
24.220 24.900 0.680 60.060 55.040 5.020 7.382 
24.900 25.460 0.560 55.040 50.040 5.000 8.929 
25.460 26.100 0.640 50.040 45.030 5.010 7.828 
26.100 26.760 0.660 45.030 40.030 5.000 7.576 
26.760 27.370 0.610 40.030 35.040 4.990 8.180 
27.370 28.000 0.630 35.040 30.010 5.030 7.984 
28.000 29.300 1.300 30.010 20.030 9.980 7.677 
29.300 30.550 1.250 20.030 10.020 10.010 8.008 
30.550 31.820 1.270 10.020 0.000 10.020 7.890 

     
Average=  7.724 

 

4.7.3 Recombination of Sample 

Live oil samples were stored in a high-pressure cylinder. Before this live oil sample could be 
used for the experiments, it was necessary to ensure that the oil sample was in one phase. 
Hence, recombination of the sample was essential. A rocker was built, as shown in 
Figure 4.7.8  
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Figure 4.7.8: Sample cylinder on a rocker. 

 
1) The sample cylinder was wrapped with heat tape. A thermocouple was inserted 

between the cylinder and the heat tape in order to know the temperature of the sample 
cylinder (see Figure 4.7.8). 
 

2) Insulation was wrapped around the heat tape to minimize the heat loss.  
 

3) The sample cylinder was mounted onto the rocker. The heat tape and thermocouple 
were connected to the temperature controller. The temperature was set above the 
reservoir temperature of 71.1°C (160°F). Once the temperature was reached, pressure 
in the sample cylinder was increased to 5000 psi using the Isco pump.  
 

4) The sample was rocked at a temperature of 71.1°C (160°F) and pressure of 5000 psi 
for 3–4 days. A pressure gauge was mounted on the sample to monitor the pressure in 
the sample cylinder. 
 

4.7.4 Sample Injection 

1) The sample cylinder was heated to a reservoir temperature of 71.1°C (160°F), using 
heating tape.  

Temperature Control 

Sample Cylinder 

Thermocouple 

Insulation 
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2) The pressure of the sample in the cylinder was increased to 5000 psi. 

3) The sample was rocked using the rocker for 3 days. (The temperature of 71.1°C 
(160°F) and pressure of 5000 psi was maintained while rocking the sample.) 

4) The temperature of the PVT oven was increased to 71.1°C (160°F) and maintained 
for a day. 

5) The sample cylinder was then connected to the sample injection valve. The pressure 
on the water side of the piston was raised to 200 psi, using the DBR pump. The 
pressure in the sample cylinder was controlled using the Isco pump.  

6) The valve on the sample cylinder was slowly opened to let the sample into the PVT 
cell. Initially the sample flashed until the pressure in the PVT cell increased up to 
5000 psi. Once the pressure in the PVT cell reached 5000 psi, the remaining sample 
was injected by the negative displacement of the DBR pump. A total of 60–70 cc of 
oil sample was injected into the PVT cell for the CCE and DL tests. 

7) Once the sample was injected into the PVT cell, the valve on the sample cylinder was 
closed and the sample was left in the PVT cell overnight for the pressure and 
temperature to equilibrate. 
 

4.7.5 Constant Composition Expansion (CCE) 

4.7.5.1 Procedure for Constant Composition Expansion 

1) The pressure on the sample was increased well beyond the reservoir pressure with the 
help of the DBR pump. 

2) The initial position of the piston at a pressure of 5000 psi was noted using the 
cathometer. Also, the temperature inside the PVT cell was noted using a 
thermocouple inserted in the PVT cell.  

3) The pressure on the sample side was decreased in steps of 200 psi by using the 
negative displacement of the DBR pump. The mixer installed on the sample side was 
used to stir the sample for 1minute to reduce the pressure equilibration time.  

4) After sufficient equilibration time (15–20 minutes), the change in position of the 
piston was noted by observing through the lens on the cathometer, and the 
displacement of the piston was noted.  

5) Each time, the cell was observed through the lens for the possible bubble formation. 
When the sample first reached the two-phase condition (formation of bubble), it was 
concluded to be at bubblepoint pressure. 

6) This procedure was continued below bubblepoint to measure the volume of the two 
different phases. 
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The following is a sample data sheet for constant composition expansion (CCE): 

 

Project: Wax Deposition 
Constant Composition Expansion Form 

 
 

Date  

Sample #   

Initial Press  

Initial Temp  

 

                                                                                             Analyst:    
 

4.7.5.2 CCE Results and Discussion 

A CCE test was conducted on live oil samples at the reservoir temperatures of 71.1°C 
(160°F). The results are tabulated below and displayed in figures. The data consist of total 
volume of cell contents as a function of pressure. At bubblepoint pressure, an abrupt change 
in slope of the total volume versus the pressure plot was observed. The slope of total volume 
versus pressure plot above bubblepoint yields compressibility of the oil. Relative oil volume 
was determined by the ratio of total volume of cell content to total volume at bubblepoint 
pressure. The gas evolution below bubblepoint is slow, and hence a longer time is required 
for equilibrium to be attained. 
  

Step 
Pressure 

(psi) 
Piston 

Reading(cm) 
Liquid Reading 

(cm) 
Observations Cathometer Readings 

     Mixer pos. Top Bottom 
     Before Loading                      @              psi 

     After Loading                      @              psi 
     Charge Press.                                        psi 

     Cell Temp.  
     Stab. Cell Press.                                        psi 

     
     
     Comments: 
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4.7.5.2.1 CCE Results for Sample CSB7730 

Table 4.7.2. CCE data for an ANS live oil sample CSB7730 at 71.1°C (160°F) 

Pressure Total volume Relative volume 
(psi) (cc)  
5006 56.20 0.972 
4810 56.21 0.973 
4625 56.43 0.976 
4435 56.44 0.977 
4241 56.62 0.980 
4040 56.71 0.981 
3837 56.76 0.982 
3649 56.99 0.986 
3447 57.03 0.987 
3251 57.10 0.988 
3054 57.24 0.990 
2849 57.37 0.993 
2641 57.47 0.994 
2441 57.65 0.998 
2246 57.74 0.999 
2054 57.80 1.000 
1946 57.90 1.002 
1853 57.97 1.003 
1756 58.05 1.004 
1672 58.26 1.008 
1553 58.78 1.017 
1504 59.91 1.037 
1421 61.41 1.063 
1256 64.62 1.118 
1085 70.15 1.214 
816 81.04 1.402 
586 99.71 1.725 
416 128.92 2.230 
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Figure 4.7.9: Pressure-volume relationship of oil sample CSB7730. 

 
Tables 4.7.3, 4.7.5, 4.7.7, and 4.7.9 represent the isothermal compressibility values of oil 

for pressures above bubblepoint pressure. As the pressure on the oil sample is reduced, oil 
undergoes expansion due to its compressibility. Isothermal compressibility is defined as 

 

 
 

where the subscript T indicates that the partial differential is to be taken at constant 
temperature. 
 

Table 4.7.3. Isothermal compressibility for oil sample CSB7730 

Pressure  
(psig) 

Compressibility 
(vol/vol-psi) 

5006-4040 9.3556E-06 
4040-3054 9.42332E-06 
3054-1946 1.04792E-05 
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4.7.5.2.2 CCE Results for Sample CSB7688 

Table 4.7.4. CCE data for ANS live oil sample CSB7688 at 71.1°C (160°F) 

Pressure Total Volume Relative Volume 
(psi) (cc)   
5085 76.23 0.949 
4808 76.43 0.951 
4497 76.60 0.953 
4215 76.83 0.956 
3913 77.09 0.960 
3632 77.26 0.962 
3393 77.52 0.965 
3175 77.87 0.969 
2821 78.54 0.978 
2570 78.82 0.981 
2256 79.32 0.987 
2096 80.34 1.000 
1985 81.71 1.017 
1689 85.50 1.064 
1410 96.60 1.202 
1180 106.59 1.327 

 
 
 

 
Figure 4.7.10: Pressure-volume relationship of oil sample CSB7688. 
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Table 4.7.5. Isothermal compressibility for oil sample CSB7688 

Pressure  
(psig) 

Compressibility 
(vol/vol-psi) 

5085-3913 9.67085E-06 
3913-3175 1.3684E-05 
3175-2096 2.9418E-05 

 

4.7.5.2.3 CCE Results for Sample CSB14186 

Table 4.7.6. CCE data for ANS live oil sample CSB14186 at 71.1°C (160°F) 

Pressure Total volume Relative Volume 
(psig) (cc)  
4992 35.20 0.953 
4787 35.21 0.953 
4626 35.24 0.954 
4389 35.42 0.959 
4185 35.65 0.965 
3985 35.61 0.964 
3786 35.74 0.968 
3596 35.79 0.969 
3375 35.91 0.972 
3187 35.99 0.974 
2987 36.08 0.977 
2791 36.14 0.978 
2591 36.14 0.979 
2396 36.26 0.982 
2191 36.34 0.984 
2023 36.47 0.987 
1999 36.54 0.989 
1979 36.94 1.000 
1957 37.74 1.022 
1925 38.46 1.041 
1850 38.76 1.049 
1836 39.21 1.061 
1795 39.70 1.075 
1700 40.30 1.091 
1543 41.67 1.128 
1406 44.50 1.205 
1230 47.27 1.280 
1045 55.32 1.498 
819 75.88 2.054 
600 107.52 2.911 
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Figure 4.7.11: Pressure-volume relationship of oil sample CSB14186. 

 
 

 
Table 4.7.7. Isothermal compressibility for oil sample CSB14186 

Pressure Compressibility 
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4.7.5.2.4 CCE Results for Sample CSB14185 

Table 4.7.8. CCE data for ANS live oil sample CSB14185 at 71.1°C (160°F) 

Pressure Total Volume Relative Volume 
(psig) (cc)  
5050 59.11 0.920 
4857 59.17 0.921 
4669 59.24 0.922 
4474 59.40 0.925 
4268 59.50 0.926 
4061 59.61 0.928 
3835 59.74 0.930 
3653 59.87 0.932 
3453 59.95 0.933 
3254 60.08 0.935 
3054 60.19 0.937 
2847 60.27 0.938 
2653 60.39 0.940 
2453 60.49 0.942 
2252 60.57 0.943 
2054 60.78 0.946 
1854 60.84 0.947 
1656 61.04 0.950 
1624 61.57 0.958 
1541 62.97 0.980 
1322 67.23 1.046 
1040 75.67 1.178 
853 86.38 1.345 
652 107.97 1.681 
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Figure 4.7.12: Pressure-volume relationship of oil sample CSB14185. 
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4.7.5.2.5 CCE Results for Sample CSB7719 

Table 4.7.10. CCE data for ANS live oil sample CSB7719 at 71.1°C (160°F) 

Pressure Total Volume Relative Volume 
(psi) (cc)   
5044 62.959 0.980 
4848 63.021 0.981 
4649 63.075 0.982 
4447 63.137 0.983 
4250 63.276 0.985 
4050 63.307 0.985 
3850 63.415 0.987 
3651 63.516 0.989 
3453 63.647 0.991 
3247 63.663 0.991 
3055 63.724 0.992 
2852 63.740 0.992 
2655 63.786 0.993 
2452 63.894 0.995 
2246 64.088 0.998 
2054 64.242 1.000 
1853 64.513 1.004 
1655 65.015 1.012 
1450 66.136 1.029 
1266 68.369 1.064 
1056 72.937 1.135 
843 79.994 1.245 
645 92.105 1.434 

 

 
Figure 4.7.13: Pressure-volume relationship of oil sample CSB7719. 
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Table 4.7.3. Isothermal compressibility for oil sample CSB7719 

Pressure 
(psig) 

Compressibility 
(vol/vol-psi) 

5044-4050 5.5576E-06 
4050-3055 6.6258E-06 
3055-2054 8.1182E-06 

 
 
4.7.6 Differential Liberation (DL) 

A differential liberation (DL) study is performed by reducing the pressure within the cell by a 
fixed amount at constant temperature and, once equilibrium has been reached, measuring the 
gas and liquid volumes. The separated gas is then pushed out of the PVT cell and analyzed 
for the composition to calculate the z-factor. The pressure on the sample is reduced until 
atmospheric pressure is reached with a pressure step of 200–300 psi.  
 
4.7.6.1 Procedure for DL 

The procedure for differential liberation was as follows: 
 
1) Once the CCE experiment was over, the pressure in the PVT cell was increased to 

5000 psi again over an interval of 5–6 hours. The mixer was kept on while 
increasing pressure to recombine the gas and oil. (The PVT cell can also be rocked 
to minimize the recombination time.) 

2) After increasing the pressure to 5000 psi, the sample was left overnight in the PVT 
cell to ensure that gas and oil were in one phase. 

3) The pressure in the PVT cell was decreased with a pressure step of 200–300 psi and 
the level of the piston was noted at each pressure interval, similar to the CCE, until 
the bubblepoint pressure was reached. 

4) Once the bubblepoint pressure was reached, the PVT cell was turned upside down 
and the base reading was noted.  

5) The pressure was reduced by 200–300 psi below the bubblepoint. The pump was put 
in constant pressure mode. the gas collection system was evacuated using the 
vacuum pump. 

6) The oil and gas phase were allowed to equilibrate for 1–2 hours. The level of the 
piston and oil were noted using a cathometer. 

7) Gas was removed through the upper sampling valve at constant pressure on the top 
of the PVT cell with the cell in an upside-down position. Steps 5 to 7 were repeated 
for every pressure stage. 
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8) The gas was collected in a gas container and analyzed for gas composition which 
was used for the gas deviation (z) factor calculation. 

9) Towards the end of the test, the sample pressure was reduced to atmospheric 
pressure to get all the gas out of the oil sample. 

10) Residual oil volume was measured, and the cell temperature was decreased to 
15.6°C (60°F). 

11) Finally, liquid volume at 15.6°C (60°F) was measured.  

12) Using the hydraulic pump, the remaining oil sample was displaced from the cell into 
a sample container for measurement of the volume. This reading should be close to 
the liquid volume readings of the previous two steps. 

13) The cell was cleaned by cycling cleaning solvents (toluene and acetone) through the 
PVT cell and auxiliary lines to ensure a clean system for future runs.  

4.7.6.2 DL Results and Discussion 

Differential liberation tests were carried out on live oil samples from the ANS. The 
results of the tests are listed in the tables below. The starting point of the DL test is 
bubblepoint pressure, but for the purpose of recombining the gas and oil sample, pressure 
was increased above the bubblepoint pressure. 
 
4.7.6.2.1 DL Results for Sample CSB7730 

Table 4.7.12. Differential liberation test of ANS live oil sample CSB7730 at 71.1°C (160°F) 

Pressure Rs Bo Gas z 
(psi) SCF/STB bbl/STB factor 
5217 344.02 1.089 - 
4506 344.02 1.130 - 
3721 344.02 1.142 - 
2717 344.02 1.145 - 
2078 344.02 1.141 - 
1945 344.02 1.135 0.860 
1604 329.78 1.122 0.880 
1310 312.22 1.103 0.894 
1004 210.11 1.070 0.900 
708 140.90 1.034 0.929 
401 72.98 1.006 0.947 
216 23.00 0.986 0.965 
82 5.00 0.971 0.978 
15 5.00 0.970 0.995 

 
The solution GOR was calculated by ratio of volume of gas liberated at particular pressure 
below bubblepoint to volume of gas when expanded to 14.7 psia pressure and 16°C (60°F). 
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Volumetric properties like oil formation volume factor (Bo) were obtained through visual 
measurement of oil volume. Figure 4.7.14 and 4.7.15 illustrate the behavior of Rs, and Bo as 
function of pressure.  

 

 
Figure 4.7.14: Solution GOR (Rs) vs. pressure for live oil sample CSB7730 at 71.1°C 

(160°F). 

 

 

Figure 4.7.15: Single-phase oil formation volume factor for oil sample CSB7730 at 71.1°C 
(160°F). 
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4.7.6.2.2 DL Result for Sample CSB7688 

Table 4.7.13. Differential liberation test of ANS live oil sample CSB7688 at 71.1°C (160°F) 

Pressure Rs Bo Gas z  
(psi) SCF/STB bbl/STB factor 
4867 476.53 1.298   
4501 476.53 1.302 - 
4011 476.53 1.308 - 
3551 476.53 1.323 - 
3115 476.53 1.348 - 
2570 476.53 1.398 - 
2096 476.53 1.148 0.842 
1848 394.59 1.163 0.850 
1553 340.82 1.122 0.862 
1257 229.98 1.173 0.884 
911 151.07 1.124 0.900 
614 88.34 1.097 0.927 
317 39.16 1.077 0.957 
153 4.72 1.072 0.976 
15 0.00 1.001 0.990 

 

 

 
Figure 4.7.16: Solution GOR (Rs) vs. pressure for live oil sample CSB7688 at 71.1°C 

(160°F). 
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Figure 4.7.17: Single-phase oil formation volume factor for oil sample CSB7688 at 71.1°C 

(160°F). 

 
4.7.6.2.3 DL Results for Sample CSB14186 

Table 4.7.14. Differential liberation test of ANS live oil sample CSB14186 at 71.1°C (160°F) 

Pressure Rs Bo Gas z  
(psi) SCF/STB bbl/STB factor 
2120 514.17 1.142 - 
1819 514.17 1.147 - 
1655 514.17 1.153 - 
1565 495.48 1.151 0.74 
1360 418.28 1.136 0.77 
1228 338.82 1.124 0.72 
1067 277.32 1.116 0.87 
738 196.14 1.098 0.90 
529 137.52 1.085 0.93 
309 89.83 1.072 0.93 
212 63.14 1.071 0.96 
145 42.34 1.065 0.95 
95 25.98 1.055 0.97 
75 13.18 1.050 0.98 
36 5.81 1.035 0.97 
15 0.05 1.000 0.98 
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Figure 4.7.18: Solution GOR (Rs) vs. pressure for live oil sample CSB14186 at 71.1°C 

(160°F). 

 
 

 
Figure 4.7.19: Single-phase oil formation volume factor for oil sample CSB14186 at 71.1°C 

(160°F). 
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4.7.6.2.4 DL Results for Sample CSB14185 

Table 4.7.15. Differential liberation test of ANS live oil sample CSB14185 at 71.1°C (160°F) 

Pressure Rs Bo Gas z 
(psi) SCF/STB bbl/STB factor 
5013 619.26 1.212 - 
4392 619.26 1.219 - 
4009 619.26 1.222 - 
3604 619.26 1.227 - 
2825 619.26 1.232 - 
2210 619.26 1.237 - 
1811 619.26 1.240 0.600 
1645 597.36 1.224 0.881 
1338 509.72 1.198 0.890 
1039 431.97 1.144 0.910 
740 351.03 1.096 0.920 
499 301.26 1.069 0.936 
192 221.26 1.042 0.968 
99 174.83 1.028 0.978 
15 0.00 1.003 0.992 

 

 

Figure 4.7.20: Solution GOR (Rs) vs. pressure for live oil sample CSB14185 at 71.1°C 
(160°F). 
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Figure 4.7.21: Single-phase oil formation volume factor for oil sample CSB14185 at 71.1°C 

(160°F). 

 

 
 
4.7.6.2.5 DL Results for Sample CSB7719 

Table 4.7.16. Differential liberation test of ANS live oil sample CSB14185 at 71.1°C (160°F) 

Pressure Rs Bo Gas z  
(psi) SCF/STB bbl/STB factor 
4995 353.22 1.154 - 
4401 353.22 1.157 - 
3803 353.22 1.161 - 
3009 353.22 1.167 - 
2408 353.22 1.172 - 
1809 353.22 1.177 - 
1609 353.22 1.171 0.910 
1410 273.25 1.144 0.938 
1005 178.74 1.106 0.946 
612 100.74 1.065 0.964 
292 62.09 1.030 0.978 
139 27.91 1.011 0.993 
15 0.00 1.000 0.995 
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Figure 4.7.22: Solution GOR (Rs) vs. pressure for live oil sample CSB7719 at 71.1°C 
(160°F). 

 

 
Figure 4.7.23: Single-phase oil formation volume factor for oil sample CSB14185 at 71.1°C 

(160°F). 
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4.8 Compositional Analysis  

4.8.1 Procedure for Compositional Analysis 

Gas Analysis 
All gas analyzed was received from DL experiments performed on live oil samples. The 

sample was transferred to an evacuated heated gas bomb by transfer lines that were also 
heated to limit condensation. Pressure in the PVT cell was maintained by an automated pump 
that applied constant pressure to an internal piston. As the gas was removed, the piston 
moved upward to prevent pressure drop. The rate of transfer was controlled by high pressure-
rated valves. An inline separator limited the amount of liquid that could carry over into the 
bomb. Once filled, the gas bomb was connected to the GC by heated 1/8-in. stainless lines to 
a gas sampling valve. Liberated gas was analyzed from methane to heptane including 
nitrogen and carbon dioxide. Analysis was repeated in 200–300 psi pressure drops until 
atmospheric pressure was reached. 
 

Equipment 
Natural gas analysis was performed on a Thermo Electron Corporation Gas 

Chromatographer. The model used was a Trace Ultra GC equipped with a Thermal 
Conductivity Detector (TCD) and a Flame Ionization Detector (FID). The injection port was 
a split/splitless inlet with the ability to control temperature and split flow. Split flow enabled 
a sample to be cut into smaller fractions before delivery onto the column. This particular 
model is limited to 500 mL/min flow through the injector, so if the carrier gas is 10 mL/min, 
the split ratio limit is 50. A sample injection for this machine was done with an air actuated 
Valco sampling valve with a 500 mL sampling loop. Gas is allowed to flow through the loop 
for a set time interval and is then injected into the split/splitless inlet. An optional heated 
transfer line was installed between the sampling valve and the inlet to minimize condensation 
of higher carbon number components. 
 

Method 
Gas samples were collected in a heated gas bomb and connected to a pressure regulator 

before the sampling valve and a back pressure regulator after the valve. The back pressure 
regulator was used to preserve the small amount of sample from flowing too fast through the 
sampling loop and to maintain the desired pressure. A Vici ValcoBond® capillary column 
was chosen due to its ability to resolve nitrogen from methane with cryogenic cooling. The 
column is 30 m long and has an inside diameter of 0.53 mm with a film thickness of 10 µm. 
Configuration of the instrument is specific to the analyte. The manufacturer’s operating range 
limits were used for the preliminary setup. Final settings were determined by fine-tuning the 
parameters around the actual sample. The instrument method in Table 4.8.1 was derived by 
systematic adjustment of one variable per run. Oven temperatures were reduced 
incrementally to -70°C, until nitrogen and methane peaks were completely resolved. 
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The cryogenic option was not installed from the factory on this machine, so it was 
necessary to make a simple modification. Liquefied carbon dioxide was delivered to the 
column oven by 1/8-in. tubing to reach -70°C. Liquid carbon dioxide was obtained by siphon 
tube cylinders supplied by the University of Alaska Fairbanks facilities. Helium was chosen 
as a carrier gas, since this was not one of the elements in the gas analysis. A flow rate of 10 
mL/min minimized the peak base width through heptane. The inlet temperature was 
maintained at 200°C which is well over the boiling point of heptane. Inlet flow was 60 
mL/min to give a split ratio of 6 which kept the methane signal from overlapping on 
nitrogen. Detector temperatures were kept the same as the transfer line temperatures of 
200°C. Filament voltage was set at a constant 6 volts with a temperature limit of 300°C to 
preserve the filament. 

 

 
Figure 4.8.1: Thermo Fisher GC with gas sampling valve. 
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Table 4.8.1. Natural gas instrument method 

Oven Carrier Inlet Detector Aux Event 
-70°C-150°C 
15°C/min 

Helium 
10 mL/min 

200°C 
Split Flow  60 
mL/min 
Split Ratio  6 

TCD 
Base  200°C 
Transfer Line 200°C 
Filament Power 6V 
Max Filament Temp  
300°C 
Makeup Flow He   
20 mL/min 
Reference Flow  He 
30 mL/min 
Signal Gain X10 
 

Heated 
Zone 1  
100°C 

Event 1 
Auto Zero Signal 
Event 2 
Sample valve 
0.10 min 
 

 
 
 

Oil Analysis 
Oil analysis was done on dead oil samples as well as live or pressurized samples. Oil 

composition was analyzed for whole carbon number fractions from C10 to C60 for the dead 
samples. A majority of the samples could be directly injected by the auto sampler in 1 µL 
volumes. Heavier samples would separate when withdrawing the syringe plunger creating a 
lighter non-representative sample. 
 

Equipment 
Dead oil analysis was performed on a Thermo Electron Corporation Trace Ultra Gas 

Chromatographer with an auto sampler (Figure 4.8.2). The GC was coupled to a Thermo 
Electron Corporation DSQ Mass Spectrophotometer and an external Edwards vacuum pump. 
Unfortunately, due to the large diameter of the column used, the MS was unable to maintain 
the necessary vacuum for the quadrapole detector. A flame ionization detector was used 
instead for the oil composition from C10 to C60+. The inlet was a Programmed Temperature 
Vaporizer (PTV) injector that allows strict control over temperature and pressure before the 
sample goes to the column. This type of inlet also allows the sample to be split so that the 
detector is not overloaded. 
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Figure 4.8.2: Thermo Fischer GC-MS. 

 

Method 
All oil samples were injected “uncut” onto the PTV injector at 1 μL volumes by the auto 

sampler unless otherwise noted. The sampler called for thermo brand 10 μL syringes with a 
50 mm cone tip. Light samples were prepared in a 1.5 mL crimp top vial with a septum, then 
placed in an auto sampler tray. Utilizing a programmable sequence 8 samples were run at a 
time, as this was the number of positions in the sample tray. Heavier samples could not be 
placed in the auto sampler, as the oil would not draw through the small needle. For these 
samples the needle was placed through a septum under vacuum, then loaded in reverse with 
the plunger removed. With the syringe completely full, it was removed from the vacuum and 
the plunger inserted. The excess sample on top of the syringe was maintained to eliminate 
any air bubbles when the plunger was inserted, and adjusted to the 1 μL mark. Once loaded 
the sample was manually injected with the remote start turned off. Before each sample 
analysis, a solvent-only blank run was performed to ensure a clean column. The column 
chosen was a Supelco SPB™-1 for its ability to resolve a wide range of paraffins. The 
column was a fused silica capillary column 15 m long with a diameter of 0.53 mm and a film 
thickness of 0.1 μm. Instrument settings are given in Table 4.8.2 below. The inlet was set to 
300°C with a flow rate of 38 mL/min to produce a split ratio of 5. Oven temperature was 
programmed to start at 90°C, then increased at a rate of 7°C/min to a final temperature of 
350°C. The carrier gas used was helium that flowed at a constant 7.5 mL/min for the entire 
run. The flame ionization detector (FID) base was set higher than the column temperature at 
370°C. The detector flow combined 3 gasses, air at 350 mL/min, hydrogen at 35 mL/min, 
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and nitrogen as the makeup flow set at 30 mL/min. As stated earlier, only the lighter samples 
were injected by the auto sampler, as the heavier samples were manually injected. 
 

Table 4.8.2. Oil instrument method 

Oven Carrier Inlet Detector Aux Event 
90°C-350°C 
7°C/min 
Hold 10 min 
Post run 
300°C 
Hold 10 min 

Helium 
7.5 mL/min 

300°C 
Split Flow  38 
mL/min 
Split Ratio  5 

FID 
Base  370°C 
Air 
350 mL/min 
H2 
35 mL/min 
Makeup Flow N 
30 mL/min 
Signal Range 
1 
 

none Event 1 
Auto Sampler 
Remote start 
 

 
The calibration standard used for the analysis of dead oil was supplied by Supelco, and 

conforms to the ASTM D5442 method. The lightest hydrocarbon in the mixture was 
dodecane (C12) which would increase by two carbon numbers up to dotriacontane (C32). 
Hexatriacontane (C36), tetracontane (C40), tetratetracontane (C44), pentacontane (C50), and 
hexacontane (C60) finished the standard composition and are depicted in Table 4.8.3. This 
standard was used to determine the retention time of each element as well as to develop 
calibration curves. Five calibration levels were produced from the standard by cutting the 
full-strength mixture successively by a factor of 10, also known as serial dilution. Analytical-
grade cyclohexane was used to cut the standards, as well as blank runs for cleaning the 
column. 

 
Table 4.8.3. Quantitative standard 

Analyte CAS no. Purity Weight % Lot no. 
N-Dodecane 112-40-3 99.5 0.01 LA74534 
N-Tetradecane 629-59-4 99.8 0.01 LB51326 
N-Hexacosane 544-76-3 99.4 0.01 LB29073 
N-Octadecane 593-45-3 99.9 0.01 LB22570 
N-Eicosane 112-95-8 99.9 0.01 LB39033 
Docosane 629-97-0 99.9 0.01 LB23551 
N-Tetracosane 646-31-1 99.9 0.01 LA84485 
N-Hexacosane 630-01-3 99.9 0.01 LB29339 
Octacosane 630-02-4 99.9 0.01 LB23179 
N-Triacontane 638-68-6 98.2 0.01 LB25030 
Dotriacontane 544-85-4 98.2 0.01 LB48612 
N-Hexatriacontane 630-06-8 98.3 0.01 LB14921 
N-Tetracosane 4181-95-7 98.4 0.01 LB23143 
Tetratetracontane 7098-22-8 99.9 0.01 LA84525 
Pentacontane 6596-40-3 99.9 0.01 LB31403 
Hexacontane 7667-80-3 96.2 0.01 LA68196 
Cyclohexane 110-82-7 99.8 99.84 LB55581 
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Calibration curves were produced by the commercially available Xcaliber software that 
came with the purchase of the GC. Every compound (except for the solvent cyclohexane) in 
Table 4.8.3 had a five-level calibration curve that produced an excellent linear fit. Calibration 
curves are listed in Appendix D. Standards were run from the least concentrated to the most 
in order to eliminate residual effects. Time retention on the column for the standard varied 
from 4.53 for C12 to 37.01 for C60; cyclohexane had a retention time of 3.64. This was also 
the unretained time for the column, as anything lighter would have the same transient time. 
Figure 4.8.3 shows the retention time of component C12 to C60  used in the calibration. 

Responses to the standard components were fitted to an equation so that the intermediate 
components could be analyzed. A detector response was automatically integrated by the 
software and returned the amount in moles. The intermediate compounds were also 
integrated for the area under the peak, but needed to be exported to a spreadsheet where the 
calculated response factor was applied to give the amount. Composition results are given in 
mol percent. 
 

Wax Analysis 
The wax analysis consisted of two different types of samples: wax deposited from the cold 
finger experiments and treated wax for asphaltene removal in the wax content experiments. A 
single sample of a wellbore deposit supplied by ConocoPhillips was also dissolved and 
analyzed for comparison and is depicted in Figure 4.8.4. A small amount of warm 
cyclohexane was usually required to completely clean the wax off the cold finger. Wax from 
the cold finger experiments was manually injected by the same method used for the heavier 
crudes, described earlier in the Oil Analysis section.  

 

Figure 4.8.3: Calibration standard C12 to C60. 
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Figure 4.8.4: ConocoPhillips wellbore wax sample. 

 
4.8.2 Compositional Analysis Results and Discussion 

Liberated gas volumes proved to be too small for the first few pressure steps. The gas bomb 
would barely reach atmospheric pressure with the entire sample loaded. Gas analysis 
produced favorable results when the gas bomb pressure was above 50 psia. If the amount of 
sample liberated from a pressure drop in the PVT cell was unable to reach 50 psia, helium 
was added to increase the pressure. Helium was a good additive to the bomb, since it was not 
one of the components in our analysis. During the first few DL experiments, liquid oil was 
transferred to the gas bomb by the product stream. The addition of this oil raised the 
concentrations of light liquid fractions in the gas composition. A gas separator was fabricated 
out of a broken glass liner from the PVT cell. The volume of the separator was sufficient to 
hold all liquid carry-over during the entire DL experiment and eliminated all oil from the 
bomb. Figure 4.8.5 clearly shows the amount of oil trapped in the separator. 
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Sample 7730 in Table 4.8.4 required seven pressure steps in order to remove all gas 

dissolved in solution. Methane is by far the greatest component in the gas at 77.88%; ethane 
comprises 10.14%, and propane comprises 4.14%. Heavier alkane concentrations decrease 
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with increasing molecular weight. Non-hydrocarbons such as nitrogen and carbon dioxide 
totaled 2.22% and 3.06%, respectively. Heptane was the final component in the gas analysis, 
contributing 0.24% to the gas. 

Oil Analysis 
The samples used in the analysis of live oils were taken from the DL experiments after 

the gas had been removed incrementally. This now dead sample was analyzed as described 
above. Dead oil composition of sample 7730 is given in Table 4.8.6. Detectable components 
of up to C39 were achieved at 0.03 mol percent contribution. Decane was most abundant at 
14.9%, followed by nonane at 11.51%. A steady decline is observed in components after 
tridecane. Results for composition of remaining dead oil samples are presented in 
Appendix F.  

Compositional Recombination 
The combination of oil and gas for sample 7730 was done at a GOR of 344.02 

SCF/STB. To keep the computation simple, units used were cubic centimeters of gas per 
cubic centimeters of oil instead of the industry standard SCF/STB. From Table 4.8.7, 
methane is the major gas component at 33.2%, and decane is the greatest liquid component at 
8.55%. Remaining results are given in Appendix G. 

Wax Analysis 
Composition of the cold finger deposit was not limited to heavier paraffins. Sample #16 

in Figure 4.8.6 ranged from C10 to C52, with C14 as the largest component at 9.72%. Complete 
composition is listed in Table 4.8.8.  Results for the remaining oil samples are mentioned in 
Appendix I. 

 
Figure 4.8.5: Gas liquid separator. 
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Table 4.8.4. Differential liberation composition of sample 7730 

Differential Liberation Composition of Sample 7730 
 

Pressure psia 1945 1653 1310 1004 707 401 217 82 atm 

N2 6.54E-04 9.50E-05 1.48E-04 6.85E-04 1.14E-03 3.49E-04 2.41E-04 1.22E-03 2.75E-04 

C1 1.29E-02 6.88E-03 8.38E-03 4.56E-02 3.22E-02 2.89E-02 1.95E-02 1.24E-02 1.99E-03 

CO2 1.23E-04 1.10E-04 1.15E-04 2.32E-03 1.15E-03 1.19E-03 9.39E-04 6.08E-04 8.17E-05 

C2 5.91E-04 3.42E-04 4.69E-04 3.71E-03 3.06E-03 3.72E-03 3.81E-03 4.94E-03 1.36E-03 

C3 1.92E-04 1.14E-04 1.69E-04 1.14E-03 1.10E-03 1.36E-03 1.51E-03 2.54E-03 8.59E-04 

i-C4 1.48E-05 9.13E-06 1.22E-05 8.18E-05 7.03E-05 1.89E-04 2.10E-04 3.85E-04 1.32E-04 

C4 2.95E-05 2.28E-05 3.28E-05 2.71E-04 2.15E-04 2.57E-04 2.90E-04 5.59E-04 1.91E-04 

neo-C5 1.18E-05 0.00E+00 5.16E-06 1.47E-05 2.40E-05 9.07E-06 1.13E-05 3.06E-06 1.01E-06 

i-C5 1.18E-04 7.61E-06 1.13E-05 7.09E-05 5.89E-05 7.00E-05 8.99E-05 2.18E-04 6.12E-05 

C5 1.18E-04 7.61E-06 1.13E-05 7.64E-05 5.97E-05 6.28E-05 7.19E-05 1.89E-04 5.09E-05 

C6 1.48E-05 9.13E-06 1.31E-05 8.73E-05 7.07E-05 6.86E-05 9.02E-05 2.55E-04 4.29E-05 

C7 7.38E-06 7.61E-06 1.31E-05 8.73E-05 6.84E-05 6.68E-05 5.21E-05 1.84E-04 2.54E-05 

 

Table 4.8.5. Sample 7730 final gas composition 

Sample 7730 Total Gas Composition 
Pressure psia Mol % 

N2 2.22 

C1 77.88 

CO2 3.06 

C2 10.14 

C3 4.14 

i-C4 0.51 

C4 0.86 

neo-C5 0.04 

i-C5 0.33 

C5 0.30 

C6 0.30 

C7 0.24 
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Table 4.8.6. Dead oil composition of sample 7730 

Sample 7730 Dead Oil Composition 

Component Mol % Component Mol % 
C5 0.10 C23 1.31 
C6 0.36 C24 1.04 
C7 0.52 C25 0.85 
C8 2.19 C26 0.85 
C9 11.51 C27 0.75 
C10 14.90 C28 0.53 
C11 10.26 C29 0.73 
C12 9.43 C30 0.40 
C13 10.57 C31 0.23 
C14 8.54 C32 0.22 
C15 4.96 C33 0.28 
C16 4.54 C34 0.43 
C17 2.97 C35 0.21 
C18 3.00 C36 0.13 
C19 2.59 C37 0.12 
C20 2.19 C38 0.10 
C21 1.68 C39 0.03 
C22 1.47   
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Table 4.8.7. Live oil sample 7730 

Live Oil Sample 7730  
 Mol %  Mol % 

N2 0.94 C18 1.72 

C1 33.20 C19 1.49 

CO2 1.30 C20 1.26 

C2 4.32 C21 0.96 

C3 1.76 C22 0.84 

i-C4 0.22 C23 0.75 

C4 0.37 C24 0.60 

neo-C5 0.02 C25 0.49 

i-C5 0.14 C26 0.49 

C5 0.19 C27 0.43 

C6 0.34 C28 0.30 

C7 0.40 C29 0.42 

C8 1.25 C30 0.23 

C9 6.60 C31 0.13 

C10 8.55 C32 0.12 

C11 5.89 C33 0.16 

C12 5.41 C34 0.25 

C13 6.07 C35 0.12 

C14 4.90 C36 0.08 

C15 2.85 C37 0.07 

C16 2.61 C38 0.06 

C17 1.71 C39 0.01 
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Figure 4.8.6: Cold finger wax sample #16. 

Table 4.8.8. Cold finger wax sample 

Cold Finger Wax Sample #16 
 

Mol % 
 

Mol % 
C5 0.00 C33 0.77 
C6 0.00 C34 0.71 
C7 0.00 C35 0.66 
C8 0.00 C36 0.46 
C9 0.00 C37 0.32 
C10 1.40 C38 0.95 
C11 2.24 C39 0.60 
C12 4.99 C40 0.80 
C13 5.13 C41 0.51 
C14 9.72 C42 0.93 
C15 7.19 C43 0.55 
C16 8.59 C44 0.86 
C17 4.92 C45 0.42 
C18 6.31 C46 0.57 
C19 6.61 C47 0.64 
C20 5.16 C48 0.47 
C21 3.97 C49 0.50 
C22 3.51 C50 0.69 
C23 3.07 C51 0.14 
C24 2.41 C52 0.29 
C25 3.18 C53 0.00 
C26 2.20 C54 0.00 
C27 1.83 C55 0.00 
C28 1.36 C56 0.00 
C29 2.03 C57 0.00 
C30 1.15 C58 0.00 
C31 0.57 C59 0.00 
C32 0.60 C60 0.00 
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5. Thermodynamic Modeling of Wax Precipitation 

5.1 Overview of Thermodynamic Models for Wax Precipitation 

There are many models present in the literature that describe precipitation of wax from oil, 
and they can be broadly classified into two categories: (1) those which consider the solid 
phase as a single phase and (2) those which consider the wax phase as a mixture of multiple 
solid phases. Some models consider the solid phase as a mixture of multiple, independent 
pure solid phases. The rest of the models consider the solid phase as a single phase. The 
second category can be divided into two further subcategories. The first subcategory 
considers the solid phase as a non-ideal mixture, whereas the second subcategory considers 
the solid phase as an ideal mixture. Various models present in literature are divided into these 
categories as shown in Figure 5.1.  

 

Figure 5.1: Classification of wax precipitation models. 

 
The first main category is one which considers the solid phase as a mixture number of a 
independent pure solid phases. This category was developed by Lira-Galeana et al. (1996). 

5.1.1 Lira-Galeana Model 

The Lira-Galeana model assumes that wax consists of multiple solid phases, and each solid 
phase is described as a pure component that does not mix with other solid phases. The liquid 
phase is considered a non-ideal solution, and its behavior is described by the equation of state 
(EOS). This model is known also as the Multi-Solid model. The Lira-Galeana model assumes 
that a component may exist in pure solid form when the fugacity of the component in the 
liquid-phase mixture is equal to or greater than the solid state fugacity of the pure 
component. The solid state fugacity of a pure component is discovered by relating the 
chemical potential of a component in solid state with the chemical potential of a component 
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in liquid state in subcooled condition. The model actually fits the experimental data very 
well. However, Pedersen & Mickelsen (1997) pointed out that the predictions from the model 
change when the plus-factor characterization procedure is changed. 
 
The next main category is one in which the solid phase is considered to be one phase and is 
behaving as an ideal solution. Erickson’s model and Pedersen’s model (1991) and its 
modified version fall into this category.  

5.1.2 Erickson’s Model 

Erickson’s model is a modification of Won’s model, but considers the solid phase as an ideal 
solution. The activity coefficient of the solid phase is considered to be unity. But this model 
requires experimental determination of amounts of n-paraffinic, iso-paraffinic, and 
naphthenic parts of each component through mass spectroscopy (Erickson et al, 1993). This 
determination involves huge efforts at the experimental stage and is rarely done. This model 
has not been used much.  

5.1.3 Pedersen’s Model and Its Modified Versions 

Pedersen & Mickelsen (1997) developed a model in which it was assumed that only part of 
heavy hydrocarbon fractions can potentially enter into the wax phase. The authors developed 
a numerical scheme which allowed them to split each hydrocarbon fraction into wax-forming 
and non-wax-forming fractions. The authors assumed the solid phase to be an ideal solution 
in equilibrium with the liquid phase. The liquid phase is assumed to be a non-ideal solution 
and is described by any EOS. Ronningsen et al. (1997) provided a modification of Pedersen’s 
model, in which they introduced a term to account for the effect of pressure. This modified 
model is used in PVTSim®, which is a commercial PVT simulator for the prediction of wax 
deposition, and is used by many oil companies (www.calsep.com). Due to the use of EOS 
and tunable parameters, the modified model becomes very calculation intensive. 
 
The next main category of thermodynamic models is one that considers the solid phase to be 
a non-ideal solution. Won’s model, Pedersen’s model, and Coutinho’s model fall into this 
category.  

5.1.4 Won’s Model 

Won’s model was the first one to consider the solid phase to be a non-ideal solution. Both 
liquid and solid phases were considered as non-ideal solutions, and non-ideality of both 
phases was described by Regular Solution Theory. This model assumed that all components 
present can form wax (Won, 1986). 
 
Pedersen et al. (1991) modified Won’s original model by introducing a large number of 
tunable parameters to match the experimental data, but this makes the model also very 
calculation intensive. 
 
Computer Modeling Group’s (CMG) PVT simulator WINPROP® uses a modified version of 
Won’s model, but the information regarding it is proprietary and not published. WINPROP® 
is used by a large number of oil companies for studying wax deposition. 
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5.1.5 Coutinho’s Model  

Coutinho’s model considers both solid and liquid phases to be non-ideal solutions. The non-
ideality is described by activity coefficients. The activity coefficients are obtained by the 
predictive UNIQUAC model with use of the predictive free energy model. Coutinho’s model 
gives good predictions (Coutinho et al., 2001). 

 

5.2 Selection of Model for Current Study 
 
A detailed comparative study of all wax models has not been done. The limitation of the 
Multi-Solid Model has been inconsistency in results after use of a different plus-fraction 
characterization scheme. Pedersen’s model and Won’s model are used by various 
commercial software companies such as CMG WINPROP® and PVTSim® for describing 
wax precipitation. Pedersen’s model is calculation intensive. One of the aims of the current 
study is to compare these two classes of models. Pedersen’s model considers the solid phase 
to be an ideal solution, but that is not what is observed in most cases. The program developed 
in this study is going to be used in a wellbore simulator to simulate the conditions in the 
wellbore including wax deposition and heat transfer. Due to the large number of calculations 
involved in the overall project, it is advisable to have a wax precipitation model that is less 
calculation intensive. Thus, the other aim is to develop a new model or modify an existing 
one to more closely represent actual thermodynamic behavior and be less calculation 
intensive. 
 
5.3 Two-Phase Flash Calculations (Riazi, 2005) 

As mentioned earlier, wax precipitation may occur from the liquid phase as the temperature 
is lowered. To calculate the temperature at which the first crystal of wax will be precipitated 
and to predict how much wax will be precipitated, flash calculations must be performed. In 
flash calculations, a feed of known composition is flashed at given pressure and temperature 
conditions. The task is to estimate the amount of solid and liquid fraction and the 
composition of each stream.  
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Figure 5.2: Schematic diagram of flash calculation. 
 
In Figure 5.2, F moles of feed steam with overall composition, zi, is flashed at pressure, P, 
and temperature, T. Flashing leads to formation of a solid stream (S moles at a composition, 
si) and a liquid stream (L moles at a composition, xi). 
 
Applying overall material balance, 
 

SLF +=  (5.1) 
 

Material balance applied to a particular component, i, can be expressed as 
 

iii sSxLzF ⋅+⋅=⋅  (5.2) 

 
Since the solid and liquid leaving the flash vessel are in equilibrium, it can be written that 
 

i
SL
ii xKs ⋅=  (5.3) 

 
where SL

iK  is the equilibrium ratio of mole fraction of component i in solid and liquid phases 

at T and P. 
 
Putting L = F-S and from Equation (5.3), Equation (5.2) becomes  
 

i
SL
iii xKSxSFzF ⋅⋅+⋅−=⋅ )(  (5.4) 

F - Feed moles 

zi - Feed  
Composition Solid 

Liquid 
Flashing at P, T 

L - Total moles of liquid  
xi - Liquid composition 

S - Total moles of solid 
si - Solid composition 

Equilibrium ratio  
Ki

SL = si / xi 
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Solving for xi, can be written as 

( )11 −+
=

SL
i

i
i

K
F
S

z
x  (5.5) 

and si can be expressed as  

( )11 −+
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K
F
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s  (5.6) 

In addition, for both solid and liquid stream, ∑ ∑ == 1ii xs  or ∑ =− 0)( ii xs  must always be 

satisfied. Therefore, from Equations (5.5), (5.6), and the above criterion, the following 
objective function of S/F can be obtained: 
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SL
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K
F
S

zK
FSf  (5.7) 

Equation (5.7) is also referred to as the Rachford-Rice equation. For flash calculations, feed 
moles (F), feed composition (zi), pressure (P) and temperature (T) are known. Unknowns are 
solid moles (S), liquid moles (L), solid-phase composition (si), and liquid-phase composition 
(xi). As shown in Equations (5.1), (5.5), (5.6), and (5.7), if the value of SL

iK  is known, the 

value of solid mole fraction S/F can be calculated from Equation (5.7); and based on that, all 
the other unknown variables can be determined. Hence, to do the flash calculations, the value 
of the equilibrium ratio of the mole fraction of the component in the solid phase to that in the 
liquid phase should be known. Therefore, as explained earlier in the literature review, many 
authors have suggested various models to predict SL

iK . In the following section, Won’s and 

Pedersen’s models are discussed in detail.  
 
5.4 Won’s Model 

Won first presented his model to predict wax precipitation (Won, 1985). In this study, the 
modified version of Won’s model is used. 
 
5.4.1 Assumptions of Won’s Model 
 
The following are assumptions made in Won’s model (Won, 1986):  
 
• The solid phase is a single, homogeneous solution, which is in equilibrium with the liquid 

solution. 
 

• Almost all components contained in the reservoir fluid may potentially enter into the wax 
phase. 
 

• Heat capacity change of fusion is assumed to be negligible. 
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• Volume change during fusion is also neglected. 
 

• The solid phase is assumed to behave non-ideally. 
 
 

 

 

 

 

 

Figure 5.3: Liquid-solid equilibrium model by Won. 

 
5.4.2 Won’s Model Description (Won, 1986) 
 
Won’s model was based on the thermodynamic criterion that, at equilibrium, the fugacity of 
component i in the solid phase (wax phase) should be equal to the fugacity of the same 
component in the liquid phase (oil phase), which can be expressed as follows: 
 

S
i

L
i ff =  (5.8) 

 
where L

if  = fugacity of component i in the liquid-phase mixture, and S
if  = fugacity of 

component i in the solid-phase mixture. 
 
The liquid-phase fugacity of component i in the mixture can be expressed as 
 

oL
ii

L
i

L
i fxf γ=  (5.9) 

 
where L

iγ  is the activity coefficient of component i in the liquid phase (the activity 

coefficient is generally a function of composition of the phase); xi is the mole fraction of 
component i in the liquid phase; and oL

if  is the standard state fugacity of component i in the 

liquid phase. It can also be described as the liquid phase fugacity of component i in its pure 
form. 
 
The solid phase fugacity of component i in the mixture can be expressed as  
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where S
iγ  is the activity coefficient of component i in the solid phase, si is the mole fraction 

of component i in the solid phase, and oS
if  is the standard state fugacity of component i in 

the solid phase. It can also be described as the solid phase fugacity of component i in its pure 
form. 
 
From Equations (5.8), (5.9), and (5.10), we get  
 

oS
ii

S
i

oL
ii

L
i fsfx γγ =  (5.11) 

 
From Equation (5.3), SL

iK  = si / xi and rearranging Equation (5.11), 
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Currently, there is no EOS that can describe the volumetric behavior of a solid, but by 
relating the chemical potential of the solid phase to that of the liquid phase, the ratio of oL
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where fT , fH∆ , PC∆ , and V∆ are fusion temperature, heat of fusion, heat capacity change 
of fusion, and volume change of fusion, respectively; P and T are the pressure and 
temperature at which flashing is being carried out. The derivation is explained in detail in 
Appendix A. 
 
Won also presented the co-relation to calculate the heat of fusion ( fH∆ ) and the temperature 
of fusion ( fT ) as  
 

f
ii

f TMWH ⋅⋅=∆ 1426.0  (5.14) 
 

where MWi is the molecular weight of the component i, and f
iT  can be obtained from 

 

ii
f

i MWMWT /2017202617.05.374 −⋅+=  (5.15) 
 

As explained in Section 5.2.1, the second and third terms in Equation (5.13) are assumed to 
be zero. If the solid phase is assumed to be an ideal mixture, then the ratio of activity 
coefficients becomes 1, but in the actual wax phase, the mixture is found to behave non-
ideally. Won (1986) assumed the solid phase to be a non-ideal mixture; hence, the ratio of 
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activity coefficients cannot be assumed as 1. In Won’s model, he used the Regular Solution 
Theory to estimate the ratio of activity coefficients. 
 
The activity coefficient for component i (for both liquid and solid phases) can be calculated 
using the Regular Solution Theory as 
 

RT
v ii

i

2)(
ln

δδ
γ

−
=

 (5.16) 
 

where iv is the molar volume, iδ is the solubility parameter, and δ is the average solubility 

parameter of the mixture. The average solubility parameter can be estimated as 
 

∑= iiδϕδ
 (5.17) 

 
where iϕ is the volume fraction of component i and can be obtained for both liquid and solid 

phases from the following relationships: 
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The solubility parameter for component i in the liquid-phase mixture can be estimated as 
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where VH∆ is the heat of vaporization at 25°C. 
 
The solubility parameter for component i in the solid solution can be estimated as  

0 5

25

.

,

V f
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i S C

H H RT
V

δ
°

 ∆ + ∆ −
=  
 

 (5.20) 

 
All the properties in Equation (5.18) are at 25°C. 
 
Won gives 

L
iδ  and S

iδ  for the components up to C40. They are presented in Table 5.1. 

In the current work, the correlations given by Pedersen et al. (1991) have been used for 
estimating the solubility parameters of the components in the solid and liquid phases, as they 
give better results. 
 

)7ln(ln41.7 1 −+= N
L

i Caδ  (5.21) 
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)7ln(ln50.8 2 −+= N
S
i Caδ  (5.22) 

 
where CN is the carbon number of the component, a1 and a2 are equal to 0.5914 (cal/cm3)0.5 
and 5.763 (cal/cm3)0.5, respectively.  
 
For calculating the average solubility parameter and the activity coefficient, the molar 
volume is required. Won presented the correlation for calculating the molar volume as 
 

L
i

i d
MWv

25

=
 (5.23) 

 

ii
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25 −⋅⋅+= −

 (5.24) 
 
Won assumed that the molar volumes of component i in solid and liquid phases are equal. 
Therefore, 
 

S
i

L
i vv =  (5.25) 

 
Using (5.23), (5.24), and (5.18), the volume fraction factor ( iφ ) can be calculated. The 

solubility parameters can be obtained from Equations (5.21) and (5.22). Using the solubility 
parameters (δ ) and the volume fraction factors (ϕ ), the average solubility parameter can be 
estimated with Equation (5.17). With the knowledge of molar volume, the solubility 
parameter (for both liquid and solid phases), and the average solubility parameter, the 
activity coefficients for the components in both liquid and solid phases can be calculated 
from Equation (5.16). After applying Equation (5.16) to both liquid and solid phases, the 
ratio of activity coefficients can be expressed as  
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Table 5.1. Solubility parameters for components up to C40 (Won, 1986) 

 Tf Δhf δL δS 
 

k cal/gmol (cal/cc)^0.5 (cal/cc)^0.5 
CO2 216 0 7.12 7.12 
C1 90 0 5.68 5.68 
C2 101 385 6.6 6.6 
C3 86 0 6.65 6.65 
C4 138 0 6.65 6.65 
C5 97 996 7.02 7.62 
C6 143 1750 7.25 8.13 
C7 179 2510 7.41 8.5 
C8 201 2070 7.53 8.78 
C9 221 3270 7.63 9 
C10 237 4030 7.71 9.17 
C11 250 4800 7.78 9.32 
C12 261 5560 7.83 9.44 
C13 270 6330 7.88 9.55 
C14 278 7100 7.92 9.64 
C15 285 7870 7.96 9.72 
C16 291 8640 7.99 9.9 
C17 297 9410 8.02 9.86 
C18 302 10200 8.05 9.92 
C19 306 11000 8.07 9.97 
C20 311 11700 8.09 10 
C21 314 12500 8.11 10.1 
C22 318 13300 8.13 10.1 
C23 321 14900 8.15 10.1 
C24 324 15600 8.17 10.2 
C25 327 16400 8.18 10.2 
C26 329 17200 8.2 10.3 
C27 332 18000 8.21 10.3 
C28 334 18800 8.22 10.3 
C29 336 19000 8.24 10.3 
C30 338 20400 8.25 10.4 
C31 340 21200 8.26 10.4 
C32 342 22000 8.27 10.4 
C33 343 22800 8.28 10.4 
C34 345 23600 8.29 10.4 
C35 346 24400 8.3 10.5 
C36 348 25200 8.31 10.5 
C37 349 26000 8.32 10.5 
C38 351 26800 8.33 10.5 
C39 352 27600 8.34 10.5 
C40 353 28400 8.35 10.6 
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From Equation (5.26) and (5.13), SL
iK  can be expressed as 

 

( )







−−−+






 −

∆
== 22 )()(1exp SiLi

i
f

f

i

iSL
i RT

v
T
T

RT
H

x
s

K δδδδ
 (5.27) 

 
As explained in Section 5.3, with the knowledge of SL

iK , the Rachford-Rice equation can be 

solved to obtain the amount of wax precipitated (S/F). It should be noted, however, that for 
calculating SL

iK , the compositions of the liquid (xi) and solid streams (si) are required, and 

before attempting to solve the Rachford-Rice equation, these values are not known. Thus, it 
is an open-ended problem. The work-around procedure for this problem will be explained in 
the next section. 
 
5.5 Pedersen’s Model 

One of the main drawbacks with Won’s model as reported in literature is that it overestimates 
the amount of wax precipitated (Pedersen et al., 1989). Pedersen & Christensen, (2007) 
attributed the problem to assigning the melting properties of n-paraffins to all the constituents 
of a hydrocarbon pseudo-component. As seen from Equation (5.14) and (5.15), Won has 
assigned the melting properties of the wax-forming components to the non-wax-forming 
components, too. For example, consider oil dominated by the C10 component. From Won’s 
model, all constituents in the oil (paraffins, iso-paraffins, aromatics, naphthenes, whichever 
of them are present) will be assigned the melting properties of paraffins. So if the sample is 
cooled to a temperature below the melting point of C10, then the model will predict that 
almost all of the oil constituents will be converted into wax. The solid phase will include the 
aromatics and naphthenes which have less of a tendency to go into solid phase. In general, 
the potential wax-forming components constitute about 15% of oil’s weight, so the 
predictions from Won’s model are not consistent with the experimental data. Therefore, it is 
necessary to distinguish between the potentially wax-forming and non-wax-forming 
compounds (Pedersen & Christensen, 2007).  
 
The experimental techniques such as gas chromatography (GC) can identify the hydrocarbon 
components with less than 7 carbon atoms. But as the carbon number goes up, various types 
of compounds such as n-paraffins, naphthenes, and aromatics are represented together in one 
single carbon number fraction. The composition analysis does not describe how much n-
paraffin is present in, for example, a C20 fraction. In general, the n-paraffins are expected to 
enter into the wax phase. The presence of branched paraffins and naphthenes is not very 
common in the solid phase (wax phase). Aromatics are not generally present in the wax 
phase. Only a part of each C7

+ fraction contributes to the wax formation. This generally is the 
n-paraffin fraction. Therefore, it is essential to know how much n-paraffin is present in each 
carbon number fraction. The amount can be determined by PNA analyses, but this is rarely 
done due to the complexity and amount of effort involved. Hence, Pedersen (1995) 
developed a theoretical scheme to ascertain the amount of wax-forming component contained 
in a single carbon number fraction. 
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According to the model, the mole fraction of the potentially wax-forming part, S
iz , of a 

pseudo-component i, having a total mole fraction, old
iz , is given by  
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where, Mi is the molecular weight of pseudo-component i, iρ is the density of pseudo-

component i at the standard conditions, and P
iρ is the density of the n-paraffin with the 

molecular weight Mi at atmospheric pressure and 15°C. P
iρ  can be obtained from 

 

i
p

i Mln0675.03915.0 ⋅+=ρ  (5.29) 
 

A, B, and C are the constants which are found by fitting the predictions with the experimental 
data. Pedersen gave the values of A, B, and C which were fitted to many oil samples. They 
are given in Table 5.2. 
 

Table 5.2. Constants in Equation 5.28 

A 0.8824 
B 5.353*10-4 
C 0.1144 

 

The non-wax-forming part can be obtained from 
 

S
i

old
i
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 (5.30) 
 

where, Sno
iz −  represents the non-wax-forming part of the pseudo-component i. In general, S

iz
is lower than old

iz . If S
iz equals old

iz , that means all the constituents in pseudo-component i 
can potentially enter into wax phase. As each component is split into the wax-forming and 
non-wax-forming components, the number of components one has to work with get doubled.  
 
5.5.1 Assumptions of Pedersen’s Model 

• All constituents of a pseudo-component cannot enter into the wax phase. 
• Only C7+

 can potentially form wax. 
• The solid phase is a single, homogeneous solution in equilibrium with the liquid 

solution. 
• The solid phase is assumed to behave ideally. 
• The equilibrium ratio, SL

iK , the ratio between the mole fractions of component i in the 

solid and liquid phases, is assumed to be zero for the non-wax-forming parts of all 
pseudo-components. 
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5.5.2 Pedersen’s Model Description (Pedersen, 1995) 

 
 

 

 

 

 

 

Figure 5.4: Liquid-Solid model proposed by Pedersen. 

 

As shown in Figure 5.4, a component i in the liquid phase is in equilibrium with the same 
component i in the solid phase. The basic criterion for equilibrium is the same as that for 
Won’s model.  At equilibrium, the fugacity of a component i in the liquid mixture, L

if , 

should be equal to the fugacity of the same component i in the solid phase, S
if . Therefore,  

 
S

i
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i ff =  (5.31) 

 
The fugacity of component i in the liquid-phase mixture can be described as 
 

Pxf L
ii

L
i φ=  (5.32) 

 
where xi is the mole fraction of component i in the liquid phase, L

iφ is the fugacity coefficient 

of i in the liquid phase, and P is the system pressure. The fugacity coefficient of component i 
in the liquid-phase mixture can be obtained from any EOS, like Peng-Robinson EOS (PR-
EOS) as,  
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where bi, Am, Bm, bm, iψ , and ψ  are the parameters for PR-EOS, and ZL is the compressibility 

factor for a component i in the liquid mixture at the system pressure and temperature (the 
calculation procedures of these parameters are described in Appendix B), and 1δ and 2δ are 
equal to 21+  and 21− , respectively.  

 
As the wax phase is assumed to be an ideal solution, the fugacity of component i, S

if  in the 

solid-phase mixture can be described as 
 

Liquid 

Solid 

Pxf L
ii

L
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oS
ii

S
i fsf =  (5.34) 

 
where, oS

if is the fugacity of pure component i in the solid phase and it can be expressed as 
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where oL
if is the fugacity of pure component i in the liquid phase at the system pressure, P, 

and temperature, T; and f
iT and f

iH∆  are fusion temperature and heat of fusion of pseudo-

component i, respectively. They are given by 
 

f
ii

f TMWH ⋅⋅=∆ 1426.0  (5.36) 
 

where MWi is the molecular weight of component i, and f
iT  can be obtained from 
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oL

if  is expressed as,  
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where oL

iφ  is the fugacity coefficient for pure component i in the liquid phase and can be 

obtained from the application of PR-EOS to a single component as 
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where pure
iA and pure

iB are PR-EOS parameters for a single component i, and pure
LZ  is the 

compressibility factor of pure component i in the liquid phase. Calculations of these 
parameters are described in Appendix K. 
 
From Equations (4.34), (4.35), and (4.38), the fugacity of component i in the solid-phase 
mixture can be expressed as 
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From Equations (4.31), (4.32), and (4.40), it can be written that 
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It should be noted that there is a difference between L
iφ  and oL

iφ : L
iφ  is the fugacity 

coefficient of a component i in the liquid-phase mixture (obtained by Equation [5.33]), and 
oL
iφ is the fugacity coefficient of a pure component i in the liquid phase (obtained by 

Equation [5.39]). Rearranging Equation (5.41) and noting that SL
iK = si / xi,  
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The above equation can be solved to obtain the liquid- and solid-stream compositions and the 
amount of wax precipitated if the values of SL

iK are known. The values of SL
iK  can be 

obtained from Equation (5.42), but for finding the value of oL
iφ , the liquid-stream 

composition should be known. Thus, this is, again, an open-ended problem. The solution to 
this problem is explained in the next section.  
 
Also for calculating L

iφ and oL
iφ from PR-EOS, the critical properties (Pc, Tc) of the pseudo-

components should be known. The critical pressure of n-paraffin is lower than that for an 
aromatic with same molecular weight. As discussed earlier, n-paraffins go into the wax 
phase, whereas the aromatics do not generally form wax. Therefore, the wax-forming part of 
the pseudo-component (mainly consisting of n-paraffins) should have a lower Pc than the 
non-wax-forming part (mainly consisting of naphthenes, aromatics). So the values of Pc for 
the wax-forming and non-wax-forming components are obtained from the following co-
relations: 
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where, S

ciP  and Sno
ciP − are the critical pressures of the wax-forming and non-wax-forming part 

of the pseudo-component i; Pci is the critical pressure of pseudo-component i before it is split 
into the wax-forming and non-wax-forming parts using Equation (4.28); total

iz  represents the 
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mole fraction of the pseudo-component i in the feed stream in Figure 5.1; and S
iz and Sno

iz −

represent the wax-forming and non-wax-forming part of that pseudo-component and old
iz =

S
iz + Sno

iz − . Therefore, the feed stream to the flash vessel in Figure 5.1 contains twice the 

number of components than those initially, since each single carbon number fraction is split 
into two parts. For example, consider a C20 component with mole fraction 20Cz  in oil. After 

splitting, the feed stream to the flash vessel in Figure 5.1 will contain two pseudo-
components SC20  and SnoC −

20  with mole fractions S
Cz 20  and Sno

Cz −
20  of which the former can enter 

into the wax phase, whereas the latter will always stay in the liquid phase. The wax-forming 
and non-wax-forming parts are treated as different components (the values of SL

iK  for the 

non-wax-forming components are taken as zero for all calculations).These z’s should not be 
confused with Z’s in Equations (5.33) and (5.39): lowercase letter z represents the mole 
fractions of component in the feed stream to the flash vessel, whereas capital letter Z 
represents the compressibility factors of the components.  
 
Ronningsen et al. (1997) introduced a correction factor for describing the solid phase 
fugacity of component i at high pressures as 
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where iV∆ is the volume change associated with the solidification process. They suggested 

that it should be taken as -10% of the molar volume of pseudo-component i in the liquid 
phase; Pref is taken as 14.7 psia, as the melting properties are generally available at 
atmospheric pressure. Using Equation (4.45), the expression for SL

iK  is modified to 
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Both Won’s model and Pedersen’s liquid-solid models deal with wax precipitation from the 
liquid phase. This case is generally valid at lower pressures where the components, which 
may enter into the vapor phase, have already vaporized; but at higher pressures, the vapor 
phase influences wax precipitation. For this case, the three-phase equilibrium containing 
vapor phase should be described, as done in the following section. 
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5.6 Three-Phase Flash Calculations (Won, 1986) 

 

Figure 5.5: Three-phase flash. 

 
As explained earlier, to determine the amount of wax precipitated, flash calculations need to 
be performed. At higher pressures, the three-phase flash calculations need to be performed, 
as the vapor phase comes into the picture along with the liquid and solid phases. This is 
explained in Figure 5.4. A feed of F moles with known composition, zi, is flashed in a flash 
vessel (with known pressure P and temperature T), and three streams are formed: a liquid 
stream of L moles with an overall composition xi, a vapor stream of V moles with an overall 
composition yi, and a solid stream of S moles with an overall composition si.  
The overall material balance can be written as 
 

SLVF ++=  (5.47) 
 

The component balance yields 
 

iii sSxLyV ⋅+⋅+⋅=⋅ izF  (5.48) 
 

As the solid and liquid phases are in equilibrium in the flash vessel, it can be written that 
 

i
SL
ii xKs ⋅=  (5.49) 

 

 Total moles of Liquid 
 Composition of Liquid Stream 

S: Total moles of solid 
si: Composition of solid stream 

V: Total moles of Vapor 
yi: Composition of Vapor Stream 

Flash 
T, P 

F: Total moles of Feed 
zi : Composition of feed stream 
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where SL
iK is the equilibrium ratio of the mole fractions of component i in the solid and 

liquid phases at T and P. 
 
Also, as the vapor and liquid phases are in equilibrium, 
 

i
VL
ii xKy ⋅=  (5.50) 

 
where VL

iK  is the equilibrium ratio of the mole fractions of component i in the vapor and 

liquid phases at T and P. 
 
Substituting si and yi from Equations (4.49) and (4.50) and L = F-V-S and rearranging for xi, 
Equation (4.48) can be written as 
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Dividing F and rearranging, xi can be expressed as 
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Substituting value of xi in Equations (4.49) and (4.50), 
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For both solid and liquid streams, ∑ ∑ == 1ii xs  or ∑ =− 0)( ii xs  must always be 

satisfied. Also for both vapor and liquid stream, ∑ ∑ == 1ii xy  or ∑ =− 0)( ii xy  must 

always be satisfied. 
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Equations (5.55) and (5.56) represent the modified Rachford-Rice method for the three-phase 
flash involving vapor, liquid, and solid phases. In these equations, zi is known. V/F and S/F 
are the fractions that need to be determined, as S/F represents the mole fraction of wax 
precipitated. If values of VL

iK and SL
iK  are known, then these equations can be solved to 

obtain V/F and S/F, and by Equations (5.52), (5.53), and (5.54), the compositions of each 
stream can be learned. Won’s model (1986) described the method to predict VL

iK and SL
iK  for 

three phases. This model is described in the next section.  
 
5.7 Three-Phase Modeling 

The three-phase model is presented in the same paper by Won (1986) in which he proposed 
the two-phase model. The assumptions for the three-phase model are essentially the same as 
that for the two-phase model. 
 

 

 

 

 

 

 

Figure 5.6: Vapor-liquid-solid equilibrium model by Won. 

 
As shown in Figure 5.5, the solid phase is in equilibrium with the liquid and gas phases. All 
the phases are considered to be non-ideal mixtures. At equilibrium, the fugacity of each 
component in all the phases should be equal. Therefore, 
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where, S

if , L
if , and V

if  represent the fugacities of component i in the solid , liquid, and 

vapor phases, respectively. This equilibrium can be considered as two separate equilibriums: 
as L

i
S

i ff =  and V
i

L
i ff = . The first one considers the equilibrium between the liquid and 

solid phases, and the latter one considers the equilibrium between the liquid and vapor 
phases.  
 
As both liquid and solid phases are considered as non-ideal mixtures,  
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oL
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L
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L
i fxf γ=  (5.58) 
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Equating the fugacities and applying the Regular Solution Theory, SL

iK =  si/xi is obtained as 
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which is exactly the same as Equation (5.27). f

iT and f
iH∆  are the fusion temperature, and 

the heat of fusion and can be obtained from Equations (5.14) and (5.15). L
iδ  and S

iδ are the 

solubility parameters for the liquid and solid phases, respectively, and can be obtained from 

Equations (5.21) and (5.22). δ  is the average solubility parameter of the mixture and is 
obtained from Equation (5.17). It requires the average volume fraction iϕ ,which is obtained 

by Equations (5.18) and (5.23)–(5.25). Thus, knowing the values of all the parameters in 
Equation (5.60), SL

iK  can be calculated.  

 
As both the vapor and liquid phases are assumed to behave non-ideally,  
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where, yi and xi are the mole fractions of component i in the vapor and liquid phases, 
respectively; and V

iφ and L
iφ are the fugacity coefficients of component i in the vapor and 

liquid phases. The φ  in Equations (5.61) and (5.62) should not be confused with ϕ  in 
Equations (5.17) and (5.18). The former are the fugacity coefficients; the latter are the 
volume fractions of each component in the various phases. V

iφ can be calculated from PR-

EOS.  
 

( ) ( ) ( ) 







+
+









−

−
−−−−=

mV

mV

m

iim
mVV

m

iV
i BZ

BZ
b
b

B
A

BZZ
b
b

1

2

12

ln
2

ln1)ln(
δ
δ

ψ
ψ

δδ
φ

 (5.63) 
 

where bi, Am, Bm, bm, iψ , and ψ  are the parameters for PR-EOS; ZV is the compressibility 

factor for component i in the vapor mixture at system pressure and temperature (calculation 

procedures of these parameters are described in Appendix K); 1δ and 2δ  are equal to 21+  
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and 21− , respectively; and L
iφ  is obtained from Equation (4.33). Equating Equations 

(4.61) and (4.62), and noting VL
iK  = yi/xi, 
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Thus, SL

iK and VL
iK  can be obtained The Rachford-Rice equation for the three-phase problem 

can be solved to obtain the amount of wax, liquid, and vapor formed and the composition of 
each stream. But again, the problem is the same as that for the calculation of both SL

iK and 
VL
iK : xi, yi, and si should be known. For the first iteration, however, they are not known.  

 
5.8 Development of Algorithm 

5.8.1 Two-Phase Flash Calculations 

To determine the amount of wax formed and the amount of wax precipitated, flash 
calculations have to be performed first. The Rachford-Rice equation needs to be solved for 
this purpose. For two-phase flash calculations, the Rachford-Rice equation is expressed as 
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 (5.65) 
In Equation (5.65), S/F is the value that one is interested in determining, as it represents the 
amount of wax precipitated. Oil may contain up to 200 components; therefore, a direct 
solution to Equation (5.65) is very difficult. A numerical method has to be used to solve the 
equation. SL

iK  has to be calculated from either Won’s model or Pedersen’s model, but these 

models require the compositions of the solid and liquid phases. Since the compositions of 
solid and liquid streams are unknown, the values of SL

iK  have to be guessed in order to find 

S/F and the compositions of each stream. The compositions, then, should be used to find the 
correct values of SL

iK  from Won’s or Pedersen’s model. This will be explained in detail in 

the next section. For this section, it is assumed that the correct-guess values of SL
iK  are 

available. 
 
For solving Equation (5.65), Newton’s method is used. The initial guess value of S/F is 
needed. Due to the large number of components involved and the non-linearity of the 
equation, the nature of flash calculation is such that the convergence of the solution depends 
largely on the initial guess value of S/F. Therefore, Riazi (2005) suggested the following 
formula to calculate the initial guess value of S/F: 
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The value of (S/F) initial is substituted then in Equation (5.65) to calculate the value of
)/( FSf . If it is smaller than a preset tolerance criterion (ε ), then the value of S/F is the 

correct one. For this study, a tolerance criterion of 10-10 was used. If the value of )/( FSf is 
larger than ε , then the new value of (S/F) is determined by Newton’s method: 
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where )/( FSf ′ is the first-order derivative of )/( FSf  with respect to (S/F). It is obtained 
as 
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Therefore, the procedure to solve the Rachford-Rice equation for a two-phase flash problem 
is given below. 
 

1. The feed composition (zi), initial guess values of SL
iK , pressure (P) and temperature 

(T) are known. 
 

2. Find out the initial guess value of (S/F), (S/F) initial
, from Equation (5.66). 

 
3. Substitute (S/F) initial

 in Equation (5.1) to evaluate )/( FSf . 
 

4. If )/( FSf <ε , then the value of (S/F) is correct, and the compositions of solid and 
liquid streams are determined from Equations (5.5) and (5.6). 
 

5. If )/( FSf > ε , then find )/( FSf ′ from Equation (5.8). 
 

6. Calculate the new value of (S/F) from Equation (5.67) and the value obtained from 
step 5.  
 

7. Substitute (S/F) obtained from step 6 in Equation (5.65) to evaluate )/( FSf .  
 

8. Repeat steps 4–7 until the ( )/( FSf <ε ) criterion is satisfied. 
 

9. From the correct value of (S/F), calculate the solid and liquid stream compositions. 
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It should be noted that the correct value of (S/F) is obtained from the assumed values of SL

iK , 

and may not correspond to the actual SL
iK  values. The actual equilibrium ratio values should 

be obtained from Won’s model or Pedersen’s model. The procedure to obtain those values 
will be explained in later sections of this chapter.  
 
5.8.2 Initial Guess Values of SL

iK  

As discussed earlier, to solve the Rachford-Rice equation, the values of SL
iK  are required. 

These values can be obtained from Won’s model or Pedersen’s model, but the models require 
the compositions of liquid and solid streams, which are not known initially; thus SL

iK  values 

have to be guessed. Due to the complex nature of the Rachford-Rice equation, the solution 
will not converge, however, unless proper values of SL

iK  are used. The same problem is 

faced when the Rachford-Rice equation is used for the vapor-liquid flash calculations. For 
the vapor-liquid flash calculations, the initial guess values of equilibrium ratios are obtained 
by Wilson’s co-relation. It is given as 
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where, Pci, Tci, and iω are the critical pressure, critical temperature, and the acentric factor of 

component i, respectively; P and T are the pressure and temperature values at which the flash 
calculations are carried out; and yi and xi represent the mole fractions of component i in the 
vapor and liquid phases, respectively. As the hydrocarbon fraction becomes heavier (i.e., 
when the carbon number of a fraction increases), the tendency of the fraction to go into the 
vapor phase decreases. Therefore, the value of VL

iK  decreases. An exactly opposite behavior 

is observed when solid phase precipitation is considered. The heavier fractions have a higher 
tendency to go into the solid phase; therefore, the value of SL

iK  (which is the ratio of mole 

fractions of component i in the solid and liquid phases) increases. Hence, Mei et al. (1999) 
suggested using the reciprocal of VL

iK  for calculating the initial guess values of SL
iK  as 
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Thus, using the initial guess values of SL
iK , the Rachford-Rice equation can be solved , and 

the composition of solid and liquid phases can be obtained. Using the compositions, the 
correct values of SL

iK  are obtained from Won’s or Pedersen’s model. 
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5.8.3 Two-Phase Flash Calculations Using Won’s Model 

Using the initial guess values of SL
iK , the amount of wax precipitated (S/F) and the 

compositions of solid (si) and liquid streams (xi) can be calculated. The values do not 
correspond to reality, however, as the calculations have no thermodynamic base. Won’s 
model gives the method to calculate the values of SL

iK  using thermodynamics.  

 
An algorithm for estimating the amount of wax precipitated and the compositions of solid 
and liquid phases by Won’s model is developed and described below. 
 

1. The feed composition (zi), pressure (P) and temperature (T) are known. 

2. Find out the initial guess values of SL
iK  using Equation (5.70). Solve the Rachford-

Rice equation using the procedure explained in Section 5.8.1 to find out S/F, si and xi, 
which are compositions of solid and liquid streams, respectively. 

3. Calculate L
iδ  and S

iδ using Equations (5.21) and (5.22) for all components. 

4. Estimate the molar volume of each component in solid ( S
iv ) and liquid phases )( L

iv  

from Equations (5.23) through (5.25). 

5. Find out the volume fractions of each component in solid ( )S
iϕ and liquid phases (

)L
iϕ using Equation (5.18). 

6. Calculateδ , the average solubility parameter of the mixture, for both the liquid and 
solid phases by appropriately putting the volume fraction and the solubility 
parameters of the component phase using Equation (5.17). 

7. Find out f
iT and f

iH∆ , the fusion temperature and the heat of fusion, from Equations 

(5.14) and (5.15) for each component. 

8. Using the terms obtained in the above steps, find out SL
iK  for each component using 

Equation (5.27). 

9. Solve the Rachford-Rice equation using the procedure explained in Section 5.8.1 and 

the newly obtained SL
iK  values, to obtain the solid mole fraction (S/F), the 

compositions of wax (si), and liquid phases (xi). 

10. Repeat steps 3–9, till constant values of the solid mole fraction (S/F) are obtained.  

A program based on the algorithm described above was developed in MATLAB.  
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5.8.4 Two-Phase Flash Calculations Using Pedersen’s Model 

Pedersen’s model gives another method to calculate SL
iK  based on thermodynamics. An 

algorithm of estimating the amount of wax precipitated and the compositions of solid and 
liquid phases based on Pedersen’s model is developed and described below. 
 

1. The feed composition (zi), pressure (P), and temperature (T) values are known. For 

C7+ components, old
iz = zi. 

2. Calculate the density of n-paraffin P
iρ using Equation (5.29) for each C7+ component.  

3. Estimate the wax-forming fraction of each C7+ component ( S
iz ) using Equation (5.28) 

and the values of constants given in Table 5.2. 

4. Calculate the non-wax-forming fraction of each C7+ component ( Sno
iz − ) using 

Equation (5.30) and the values obtained in step 3. The wax-forming fraction and non-
wax-forming fraction are treated as two different components. These components 
form the new feed to the flash vessel. The C7+ components get doubled in this new 
feed due to the division into these fractions. 

5. Obtain initial guess values of SL
iK  using Equation (5.70) for the wax-forming 

fractions. For the non-wax-forming components and components C1–C7, the values of
SL
iK  are assumed to be zero. 

6. Solve the Rachford-Rice equation using the procedure explained in Section 5.8.1 to 
find out S/F, si, and xi, which are the compositions of solid and liquid streams. 

7. The wax-forming and non-wax-forming components are assigned the critical 
properties using Equations (5.43) and (5.44). 

8. Calculate the fugacity of each component in the liquid phase, L
iφ , using Equation 

(5.33) and the procedure explained in Appendix B. 

9. Calculate the liquid phase fugacity of each pure C7+ component, oL
iφ using Equation 

(5.39) and the procedure explained in Appendix B. 

10. The fusion temperature ( f
iT ) and the heat of fusion ( f

iH∆ ) of each pseudo-

component i are obtained from Equations (5.36) and (5.37), respectively. 

11. Knowing all the terms in Equation (4.42), the SL
iK  values are calculated. At higher 

pressures, use Equation (5.46) instead of Equation (5.42). Vi required for the 
calculations is obtained from PR-EOS. 
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12. Again, for the non-wax-forming fractions, SL
iK is assumed to be zero. 

13. Solve the Rachford-Rice equation using the procedure explained in Section 5.8.1 and 

these newly obtained SL
iK  values to find out the solid mole fraction (S/F) and 

compositions of the wax (si) and liquid phases (xi). 

14. Repeat steps 7–13 till constant values of solid mole fraction (S/F) are obtained.  

A program based on the above-described algorithm was developed in MATLAB.  
 
5.8.5 Three-Phase Flash Calculations 

At higher pressures, the vapor phase also enters the picture. For finding the amount of wax 
and vapor phases formed and the composition of wax, vapor, and liquid streams, the 
Rachford-Rice equation modified for three phases has to be solved as described in Section 
5.4. 
 
The Rachford-Rice equation for the three-phase flash calculation is 
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In Equations (5.71) and (5.72), the values of (V/F) and (S/F) are unknown and are our area of 

interest, as (S/F) represents the mole fraction of wax formed. The values of SL
iK and VL

iK are 

determined from the model explained in Section 5.5. The model requires the composition of 

each stream and it is not known initially. Therefore, the initial values of SL
iK and VL

iK have to 

be guessed. The initial guess values of SL
iK and VL

iK can be estimated from Equations (5.69) 

and (5.70). From Equation (5.72), it can be seen that these equations are simultaneous, non-
linear equations. Also, as many components are involved, a direct solution for this problem is 
not possible. Therefore, the multivariate Newton’s method is applied for finding out the 
values of S/F and V/F (King, 1971). 
 
The methods for estimating initial guesses for the multivariate Newton’s method are very 
complicated and were not used. The program for solving the Rachford-Rice equation was 
written. The initial values of (V/F) were assumed to be in the range of 0.85–0.90, whereas 
values (S/F) were assumed to be in the range of 0.01–0.05, none of which introduced any 
convergence problems for the data sets used in this study. These values are substituted in 
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Equations (5.71) and (5.72), and the values of 







F
S

F
Vf SL , and 








F
S

F
Vf VL ,  were calculated. 

If these values are smaller than a preset tolerance criterion (ε ), then the values of (S/F) and 
(V/F) are correct. For the current study, a tolerance criterion of 10-5 was used. If the values 
are larger thanε , then the new values of (S/F) and (V/F) are determined by the multivariate 
Newton’s method as 
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where j indicates the iteration number. 
j

VL

FS
f

)/(∂
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and 
j

VL

FV
f

)/(∂
∂

 are the values of the partial 

derivatives of 







F
S

F
Vf VL ,  when differentiated with respect to (S/F) and (V/F), respectively, 

while keeping other variables constant, and evaluated by substituting values of (S/F) and 
(V/F) in the jth iteration. Those partial derivatives are expressed as 
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Similarly, 
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when differentiated with respect to (S/F) and (V/F), respectively, while keeping other 
variables constant, and evaluated by substituting values of (S/F) and (V/F) in the jth iteration. 
Those partial derivatives are expressed as 
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Therefore, the procedure to solve the Rachford-Rice equation for the three-phase flash 
problem can be summarized as follows: 
 

1. The feed composition (zi), initial guess values of SL
iK and VL

iK , pressure (P), and 

temperature (T) are known. 

2. Use the initial guesses of (S/F) and (V/F) in the range mentioned earlier. 

3. Calculate the values of SLf and VLf from Equations (5.71) and (5.72). 

4. If SLf <ε  and ε<VLf , then the values of (S/F) and (V/F) are correct, and the 
compositions of vapor, solid, and liquid streams are determined from Equations 
(5.52) through (5.54). 

5. If SLf >ε  or ε>VLf , then calculate the values of 
)/( FS

f SL

∂
∂  and 

)/( FV
f SL

∂
∂ from 

Equations (5.77) and (5.78). Also, calculate the values of 
)/( FS

f VL

∂
∂  and 

)/( FV
f VL

∂
∂  from 

Equations (5.75) and (5.76). 

6. Obtain the new values of (V/F) and (S/F) from Equations (5.73) and (5.74) using the 
values obtained in step 3 and 5.  

7. Substitute the new values of (V/F) and (S/F) obtained from step 6 into Equations 
(5.71) and (5.72). 
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8. Repeat steps 4–7 until the ( SLf <ε  and ε<VLf ) criterion is satisfied. 

9. From the correct values of (V/F) and (S/F), calculate the vapor, liquid, and solid 
stream compositions. 

It should be noted, that the correct values of (V/F) and (S/F) are obtained from the assumed 

values of VL
iK and SL

iK ; thus, they may not correspond to the actual equilibrium ratio values. 

These equilibrium ratio values should be obtained from Won’s model for three-phase flash 
calculations. 

5.8.6 Three-Phase Equilibrium Calculations 

Won’s model gives a method to calculate SL
iK  and VL

iK  based on thermodynamics. An 

algorithm for estimating the amount of wax precipitated and the compositions of vapor, 
liquid, and solid phases based on Won’s three-phase model is developed and described 
below. 
 

1. The feed composition (zi), pressure (P), and temperature (T) are known. 

2. Find out the initial guess values of SL
iK and VL

iK  from Equations (5.69) and (5.70). 

Solve the Rachford-Rice equation using the procedure explained in Section 5.5 to 
obtain (S/F) and (V/F) and yi, si, and xi, which are the compositions of vapor, solid, 
and liquid streams from Equations (5.52) through (5.54). 

3. For calculation of SL
iK  

a. Calculate L
iδ  and S

iδ using Equations (5.21) and (5.22) for all the 

components. 

b. Estimate the molar volume of each component in the solid ( S
iv ) and liquid 

phases )( L
iv  from Equations (5.23) through (5.25). 

c. Determine the volume fractions of each component in the solid ( )S
iϕ and 

liquid phase ( )L
iϕ using Equation (5.18). 

d. Calculate δ , the average solubility parameter of the mixture, for both liquid 
and solid phases by appropriately substituting the volume fraction and 
solubility parameters of each component using Equation (5.17). 

e. Find out f
iT and f

iH∆ , the fusion temperature and the heat of fusion, from 

Equations (5.14) and (5.15) for each component. 
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f. Using the terms obtained in the above steps, find out the SL
iK values for each 

component using Equation (5.27). 

4. For calculation of VL
iK  

a. Calculate the fugacity of each component in the liquid phase, L
iφ , using 

Equation (5.33) and the procedure explained in Appendix B. 

b. Calculate the fugacity of each component in vapor phase, V
iφ , using Equation 

(5.63) and the procedure explained in Appendix B. 

c. Using the terms obtained in the above steps, estimate VL
iK  for each 

component using Equation (5.64). 

5. Solve the Rachford-Rice equation using the procedure explained in Section 5.5 and 

the newly obtained SL
iK  and VL

iK  values to calculate the solid mole fraction (S/F), the 

vapor mole fraction (V/F), and the compositions of vapor (yi), wax (si), and liquid 
phases (xi) from Equations (5.52) through (5.54). 

6. Repeat steps 3–5, till the constant values solid (S/F) and vapor mole fractions (V/F) 
are obtained.  

This algorithm allows us to predict the amount of wax precipitated and the amount of vapor 
phase formed at a given pressure and temperature. A program based on the algorithm 
described above was developed. 
 
5.9 Predictions and Comparisons  

5.9.1 Predictions from Won’s model 

Dauphin et al. (1999) published data for wax precipitation from the liquid phase, which have 
become the standard for testing wax precipitation models. Table 5.3 gives the composition of 
a system used by Dauphin et al.  
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Table 5.3. Composition of oil System A 

Component Mole 
fraction 

 
C10 0.80065 

C18 0.029981 

C19 0.025723 

C20 0.022065 

C21 0.018946 

C22 0.016246 

C23 0.013939 

C24 0.01196 

C25 0.01026 

C26 0.008812 

C27 0.007555 

C28 0.006513 

C29 0.005561 

C30 0.004769 

C31 0.004101 

C32 0.00351 

C33 0.003024 

C34 0.002589 

C35 0.001889 

C36 0.001904 

 

The composition in Table 5.3 was used as feed composition (zi). Flash calculations were 
carried out using the procedure explained in Section 5.8.1. Won’s model was used to predict 

SL
iK  values. Flash calculations were repeated until constant values of the solid mole fractions 

were obtained. The calculation procedure is explained in detail in Section 5.3. Next, the solid 
mole fraction was converted into the weight percent. Figure 5.7 presents a comparison of the 
results obtained from Won’s model with the experimental data.  
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Figure 5.7. Percent of wax precipitated as a function of temperature for System A. 

 
It can be seen from Figure 5.7 that as the temperature is reduced the amount of wax 
precipitated increases. This is consistent with experimental observation. It can also be seen 
that Won’s model overestimates the amount of wax precipitated at a given temperature, but 
the wax appearance temperature (WAT) prediction is close to the experimental value. The 
WAT of System A was found from the experiments to be 308.75 K. As the WAT is the 
temperature at which wax starts precipitating, it can be taken as the temperature at which the 
curve for 0% of wax precipitation meets the temperature line. It is estimated as 308.90 K 
from Won’s model, so the prediction is quite close.  
 
The predictions from Won’s model were compared with commercial computer software to 
learn the difference in predictions. The composition of System A was used as a feed to 
Computer Modeling Group’s PVT simulator WINPROP®, but the program failed to execute 
for the given composition. Therefore, the same composition was used in PVTPROP’s 
Protroleum® software for the predictions. The comparison is shown in Figure 5.8. 
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Figure 5.8: Percent of wax precipitated as a function of temperature for System A 
(comparison with other software). 

 
It can be seen that predictions from the Protroleum®’s wax module show a different behavior. 
At higher temperatures, the predictions are lower than the experimental values, whereas the 
predictions are significantly higher at lower temperatures. Protroleum® uses the polymer 
solution theory model (Zhou et al., 1995). The WAT predicted using Protroleum® is around 
304.55 K, so the WAT prediction is better using Won’s model than using that by 
Protroleum® software. 
 
The reason why Won’s model overestimates the amount of wax precipitated can be attributed 
to the use of melting properties of n-paraffins to the whole carbon number fraction. This 
essentially means that all the components in a single carbon number fraction are n-paraffins 
and can precipitate as wax. This is not actually the case. Pedersen (1995) has mentioned that 
stable oil contains around 15% paraffinic compounds. Therefore, the amount of wax 
precipitated is generally higher for Won’s model. 
 
Won’s model was tested for another mixture, System B. The composition of System B is 
shown in Table 5.4. 
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Table 5.4. Composition of System B 

Component Mole fraction 

C10 0.800033 

C18 0.033915 

C19 0.029102 

C20 0.024961 

C21 0.021427 

C22 0.018372 

C23 0.015766 

C24 0.013528 

C25 0.011604 

C26 0 

C27 0 

C28 0 

C29 0.006288 

C30 0.005405 

C31 0.004631 

C32 0.003972 

C33 0.003411 

C34 0.002922 

C35 0.002508 

C36 0.002153 

 

The composition for System B was used in the program for Won’s model to predict the 
percent of wax deposited as a function of temperature. As expected, as the temperature is 
reduced more and more, wax starts precipitating. Figure 5.9 gives the comparison of results 
obtained from the model and experimental data. Also, the predictions are compared with 
Protroleum®’s wax module. Again, CMG’s Winprop® failed to execute for the given 
composition. 
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Figure 5.9: Percent of wax precipitated as a function of temperature for System B. 

 

From Figure 5.9, it can be seen that the predictions from Won’s model are higher than the 
experimental values. Protroleum® gives better results, but overestimates at lower 
temperatures. The WAT predicted from Won’s model is 310.42 K, while that from 
Protroleum® is 305.1 K. The experimental value of WAT for System B is 309.65 K. Hence, 
the WAT predicted from Won’s model is closer than that from Protroleum®. The reason for 
the overestimation of wax precipitated is the same as described earlier. 
 
The model was tested for the third sample, System C. The composition of the sample given 
in Table 5.5 was used as feed composition. The amount of wax precipitated as a function of 
temperature was predicted using Won’s model and Protroleum® software. The results are 
compared with the experimental data in Figure 5.10. 
 
From Figure 5.10, it can be seen that, again, Won’s model predicts higher wax precipitation 
than the experimental values. Also, the predictions from the Protroleum® software are higher 
at lower temperatures. The WAT predicted from Won’s model and Protroleum® are 311.2 K 
and 304.75 K, respectively. The experimental value of WAT is 310.37 K. As observed in 
earlier cases, the WAT predictions from Won’s model are much closer to the experimental 
values. 
  

Wax precipitation as function of temperature

0

5

10

15
20

25

30

35

40

260 270 280 290 300 310 320

Temperature (K)

%
 W

ax
 p

re
ci

pi
ta

te
d

Exp data (Dauphin et al 1999) Won's model Protroleum



148 
 

Table 5.5. Composition of System C 

 Component Mole fraction 
C10 0.800033 
C18 0.037241 
C19 0.031958 
C20 0.027418 
C21 0.023527 
C22 0.020185 
C23 0.017317 
C24 0.014858 
C25 0 
C26 0 
C27 0 
C28 0 
C29 0 
C30 0.00593 
C31 0.005086 
C32 0.00437 
C33 0.003745 
C34 0.003209 
C35 0.002754 
C36 0.002368 

 

 

Figure 5.10: Percent of wax precipitated as a function of temperature for System C. 
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A summary of the WAT predictions is given in Table 5.6.  
 

Table 5.6. Summary of WAT predictions 

 System A System B System C 
WAT experimental (K) 308.75 309.65 310.37 

WAT from Won’s model (K) 308.9 310.42 311.2 

WAT from Protroleum (K) 304.55 305.1 304.75 

Average Absolute Deviation (K) 0.15 0.77 0.83 

 

From Table 5.6 it can be seen that the average absolute deviation for the WAT prediction is 
very low. Won’s model predicts WAT reasonably, even though it overestimates the amount 
of wax precipitated. Therefore, Won’s model is still used in industry.  
 
From System A to System C, the composition changes in that the mole fractions of 
intermediate components are lowered. The melting properties assigned by Won’s model are 
such that heavier components have a higher tendency of going into wax phase. Therefore, the 
heavier components will have larger mole fractions in the wax phase. As the composition 
changes from System A to C, the volume fraction of heavier components also increases in the 
solid phase; thus equilibrium ratio values become higher for System C than those for System 
A at the same temperature. Hence, the amount of wax precipitated becomes higher at a given 
temperature for System C, and the WAT also increases accordingly. The same trend is 
observed here. 
 
Even though solid-liquid equilibrium data given by Dauphin et al. (1999) are considered 
standard for wax models, Won’s model is checked with a real reservoir fluid system. The 
composition of oil used is given in Table 5.7. The composition given is only up to C30+ 
components. Generally, wax-forming components are within the range of C15–C50. Therefore, 
to study the actual behavior, the C30+ components need to be split to C80 using any plus-factor 
characterization scheme. The model then becomes calculation intensive due to the large 
number of components involved and due to the complex nature of flash calculations. It is 
advised that the characterized components should be lumped together to a suitable number of 
components to simulate the process. Pedersen’s lumping scheme was used. The composition 
after lumping is given in Table 5.8, as given by Pedersen et al. (1991). 
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Table 5.7. Composition of Oil 1 (Pedersen et al., 1991) 

Component Mol % Mol wt Density 

C1 1.139 16.043 0.3 

C2 0.507 30.07 0.356 

C3 0.481 44.097 0.507 

i-C4 0.563 58.124 0.563 

C4 0.634 58.124 0.584 

i-C5 1.113 72.151 0.625 

C5 0.515 72.151 0.631 

C6 2.003 86 0.69 

C7 5.478 90.9 0.749 

C8 8.756 105 0.768 

C9 7.222 117.7 0.793 

C10 5.414 132 0.808 

C11 5.323 148 0.815 

C12 4.571 159 0.836 

C13 5.289 172 0.85 

C14 4.72 185 0.861 

C15 4.445 197 0.873 

C16 3.559 209 0.882 

C17 3.642 227 0.873 

C18 3.104 243 0.875 

C19 2.717 254 0.885 

C20 2.597 262 0.903 

C21 1.936 281 0.898 

C22 2.039 293 0.899 

C23 1.661 307 0.899 

C24 1.616 320 0.9 

C25 1.421 333 0.905 

C26 1.233 346 0.907 

C27 1.426 361 0.911 

C28 1.343 374 0.915 

C29 1.3 381 0.92 

C30+ 13.334 624 0.953 
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Table 5.8. Composition after lumping 

Component Mole % Mole wt 
C1 1.128 16 
C2 0.502 30.1 
C3 0.476 44.1 
i-C4 0.557 58.1 
C4 628 58.1 
i-C5 1.102 72.1 
C5 0.51 72.1 
C6 1.983 86.2 
C7 5.424 90.9 
C8 8.669 105 

C9-C10 7.15 117.7 
C11-C13 20.392 152.4 
C14-C15 9.074 190.8 
C16-C19 10.206 225.6 
C20-C23 9.197 270.4 
C24-C28 7.284 331.9 
C29-C37 5.266 406.9 
C38-C48 4.644 529 
C49-C65 3.344 685.9 

C65+ 2.465 921 
 
Using the composition given in Table 5.7 as feed, the results obtained from Won’s model are 
shown in Figure 5.8. 
 

 

Figure 5.11: Percent of wax precipitated as a function of temperature for Oil 1. 
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From Figure 5.11, it can be seen that, as in earlier cases, Won’s model over-predicts the 
amount of wax precipitated. The WAT determined experimentally is 304.16 K, while that 
from Won’s model is 310.68 K. There is a deviation of about 6.52 K. This can also be 
attributed to the assigning of melting properties of n-parafffins to all components in a single 
carbon number fraction. 
 
5.9.2 Predictions from Pedersen’s Model 

Pedersen’s model assumption distinguishes between n-paraffinic compounds and other 
components in hydrocarbon families. This scenario is much closer to reality. 
  
Pedersen’s model was tested against the solid-liquid experimental data published by Dauphin 
et al. (1999), as it has become the standard for wax modeling. The composition given in 
Table 5.3 was used as the feed composition for the flash calculations. The procedure 
explained in Section 5.8.4 was used to predict the amount of wax precipitated at a given 
temperature. The predictions are compared with experimental data, as well as with the 
predictions obtained from Won’s model. The results are shown in Figure 5.12. 
 

 

Figure 5.12: Percent of wax precipitated as a function of temperature for System A. 
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Pedersen’s model are much closer to the experimental values than those from Won’s model. 
This can be attributed to the concept of distinguishing between n-paraffins and other 
components of carbon fraction. In Won’s model, the assignment of melting properties of n-
paraffins to whole carbon fraction means that the whole carbon fraction is n-paraffinic and 
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separates n-paraffins from other components with the distribution explained in Equation 
(5.28). A, B, and C are the constants which are obtained by tuning them with experimental 
data. For tuning, the Levenberg-Marquardt optimization routine in MATLAB was used. It 
uses the least-squares method to fit the data. Optimum values obtained are shown in Table 
5.9. 
 

Table 5.9. Optimum values of A, B, and C in Equation (5.28) 

A 0.5903 
B 5.70*10-4 
C 0.1354 
  
  

The WAT obtained from Pedersen’s model is 314.6 K, whereas that from Won’s model is 
308.90 K. The experimental value of the WAT of 308.75 K is close to the prediction from 
Won’s model. This error can be attributed to the assumption of ideality in a solid phase. The 
experimental data has indicated that the solid phase generally behaves as a non-ideal 
solution.  
 
The model is tested with another data set from Dauphin’s data. The composition is given in 
Table 5.4. The composition of System B was used as composition of feed stream to flash 
vessel. The A, B, and C values are the values obtained by optimizing the data for all the 
samples; therefore A, B, and C, given in Table 5.9, were used. Predictions from Pedersen’s 
model are given in Figure 5.13 as a function of temperature. The results are compared with 
the experimental data as well as the predictions from Won’s model. 
 
From Figure 5.13, it can be seen that, again, the predictions for the amount of wax 
precipitated from Pedersen’s model are closer to the experimental values than those from 
Won’s model. The reason is the same as that in the earlier case. The WAT predicted from 
Pedersen’s model is 315.2 K, while that from experiments is 309.65 K. The prediction from 
Won’s model (310.4 K) is closer to the experimental value.  
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Figure 5.13: Percent of wax precipitated as a function of temperature for System B. 

 
Pedersen’s model was tested against another sample data from Dauphin. The composition is 
given in Table 5.5. The values for A, B, and C, given in Table 5.9, were used in the 
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and predictions from Won’s model in Figure 5.14. The trend is similar to those seen in earlier 
cases. The predictions from Pedersen’s model are closer to experimental data than those from 
Won’s model. This is due to the splitting of a carbon fraction into the wax-forming and non-
wax-forming parts. Yet again, the WAT predicted for System C using Pedersen’s model is 
315.6 K. It is considerably different from the experimental value of 310.37 K. The prediction 
of Won’s model is much closer. This deviation can be attributed to the assumption of the 
solid phase behaving as an ideal solution. 
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Figure 5.14: Percent of wax precipitated as a function of temperature for System C. 

 
The model also was checked for real reservoir fluid. For this, the composition of oil given in 
Table 5.7 was used as the feed composition. As seen earlier, the composition up to C30 is not 
sufficient to describe the behavior of wax; therefore, the C30+ fraction needs to be split into 
higher carbon number fractions. As the number of components increase, however, the flash 
calculations become very unstable. Therefore, to get the actual description and to reduce the 
number of components; the components are lumped together using Pedersen’s scheme. The 
composition after lumping is shown in Table 5.8.  
 
The results obtained from the model are shown in Figure 5.15. These results were compared 
with the experimental data and were compared with the predictions from Won’s model. It 
can be seen that the predictions from Pedersen’s model are lower than those from Won’s 
model and are closer to the experimental values. This is due to the splitting of carbon fraction 
into wax-forming and non-wax-forming components, but the WAT predicted from 
Pedersen’s model is 311.2 K and that from Won’s model is 310.68 K, while the experimental 
value is 304.68 K. Again, the WAT prediction is closer with Won’s model. This can be 
attributed to the assumption of the solid behaving as an ideal solution, as it is not what is 
expected in reality. 
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Figure 5.15: Percent of wax precipitated as a function of temperature for Oil 1. 
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As discussed earlier, at higher pressures the vapor phase will enter the picture. For this 
condition, the three-phase flash calculations need to be performed. Sections 4.4 and 4.5 
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Table 5.10. Composition of oil used for three-phase calculations (Won, 1986) 

Component Mole % Component Mole % 

CO2 9.16 C21 0.037 

C1 68.8 C22 0.031 

C2 8.43 C23 0.026 

C3 5.11 C24 0.022 

C4 5.11 C25 0.018 

C5 1.05 C26 0.015 

C6 0.63 C27 0.012 

C7 0.83 C28 0.01 

C8 0.95 C29 0.0086 

C9 0.52 C30 0.0071 

C10 0.26 C31 0.0059 

C11 0.2 C32 0.0049 

C12 0.17 C33 0.0041 

C13 0.16 C34 0.0034 

C14 0.15 C35 0.0028 

C15 0.11 C36 0.0024 

C16 0.086 C37 0.002 

C17 0.078 C38 0.0016 

C18 0.068 C39 0.0014 

C19 0.054 C40 0.0011 

C20 0.045   

 

 

 

Figure 5.16: Three-phase equilibrium calculations. 
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5.9.4 Summary of Comparisons 

• Won’s model overestimates the amount of wax precipitated at a given temperature, 
but the WAT predicted by Won’s model are in agreement with the experimental 
data.  

• The reason for overestimation of wax precipitated is the model’s inability to 
distinguish between wax-forming and non-wax-forming components.  

• Predictions from Pedersen’s model for the amount of wax formed are lower than 
those from Won’s model and closer to the experimental values. This is due to the 
model’s ability to distinguish between n-paraffinic (wax-forming components) and 
other components in carbon fraction (non-wax-forming components). 

• The WAT predicted by Pedersen’s model are much higher than those by Won’s 
model. This can be attributed to the assumption in Pedersen’s model that the solid 
phase behaves as an ideal solution, as it is contradictory to the experimental 
observation. 

5.10 Modification of Won’s Model 

There is growing evidence which suggests that only compounds with long n-alkyl chains 
form a wax phase. These components with long n-alkyl changes are also known as n-
paraffins (Coutinho et al., 2001). The other components present in oil, such as branched 
paraffins and naphthenes, generally do not enter into the wax phase. As explained earlier, it is 
very difficult to distinguish between n-paraffins and other components experimentally, as it 
requires a huge amount of work on the experimental part and, thus, is not generally done. 
Pedersen (1995), as explained earlier, devised an easy numerical model to distinguish 
between wax-forming and non-wax-forming components. In the proposed modification of 
Won’s model, this concept of splitting a carbon fraction into the wax-forming and non-wax-
forming components is used.  
 
Also, most mixtures behave non-ideally in the solution (Prausnitz, 1969). Therefore, the 
assumption of the solid phase behaving ideally does not really depict the actual scenario. For 
that reason, the assumption of the solid phase behaving non-ideally, which was made in 
Won’s model, is retained in this modification. 
 
The melting properties given in Won’s model were actually for n-paraffins, but were used for 
the whole fraction of a pseudo-component. In this modification, there will be a distinction 
between the wax-forming and non-wax-forming components. The melting properties will 
only be assigned to wax-forming components. Non-wax-forming components will not be 
present in the solid phase and will contribute only in the liquid phase. 
 
The presence of C1–C7 components in the wax phase is rare. If they are present, it is often 
argued that during experiments these components get trapped in the wax phase and are not 
actually present in the wax phase as solids. In this modification, therefore, it is assumed that 
only C7+ components can form wax. 
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5.10.1 Assumptions of Modified Model 

• The solid phase is a single, homogeneous solution, which is in equilibrium with the liquid 
solution. 

• The solid phase is assumed to be behaving non-ideally. 

• Only C7+ components can form wax. 

• Only part of a pseudo-component can potentially enter into the wax phase. 

• The heat capacity change of fusion is assumed to be negligible. 

• The equilibrium ratio, SL
iK , the ratio between mole fraction of component i in solid phase 

and liquid phase, is assumed to be zero for non-wax-forming parts of all pseudo-
components. 

5.10.2 Modified Won’s Model 

According to the modified Won’s model, the mole fraction of the potentially wax-forming 

component, S
iz , of a pseudo-component i, having a total mole fraction old

iz , is given by: 
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where Mi is the molecular weight of pseudo-component i, iρ is the density of the pseudo- 

component at standard conditions, and P
iρ is the density of n-paraffin with molecular weight 

Mi at atmospheric pressure and 15°C. P
iρ  can be obtained from 

 

i
p
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The values of A, B, and C are constants, which are determined from the predictions tuning 

with the experimental data. The non-wax-forming part ( Sno
iz − ) can be obtained from 
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 (5.81) 
 

From the above equations, all C7+ components are split into two parts: a wax-forming part  

( S
iz ) and a non-wax-forming part ( Sno

iz − ). These two parts are treated as two different 

components. Therefore, the number of components are doubled from C7+ onwards. The non-
wax-forming part does not come into the picture when the solid phase is being considered, 
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but the wax-forming part is in all calculations corresponding to the liquid phase, as it is a 
component that may potentially enter into wax phase.  
 
The thermodynamic criterion is the same in Won’s model, which is at equilibrium with the 
fugacity of component i in the solid phase (wax phase) and should be equal to the fugacity of 
the same component in the liquid phase (oil phase). Therefore, 
 

S
i

L
i ff =  (5.82) 

 
where L

if  = fugacity of component i in the liquid-phase mixture, and S
if  = fugacity of 

component i in the solid-phase mixture. 
 
The liquid phase fugacity of component i in the mixture can be expressed as 
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where L
iγ  is the activity coefficient of component i in liquid phase, xi is the mole fraction of 

component i in the liquid-phase mixture, and oL
if  is the standard state fugacity of component 

i in liquid phase. It can also be described as the liquid phase fugacity of component i in its 
pure form. 
 
The solid phase fugacity of component i in the mixture can be expressed as  
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where S
iγ  is the activity coefficient of component i in solid phase, si is the mole fraction of 

component i in solid phase, and oS
if  is the solid phase fugacity of component i in its pure 

form. 
 
From Equations (5.82), (5.83), and (5.84), 
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As SL
iK = si / xi, rearranging Equation (5.85), 
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Currently, there is no EOS that can describe the volumetric behavior of a solid. As explained 
in Appendix A, however, by relating the chemical potential of the solid phase to that of the 

liquid phase, the ratio of oL
if  to oS

if  can be expressed as 
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where fT , fH∆ , PC∆ , and V∆ are fusion temperature, heat of fusion, heat capacity change 
during fusion, and volume change of fusion, respectively; and P and T are the pressure and 
temperature, respectively at which flashing is being carried out. Therefore, from Equations 
(5.85) and (5.86), 
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Co-relations given by Won were used to calculate the heat of fusion ( fH∆ ) and temperature 
of fusion ( fT ) of the wax-forming components as  
 

f
ii

f
i TMWH ⋅⋅=∆ 1426.0  (5.89) 

 

where MWi is the molecular weight of the component, and f
iT  can be obtained from 
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As explained in Section 5.1, the second term is assumed to be zero. Ronningsen et al. (1997) 
suggested that volume change during solidification should be taken as -10% of the molar 
volume of the pseudo-component i in a liquid phase. Pref is taken as 14.7 psia, as the melting 
properties are generally available at atmospheric pressure. The molar volume of a component 
in liquid phase can be obtained from Won (1986): 
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and therefore, the molar volume of component i solid is obtained by L
i

S
i vv *9.0= . 

 
The solid phase is assumed to be a non-ideal mixture. Hence, the ratio of activity coefficients 
cannot be equated to 1. Similar to Won’s model (1986), the use of Regular Solution Theory 
to estimate the ratio of activity coefficients (for both liquid and solid phases) yields 
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where iv is the molar volume, iδ is the solubility parameter, and δ is the average solubility 

parameter of the mixture. The average solubility parameter can be estimated as 
 

∑= iiδϕδ  (5.94) 

 

where iϕ is the volume fraction of component i, and it can be obtained for both liquid and 

solid phases from the following relationships: 
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The molar volumes for solid and liquid phases are obtained from Equations (5.91) and (5.92). 
The solubility parameters for the components in the liquid and solid phases are obtained by 
co-relations given by Pedersen et al. (1991): 
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where, CN is the carbon number of the component, and a1 and a2 are equal to 0.5914 
(cal/cm3)0.5 and 5.763 (cal/cm3)0.5, respectively.  
 
Thus from Equations (5.91–5.92) and (5.94–5.95), all of the parameters required in Equation 
(5.93) can be obtained, and the activity coefficients for both liquid and solid phases can be 
calculated. Applying Equation (5.93) to both liquid and solid phases, the ratio of activity 
coefficients can be expressed as  
 

( )



 −−−= 22 )()(exp SiLi

i
S
i

L
i

RT
v

δδδδ
γ
γ

 (5.98) 
 

From Equation (5.88) and (5.98) and from neglecting the change in heat capacity after 

solidification, SL
iK  can be expressed as 
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After obtaining SL
iK  values, the Rachford-Rice equation can be used to find the amount of 

wax precipitated at any given condition. The material balance equations remain the same as 
explained in Section 5.1. The detailed procedure is explained in the next section. 
 
5.10.3 Procedure for Using Modified Won’s Model 

1. The feed composition (zi), pressure (P), and temperature (T) are known initially. For 

C7+ components, old
iz  = zi. 

2. Estimate the density of n-paraffin , P
iρ , using Equation (5.29) for each C7+ 

component.  

3. Obtain the wax-forming fraction of each C7+ component ( S
iz ) using Equation (5.79). 

4. Calculate the non-wax-forming fraction of each C7+ component ( Sno
iz − ) using 

Equation (5.81) and the values obtained in step 3. From here on, the wax-forming 
fraction and non-wax-forming fraction are treated as two different components. These 
components now form the new feed to the flash vessel. The C7+ components get 
doubled in this new feed due to the division into these fractions. 

5. Determine the initial guess values of SL
iK  using Equation (5.70) for the wax-forming 

fractions. For the non-wax-forming components and components C1–C7, 
SL
iK  values 

are taken to be zero. 

6. Solve the Rachford-Rice equation by using the procedure explained in Section 5.1 to 
find out S/F, si, and xi, which are the compositions of solid and liquid streams. Due to 
the assumption made in step 5, the liquid stream will contain C1–C7, the non-wax-
forming part of the pseudo-component and a fraction of the potentially wax-forming 
part of the pseudo-component. The solid stream will only contain the wax-forming 
part of pseudo-components. 

7. Calculate L
iδ  and S

iδ using Equations (5.96) and (5.97) for all of the components. 

8. Estimate the molar volume of each component in the solid ( S
iv ) and liquid phases 

)( L
iv  from Equations (5.91)–(5.92). 

9. Determine the volume fractions of each component in the solid ( )S
iϕ and liquid phase 

( )L
iϕ using Equation (5.95). 

10. Calculate δ , the average solubility parameter of the mixture, for both liquid and solid 
phases by appropriately substituting the volume fraction and solubility parameters of 
each phase in Equation (5.94). 
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11. Determine f
iT  and f

iH∆ , the fusion temperatures and heat of fusion, from Equations 

(5.14) and (5.15) for each component. 

12. Using the terms obtained in the above steps, find out SL
iK  for each component using 

Equation (5.88).  Again, SL
iK  for the non-wax-forming fraction of component and 

C1–C7 are taken as zero. 

13. Solve the Rachford-Rice equation by using the procedure explained in Section 5.1 

and using these newly obtained SL
iK  values to determine the solid mole fraction 

(S/F), the compositions of wax (si), and liquid phases (xi). 

14. Repeat steps 3–13, until constant values of the solid mole fraction (S/F) are obtained.  

A program based on the algorithm described above was developed in MATLAB. The results 
obtained are presented in the next section. 
 
5.10.4 Results and Discussion 

The modified Won’s model distinguishes between the wax-forming and non-wax-forming 
components of a hydrocarbon pseudo-component. The solid phase is assumed to be a non-
ideal solution. The Regular Solution Theory is used to describe the non-ideality of both 
phases.  
 
A program was developed in MATLAB using the procedure explained in Section 5.10.3, and 
the model was tested against the data published by Dauphin et al., (1999).  
 
Table 5.3 gives the composition used as the feed composition for flash calculations. The 
program was run for various temperatures to find out the amount of wax precipitated at those 
conditions. Results from the program are shown and compared with the experimental data in 
Figure 5.17. 
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Figure 5.17: Percent of wax precipitated as a function of temperature for System A. 

 

From Figure 5.17, it can be seen that the predictions from the modified Won’s model are 
within reasonable accuracy. The general trend is also captured properly. The WAT predicted 
from the modified model is 306.2 K, whereas that which was experimentally determined is 
308.75 K.  
 
Figure 5.18 shows the comparison of predictions from the modified model versus predictions 
from the other models.  

Wax precipitation as function of temperature

0

10

20

30

40

50

260 270 280 290 300 310 320

Temperature (K)

%
 W

ax
 p

re
ci

pi
ta

te
d

Exp data (Dauphin et al 1999) Modified Won



166 
 

 

Figure 5.18: Percent of wax precipitated as a function of temperature for System A. 

 
From Figure 5.18, it can be seen that the predictions from the modified Won’s model are 
much closer to the experimental data than those from other models. But the WAT predicted 
from the original Won’s model is much closer to the experimental value than the modified 
Won’s model or Pedersen’s model. It should be noted that the modified Won’s model has 
tunable parameters A, B, and C, which can be tuned to match the experimental data. Also, it 
should be understood that Pedersen’s model has these tunable parameters, but Pedersen’s 
model is very calculation intensive, and due to the complex nature of flash calculations, 
convergence is not always achieved. Thus, tuning is much more difficult in the case of 
Pedersen’s model.  
 
In the current study, emphasis was given to match the amount of wax precipitated at various 
temperatures. The values of A, B, and C were obtained to be 0.15, 0, and 0, respectively. 
Deviation in the WAT prediction is within the acceptable range, as other models in the 
literature have reported deviations of up to 15°C. Predictions are better for the modified 
model compared to Won’s model because the modified model distinguishes between n-
paraffinic components and other components of hydrocarbon fraction. The melting properties 
of n-paraffins are assigned only to the wax-forming part of carbon fraction. Thus, predictions 
from the modified model are lower than the original model and are closer to the experimental 
value.  
 
Pedersen’s model assumes the solid phase to be an ideal phase. It is proven that most 
mixtures behave non-ideally (Prausnitz, 1969); therefore, the description of the solid phase as 
a non-ideal solution in the modified model might be the reason why the modified model’s 
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predictions are better. Also, in Won’s model, the change in volume during solidification is 
neglected, and such behavior is not observed experimentally. The modified model accounts 
for the change in the volume when a component in the liquid state is converted into the solid 
state. All these factors lead to better predictions from the modified Won’s model. 
 
The composition given in Table 5.4 was used as the feed composition for flash calculations. 
At various temperatures, the predictions for the amount of wax precipitated are obtained from 
the program. The comparison of predictions from the program and the experimental data is 
shown in Figure 5.19. 
 

 

Figure 5.19: Percent of wax precipitated as a function of temperature for System B. 

 
From Figure 5.19, it can be observed that predictions from the modified Won’s model are 
quite close to experimental values. The WAT predicted from the modified Won’s model is 
307.4 K, while that determined from experiments is 309.65 K. The error is within acceptable 
limits when compared with deviations in WAT predictions, as reported in the literature. 
 
Figure 5.20 shows the comparison predictions from Won’s model with predictions from 
other models. 
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Figure 5.20: Percent of wax precipitated as a function of temperature for System B. 

 
It can be seen once again that the modified Won’s model gives better predictions for the 
amount of wax precipitated at a given temperature than do other models. The reason is the 
distinction between the wax-forming and non-wax-forming components, accounting for 
volume change during the solidification process, and the assumption of the solid phase as a 
non-ideal solution. Again, the WAT predictions are better with the original Won’s model. 
The modified Won’s model neglects the difference in heat capacities between solid and 
liquid states of a component while relating the fugacity of the component in solid phase to 
the fugacity of the component in a sub-cooled liquid state at the same conditions. This may 
be the reason why there is a deviation in the WAT from the modified Won’s model.  
 
The composition of System C, as given in Table 5.5, was used as a feed to the flash vessel. 
The amounts of wax precipitated at various temperatures were obtained using the program 
for the modified Won’s model. The predictions were compared with the experimental data in 
Figure 5.21.  
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Figure 5.21: Percent of wax precipitated as a function of temperature for System C. 

 
It can be seen from Figure 5.21 that the predictions from the modified model are in 
agreement with the experimental data. In the region of 280–295 K, the model overpredicts 
the amount of wax precipitated. It should be noted that the model does not describe what type 
of crystal wax forms. Wax crystals exhibit many kinds of solid habits such as orthorhombic, 
triclinic, etc. The thermophysical properties, such as heat of fusion and fusion temperature, 
are dependent on the solid habit of the crystal. The properties used in the modified model are 
reported just for n-paraffins; it is not mentioned which solid habits exhibit those properties. 
Therefore, the properties used in the modified Won’s model may not depict actual properties 
of wax crystals. That could be the reason why the model does not describe the behavior 
exactly. 
 
Figure 5.22 shows the comparison of predictions from the modified model with other 
models. It can be seen that, again, overall predictions are better with the modified model. The 
reason is the same as seen in earlier cases. The WAT prediction of 308.72 K is within the 
acceptable range of the experimental value of 310.37 K, but, again, the WAT prediction from 
the original Won’s model is much better. 
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Figure 5.22: Percent of wax precipitated as a function of temperature for System C. 

 
The modified Won’s model was tested against a real reservoir fluid. The composition of the 
oil is given in Table 5.7. As explained earlier, to get the actual behavior of the oil, the plus 
fraction must be split into higher carbon-number fractions by a plus-factor characterization 
scheme. Due to the large number of components involved and the complexity of flash 
calculations, however, the convergence is not always achieved. Hence, it is suggested that the 
components should be lumped. The lumped composition is given in Table 5.8. This 
composition becomes the feed for flash calculations.  
 
The predictions obtained from the modified model are compared with predictions from other 
models in Figure 5.23. The predictions from Pedersen’s model and the modified Won’s 
model are very close and lower than predictions form Won’s model. This is expected because 
in the modified model the number of components which can form wax are lower than those 
in the original Won’s model. This is due to the distinction made between n-paraffins and 
other models in the modified model as well as Pedersen’s model. The WAT prediction of 
308.32 K from the modified model is lower than predictions from the Pedersen’s model and 
the original Won’s model as seen in all of the previous cases. In this case, however, the 
original Won’s model severely overpredicts the amount of wax precipitated, and hence, the 
WAT is also higher for the original Won’s model. Thus, the WAT prediction from the 
modified Won’s model is closer to the experimental value.  
 

Wax precipitation as function of temperature

0

10

20

30

40

50

260 270 280 290 300 310 320

Temperature (K)

%
 W

ax
 p

re
ci

pi
ta

te
d

Exp data (Dauphin et al 1999) Won's model

Pedersen's model Modif ied Won



171 
 

 

Figure 5.23: Percent of wax precipitated as a function of temperature for Oil 1. 
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Summary 

• A review of wax precipitation and deposition studies as well as wax appearance 
temperature (WAT) measurement techniques shows that no currently available 
technique is able to detect this thermodynamic property accurately. However, cross 
polarization microscopy remains the most acceptable technique due to its higher 
accuracy and certainty in comparison to other techniques.  

• The viscometry technique for WAT should not be used independently for WAT 
measurement, but along with other techniques of greater certainty and accuracy. 
Results inferred from viscometry could be misleading especially when the change in 
fluid behavior does not produce a distinctive point. This could be extended to all 
techniques that infer WAT from change in measured fluid properties.  

• Most results of WAT obtained from cross polarization microscopy are higher than 
viscometry results for the same crude oil sample. This supports all other reports that 
cross polarization microscopy is more sensitive and more accurate than viscometry. 

• Wax appearance temperature measurement is found to be sensitive to thermal history. 
Results obtained without erasing previous history gave misleading low WAT. It is 
suggested, therefore, that all previous memory should be erased from oil samples 
before tests are conducted in order to produce reliable results.  

• The cross polarization microscope-measured wax dissolution temperature is higher 
than WAT for all tested oil samples though they should be the same under true 
thermodynamic equilibrium.  

• The Alaska North Slope (ANS) waxy crude oils that were tested are found to have 
high WAT (as high as 40°C/104°F). The implication of this is that wax begins to 
precipitate at such high temperature any time oil temperature drops to that value. This 
could be a serious problem given the arctic nature of the environment, where the 
tubing wall temperature could easily drop due to considerable heat loss to the 
environment.  

• Although the ANS oil samples have shown high WAT, pour points measured are 
remarkably low, in the range of 12°C - <-31°C (53.6°F - <-23.8°F). Oil gelling is, 
therefore, not a likely problem given the recorded low pour points.  

• Both density and viscosity of crude oil increase below WAT as wax begins to 
precipitate. Viscosity increases more significantly than density below WAT.  

• The freezing point depression principle was successfully used to determine the 
molecular weight of STO samples as well as flashed live oil samples. The results 
obtained from Cryette A are accurate and reproducible.  

• The zero flash liberation process was successfully demonstrated using the new setup 
developed in the lab to measure gas-oil ratio of live oil samples.  



173 
 

• The replacement of an end cap with a mixer on the sample side saved the time 
required for equilibrium between two phases during the PVT tests.  

• The replacement of a flat piston with a tapered piston in the PVT cell helped to 
measure the saturation pressure more accurately.  

• A change of cathometer improved the accuracy of readings; hence, more accurate 
data could be generated. The smallest gas bubble could be visually observed using the 
new cathometer, which was not distinctly possible using the old one. 

• The gas-oil separator introduced in-line for the gas collection system during the 
differential liberation experiment reduced the carry-over of oil; hence, cleaner gas 
was collected in the gas cylinder which gave better gas compositions and better 
results.  

• Composition 
o Crudes with spread out composition tend to deposit harder waxes. 
o Crudes with rapidly decreasing composition tend to gel. 

 
• High wax content of crudes with large C5 to C9 fractions is in agreement with work 

done by Pan, Firoozabaadi, and Fotland (1997). 
 

• Crude oil can be directly injected to a GC. 

• The comparison of Won’s model and Pedersen’s model showed that Won’s model 
overestimates the amount of wax precipitated, but predicts the WAT more accurately 
than Pedersen’s model. Predictions for the amount of wax precipitated by Pedersen’s 
model are superior to those from Won’s model. 

• The reason for overestimation of the amount of wax precipitated using Won’s model 
was due to the model not being able to distinguish between wax-forming and non-
wax-forming components in a carbon fraction. 

• Limitations of Pedersen’s predictions were due to the description of the wax phase as 
an ideal solution. 

• Won’s model was modified to distinguish between the wax-forming and non-wax-
forming components. Also, a provision was made to account for change in the 
volume when a component in the liquid state transforms into a solid state. 

• A comparison of the modified Won’s model and the other models indicated that 
overall predictions from the modified model are better. However, WAT predictions 
from the original Won’s model are superior. 

• The reason for better predictions from the modified Won’s model is more accurate 
description of the phases due to consideration of non-ideality, distinction between the 
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wax-forming and non-wax-forming components, and accounting for the change in 
volume during the solidification process. 

• Another advantage of the modified model is that it is less calculation intensive, hence, 
easy to tune to experimental results when compared to Pedersen’s model. 

• The inability of the modified model to account for change in heat capacity during the 
solidification process and to accurately describe the thermo-physical properties 
corresponding to solid habits of the wax crystals was the main reason for deviation 
between the experimental and predicted data. 
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Appendix A 
Stock Tank Oil Density Results 

 
Table A1. Density of oil samples at different temperatures 

Temp (oC) 15 16 18 20 23 25 30 35 
sample no                 

1 0.7971 0.7964 0.795 0.7937 0.7918 0.7907 0.7882 0.7856 
2 0.7942 0.7936 0.7921 0.7907 0.7887 0.7874 0.7848 0.782 
3 0.7951 0.7945 0.7935 0.7921 0.7898 0.7886 0.786 0.7833 
4 0.8359 0.835 0.8328 0.831 0.8267 0.8246 0.8201 0.813 
5 0.8555 0.8545 0.8516 0.8486 0.8452 0.8444 0.8391 0.8327 
6 0.8289 0.8279 0.8251 0.8234 0.8206 0.818 0.8117 0.8045 
7 0.7975 0.7969 0.7956 0.7943 0.7924 0.7914 0.789 0.7864 
8 0.8449 0.8443 0.843 0.8417 0.84 0.8389 0.8368 0.8345 
9 0.7561 0.7554 0.7538 0.7522 0.75 0.7485 0.7456 0.7423 
10 0.874 0.8733 0.872 0.8707 0.8688 0.8678 0.8655 0.8633 
11 0.7481 0.7474 0.7451 0.743 0.7402 0.738 0.733 0.7255 
12 0.7578 0.7569 0.755 0.7531 0.7501 0.7482 0.7434 0.7368 
13 0.8621 0.8613 0.8599 0.8585 0.8567 0.8556 0.8533 0.8509 
14 0.8746 0.874 0.8724 0.8711 0.8692 0.8681 0.866 0.8636 
16 0.9382 0.9376 0.9365 0.9354 0.934 0.9331 0.9314 0.9296 
17 0.9321 0.9315 0.9301 0.9291 0.9274 0.9265 0.9247 0.9227 
18 0.7654 0.7645 0.7623 0.7602 0.7569 0.7545 0.7493 0.7424 
19 0.7581 0.7574 0.7557 0.7541 0.7514 0.7494 0.7447 0.7381 
20 0.7602 0.7592 0.7573 0.7553 0.7524 0.7503 0.7457 0.739 
21 0.7644 0.7635 0.7615 0.759 0.7557 0.7534 0.7484 0.7413 
22 0.7603 0.7595 0.758 0.7557 0.752 0.7492 0.7446 0.7375 
23 0.8359 0.8351 0.8338 0.8324 0.8305 0.8293 0.8268 0.8243 
24 0.8341 0.8335 0.8321 0.8307 0.8289 0.8279 0.8257 0.8232 
25 0.8376 0.8368 0.8355 0.8342 0.8323 0.831 0.8278 0.8226 
26 0.8339 0.833 0.8316 0.8302 0.8283 0.8271 0.8246 0.8221 
27 0.8363 0.8355 0.834 0.8326 0.8306 0.8295 0.8271 0.8244 
28 0.8332 0.8325 0.8311 0.8298 0.8279 0.8267 0.8244 0.8217 
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Appendix B 
Stock Tank Oil Viscosity Results 

 
Table B1. Oil samples 01, 02, and 03 viscosities at different temperatures 

S/ 01   S/ 02   S/ 03  
Temperature Viscosity  Temperature Viscosity  Temperature Viscosity 

oC cP  oC cP  oC cP 
59.1  1.3  59.0  1.26  59.1  1.32 
58.2  1.3  58.2  1.27  58.2  1.32 
57.2  1.32  57.2  1.29  57.1  1.33 
56.1  1.35  56.2  1.3  56.2  1.35 
55.2  1.36  55.1  1.33  55.1  1.36 
54.1  1.36  54.1  1.33  54.1  1.41 
53.1  1.41  53.1  1.35  53.1  1.41 
52.1  1.42  52.1  1.36  52.1  1.42 
51.1  1.44  51.1  1.39  51.1  1.44 
50.1  1.44  50.1  1.39  50.1  1.44 
49.0  1.48  49.1  1.42  49.1  1.5 
48.0  1.5  48.0  1.44  48.1  1.51 
47.0  1.51  47.0  1.45  47.0  1.53 
46.0  1.54  46.0  1.47  46.0  1.56 
45.0  1.56  45.0  1.5  45.0  1.59 
44.2  1.59  44.1  1.51  44.1  1.6 
43.1  1.6  43.1  1.54  43.1  1.6 
42.1  1.62  42.1  1.56  42.1  1.66 
41.1  1.63  41.1  1.56  41.1  1.69 
40.1  1.68  40.0  1.57  40.1  1.71 
39.1  1.69  39.1  1.6  39.2  1.74 
38.1  1.71  38.1  1.63  38.1  1.77 
37.1  1.71  37.0  1.65  37.1  1.77 
36.1  1.77  36.0  1.66  36.1  1.83 
35.1  1.78  35.0  1.69  35.1  1.83 
34.1  1.8  34.1  1.72  34.1  1.83 
33.1  1.81  33.0  1.74  33.1  1.87 
32.1  1.87  32.1  1.77  32.1  1.87 
31.1  1.87  31.0  1.78  31.1  1.89 
30.0  1.92  30.0  1.81  30.0  1.95 
29.1  1.95  29.1  1.86  29.1  1.98 
28.1  1.95  28.1  1.92  28.1  2.01 
27.1  1.99  27.0  1.93  27.1  2.05 
26.1  2.05  26.0  1.98  26.0  2.07 
25.0  2.07  25.0  2.01  25.0  2.08 
24.0  2.11  24.0  2.04  24.1  2.13 
23.0  2.13  22.9  2.08  23.0  2.17 
22.0  2.17  21.9  2.11  22.0  2.2 
20.9  2.23  20.9  2.16  20.9  2.23 
19.9  2.25  19.8  2.22  19.9  2.29 
19.1  2.31  19.1  2.23  19.1  2.35 
18.1  2.32  18.1  2.28  18.1  2.37 
17.0  2.37  16.9  2.32  17.0  2.41 
16.0  2.43  16.0  2.37  16.0  2.46 
15.0  2.52  15.0  2.41  15.0  2.5 
14.0  2.53  14.0  2.46  14.0  2.55 
13.0  2.58  13.0  2.53  13.0  2.58 
12.0  2.62  12.0  2.58  12.0  2.65 
11.1  2.68  10.9  2.64  10.9  2.7 
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Table B2: Oil samples 04, 05, and 06 viscosities at different temperatures 

S/ 04   S/ 05   S/ 06  
Temperature Viscosity  Temperature Viscosity  Temperature Viscosity 

oC cP       oC cP  oC cP 
59.1  2.77  59.2 3.7  59.1  2.26 

58.2  2.79  58.2 3.75  58.1  2.29 

57.2  2.79  57.2 3.82  57.2  2.34 

56.2  2.81  56.2 3.89  56.1  2.38 

55.2  2.88  55.2 3.98  55.2  2.44 

54.2  2.91  54.1 4.05  54.2  2.49 

53.2  2.95  53.1 4.12  53.2  2.53 

52.2  3  52.2 4.22  52.1  2.59 

51.1  3.05  51.1 4.34  51.1  2.65 

50.1  3.12  50.1 4.41  50.1  2.7 

49.1  3.16  49.1 4.5  49.0  2.74 

48.1  3.23  48.1 4.59  48.1  2.8 

47.0  3.3  47 4.71  47.0  2.86 

46.1  3.37  46 4.83  46.0  2.91 

45.0  3.44  45 4.94  45.0  2.98 

44.0  3.49  44.2 5.06  44.1  3.06 

43.2  3.59  43.1 5.2  43.1  3.1 

42.2  3.63  42.1 5.32  42.1  3.19 

41.2  3.7  41.1 5.46  41.1  3.25 

40.1  3.8  40.1 5.58  40.1  3.34 

39.2  3.87  39.2 5.72  39.1  3.4 

38.1  3.94  38.2 5.9  38.1  3.48 

37.1  4.03  37.1 6.05  37.1  3.58 

36.1  4.12  36.1 6.23  36.1  3.67 

35.1  4.19  35.1 6.54  35.1  3.75 

34.1  4.29  34.1 6.89  34.1  3.85 

33.1  4.38  33.1 7.29  33.1  3.94 

32.1  4.48  32.1 7.71  32.1  4.03 

31.1  4.59  31.1 8.15  31.1  4.15 

30.0  4.71  30.1 8.65  30.1  4.26 

29.1  4.85  29.1 9.14  29.1  4.36 

28.1  5.06  28.1 9.68  28.1  4.53 

27.0  5.3  27 10.2  27.0  4.77 

26.1  5.53  26 10.8  26.1  4.96 

25.0  5.76  25 11.4  25.0  5.16 

24.0  6.02  24 12  24.0  5.37 

22.9  6.3  23 12.7  23.0  5.56 

21.9  6.56  22 13.4  21.9  5.76 

20.9  6.84  20.9 14.1  20.9  5.97 

19.9  7.12  19.9 14.9  19.9  6.19 

19.0  7.45  19 15.7  19.1  6.43 

18.0  7.8  18 16.6  18.1  6.66 

17.1  8.15  17 17.6  17.0  6.91 

16.0  8.55  16 18.7  16.0  7.2 

15.0  8.95  15 19.9  15.0  7.48 

14.0  9.44  14 21.3  14.0  7.8 

13.0  9.96  13.1 22.8  13.0  8.14 

12.0  10.5     12.0  8.49 

11.0  11.2     11.0  8.89 

9.9  11.8     10.0  9.31 

9.1  12.6     9.2  9.79 

8.0  13.5     7.9  10.3 
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Table B3. Oil samples 07, 08, and 10 viscosities at different temperatures 

S/ 07   S/ 08   S/ 10  
Temperature Viscosity  Temperature Viscosity  Temperature Viscosity 

oC cP  oC cP  oC cP 
59.1  1.4   59.1  3.14  59.1  4.71 
58.3  1.4   58.2  3.21  58.2  4.76 
57.1  1.4   57.2  3.26  57.2  4.85 
56.2  1.4   56.2  3.33  56.2  4.92 
55.2  1.4   55.1  3.37  55.2  5.04 
54.1  1.4   54.1  3.44  54.1  5.18 
53.1  1.4   53.1  3.49  53.2  5.27 
52.1  1.4   52.1  3.59  52.1  5.39 
51.1  1.4   51.1  3.66  51.1  5.51 
50.1  1.4   50.1  3.73  50.1  5.65 
49.1  1.5   49.1  3.8  49.1  5.79 
48.1  1.5   48.1  3.89  48.1  5.95 
47.0  1.5   47.0  3.96  47.0  6.09 
46.0  1.5   46.0  4.05  46.0  6.23 
45.0  1.5   45.0  4.1  45.0  6.4 
44.2  1.5   44.0  4.19  44.2  6.54 
43.1  1.6   43.2  4.26  43.2  6.75 
42.1  1.6   42.1  4.36  42.2  6.91 
41.1  1.6   41.1  4.43  41.1  7.1 
40.1  1.6   40.1  4.55  40.1  7.29 
39.1  1.7   39.1  4.69  39.1  7.52 
38.1  1.7   38.1  4.76  38.1  7.73 
37.1  1.7   37.1  4.85  37.1  8.08 
36.1  1.7   36.1  4.99  36.1  8.37 
35.1  1.7   35.1  5.08  35.0  8.62 
34.1  1.8   34.1  5.23  34.1  8.93 
33.1  1.8   33.1  5.41  33.1  9.23 
32.1  1.8   32.1  5.51  32.1  9.58 
31.1  1.8   31.1  5.67  31.1  9.89 
30.0  1.9   30.1  5.79  30.0  10.2 
29.2  1.9   29.1  5.95  29.1  10.6 
28.1  2.0   28.1  6.12  28.1  11 
27.1  2.0   27.1  6.26  27.0  11.4 
26.1  2.0   26.1  6.44  26.0  11.8 
25.1  2.0   25.1  6.65  25.0  12.2 
24.0  2.1   24.0  6.89  24.0  12.7 
23.0  2.1   23.0  7.08  23.0  13.1 
21.9  2.2   22.0  7.31  21.9  13.6 
20.9  2.2   21.0  7.52  20.9  14.1 
19.9  2.2   19.9  7.85  19.9  14.7 
19.1  2.3   19.1  8.06  19.1  15.2 
18.1  2.3   18.1  8.32  18.1  15.8 
17.0  2.4   17.1  8.67  17.0  16.5 
16.0  2.4   16.0  8.95  16.0  17.2 
15.0  2.5   15.0  9.3  15.0  17.9 
14.1  2.5   14.1  9.7  14.0  18.7 
13.1  2.5   13.0  10.1  13.0  19.5 
12.0  2.6   12.0  10.6  12.0  20.5 
10.9  2.7   11.0  11.2  11.0  21.5 
10.0  2.7   9.9  11.8  10.0  22.6 
9.1  2.8   8.9  12.4  9.2    
8.3  2.9   8.1  13.1    
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Table B4. Oil samples 13, 14, and 16 viscosities at different temperatures 

S/ 13   S/ 14   S/ 16  
Temperature Viscosity  Temperature Viscosity  Temperature Viscosity 

oC cP  oC cP  oC cP 
59.1  4.5  59.1  6.12  59.3  28.9 
58.2  4.57  58.3  6.23  58.4  29.2 
57.2  4.69  57.2  6.4  57.4  29.4 
56.3  4.78  56.3  6.54  56.4  29.7 
55.3  4.87  55.3  6.7  55.4  30.1 
54.2  4.99  54.3  6.87  54.4  30.8 
53.2  5.08  53.3  7.03  53.4  31.6 
52.2  5.23  52.3  7.22  52.4  32.3 
51.3  5.32  51.3  7.38  51.3  33.4 
50.2  5.44  50.3  7.59  50.4  34.5 
49.2  5.53  49.2  7.78  49.3  35.8 
48.2  5.67  48.3  7.99  48.3  37 
47.3  5.81  47.3  8.2  47.3  38.3 
46.2  5.95  46.2  8.44  46.3  39.8 
45.2  6.12  45.2  8.72  45.4  41.4 
44.2  6.26  44.3  8.95  44.3  43 
43.4  6.42  43.4  9.23  43.5  44.7 
42.4  6.56  42.4  9.49  42.5  46.6 
41.4  6.75  41.4  9.79  41.5  48.4 
40.4  6.91  40.4  10.1  40.5  50.3 
39.4  7.12  39.4  10.4  39.5  52.5 
38.5  7.33  38.5  10.7  38.5  54.7 
37.4  7.52  37.5  11.1  37.5  57 
36.5  7.73  36.5  11.4  36.6  59.5 
35.4  7.97  35.5  11.8  35.5  62.3 
34.5  8.22  34.5  12.2  34.5  65.3 
33.6  8.46  33.6  12.6  33.6  68.6 
32.5  8.72  32.5  13.1  32.7  72.2 
31.5  9  31.5  13.5  31.6  75.8 
30.5  9.3  30.6  14  30.6  79.8 
29.5  9.61  29.5  14.6  29.6  84 
28.6  9.91  28.6  15.1  28.7  88.7 
27.5  10.3  27.6  15.7  27.7  94 
26.6  10.6  26.6  16.4  26.7  99.5 
25.6  11  25.6  17.1  25.7  105.4 
24.6  11.3  24.6  17.8  24.7  112 
23.6  11.7  23.6  18.6  23.7  118.9 
22.6  12.2  22.5  19.4  22.7  126.4 
21.5  12.6  21.5  20.3  21.6  134.7 
20.6  13.1  20.5  21.3  20.6  143.4 
19.6  13.6  19.6  22.4  19.6  153.6 
18.7  14.2  18.7  23.6      
17.7  14.8       
16.7  15.4       
15.7  16.1       
14.7  17       
13.8  18       
12.8  18.9       
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Table B5. Oil samples 17, 23, and 24 viscosities at different temperatures 

S/ 17   S/ 23   S/ 24  
Temperature Viscosity  Temperature Viscosity  Temperature Viscosity 

oC cP  oC cP  oC cP 
59.1  26.6  59.1  2.69  59.1  2.46 
58.3  26.7  58.3  2.72  58.2  2.5 
57.3  27.2  57.2  2.77  57.2  2.53 
56.3  27.8  56.1  2.79  56.2  2.58 
55.2  28.4  55.2  2.84  55.2  2.62 
54.3  29.4  54.2  2.91  54.2  2.68 
53.2  30.3  53.1  2.93  53.2  2.73 
52.2  31.2  52.2  2.98  52.1  2.79 
51.2  32.2  51.1  3.05  51.1  2.83 
50.1  33.3  50.1  3.09  50.1  2.89 
49.1  34.5  49.1  3.14  49.1  2.95 
48.1  35.8  48.1  3.19  48.1  3.01 
47.1  37.2  47.0  3.26  47.0  3.07 
46.0  38.7  46.0  3.33  46.0  3.13 
45.0  40.3  45.0  3.4  45.0  3.21 
44.1  41.9  44.2  3.47  44.2  3.27 
43.2  43.7  43.2  3.51  43.1  3.34 
42.1  45.5  42.1  3.61  42.1  3.42 
41.1  47.5  41.1  3.66  41.1  3.49 
40.1  49.7  40.0  3.73  40.1  3.57 
39.2  51.7  39.2  3.8  39.2  3.66 
38.2  54.2  38.2  3.87  38.2  3.73 
37.1  56.7  37.1  3.96  37.1  3.82 
36.1  59.5  36.0  4.03  36.0  3.93 
35.1  62.3  35.1  4.1  35.1  4 
34.1  65.6  34.1  4.19  34.1  4.11 
33.1  69.2  33.1  4.31  33.1  4.2 
32.1  72.8  32.1  4.38  32.1  4.3 
31.1  76.7  31.0  4.5  31.1  4.41 
30.0  80.9  30.0  4.59  30.0  4.53 
29.2  85.5  29.1  4.71  29.1  4.65 
28.1  90.4  28.1  4.85  28.1  4.78 
27.1  95.9  27.0  4.99  27.0  4.92 
26.1  101.5  26.1  5.11  26.1  5.05 
25.1  107.9  25.1  5.25  25.0  5.19 
24.0  114.8  24.0  5.41  23.9  5.35 
23.0  122.5  23.0  5.55  22.9  5.52 
22.0  130.8  22.0  5.72  21.9  5.68 
21.0  139.7  20.9  5.88  20.9  5.85 
19.9  149.8  19.8  6.07  19.9  6.03 

   19.1  6.26  19.1  6.22 
   18.1  6.44  18.1  6.43 
   17.0  6.68  17.0  6.66 
   16.0  6.91  16.0  6.9 
   15.0  7.19  15.0  7.15 
   14.0  7.45  14.0  7.42 
   13.0  7.76  13.0  7.72 
   12.0  8.04  12.0  8.05 
   11.0  8.41  10.9  8.43 
   9.9  8.79  19.9  6.03 
   8.9  9.23  8.9  9.21 
   7.9  9.68  8.1  9.63 
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Table B6. Oil samples 25, 26, and 27 viscosities at different temperatures 

S/ 25   S/ 26   S/ 27  
Temperature Viscosity  Temperature Viscosity  Temperature Viscosity 

oC cP  oC cP  oC cP 
59.1  2.53  59.1  2.65  59.1  2.65 
58.3  2.56  58.2  2.67  58.2  2.69 
57.2  2.61  57.2  2.72  57.2  2.74 
56.2  2.65  56.2  2.77  56.2  2.77 
55.2  2.71  55.2  2.81  55.2  2.81 
54.2  2.77  54.1  2.86  54.1  2.86 
53.2  2.82  53.1  2.91  53.1  2.91 
52.1  2.85  52.1  2.98  52.2  2.95 
51.1  2.92  51.1  3.02  51.1  3.02 
50.1  2.95  50.1  3.07  50.1  3.07 
49.1  3.01  49.0  3.14  49.1  3.14 
48.1  3.1  48.0  3.21  48.1  3.19 
47.0  3.13  47.0  3.28  47.0  3.23 
46.0  3.22  46.0  3.33  46.0  3.3 
45.0  3.3  45.0  3.4  45.0  3.37 
44.0  3.36  44.1  3.47  44.2  3.44 
43.1  3.45  43.1  3.56  43.2  3.51 
42.1  3.51  42.1  3.63  42.1  3.59 
41.1  3.57  41.0  3.7  41.1  3.68 
40.1  3.61  40.0  3.77  40.1  3.73 
39.1  3.75  39.1  3.84  39.2  3.8 
38.1  3.81  38.1  3.89  38.1  3.87 
37.1  3.9  37.1  3.96  37.1  3.91 
36.1  3.94  36.0  4.03  36.1  4.01 
35.0  4.06  35.1  4.1  35.1  4.08 
34.1  4.18  34.1  4.19  34.1  4.17 
33.1  4.29  33.1  4.29  33.1  4.26 
32.1  4.36  32.0  4.36  32.1  4.36 
31.1  4.47  31.1  4.48  31.1  4.48 
30.0  4.57  30.1  4.57  30.0  4.57 
29.1  4.71  29.1  4.69  29.1  4.69 
28.1  4.86  28.1  4.8  28.1  4.83 
27.1  4.96  27.1  4.92  27.1  4.97 
26.0  5.14  26.0  5.08  26.0  5.11 
25.0  5.26  25.0  5.23  25.1  5.23 
24.0  5.4  23.9  5.34  23.9  5.39 
22.9  5.59  23.0  5.48  23.0  5.55 
22.0  5.73  21.9  5.65  21.9  5.72 
20.9  5.91  20.8  5.83  21.0  5.88 
20.0  6.1  19.9  6  19.9  6.02 
19.1  6.33  19.1  6.19  19.1  6.23 
18.1  6.49  18.0  6.35  18.1  6.47 
17.0  6.7  17.0  6.58  17.0  6.7 
15.9  6.97  16.0  6.82  16.0  6.91 
14.9  7.21  15.0  7.05  15.0  7.19 
13.8  7.53  14.0  7.31  14.0  7.47 
12.9  7.78  13.0  7.62  13.0  7.78 
12.1  8.08  12.0  7.92  12.0  8.11 
11.0  8.47  10.9  8.25  11.0  8.46 
9.8  8.89  10.0  8.62  9.9  8.86 
9.4  9.22  9.2  9  9.1  9.3 
7.9  9.75  8.1  9.47  7.9  9.77 
7.1  10.2  6.8  9.98  6.9  10.3 
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Table B7. Oil sample 28 viscosities at different temperatures 

S/ 28  
Temperature Viscosity 

oC cP 
59.1  2.62 
58.3  2.65 
57.2  2.67 
56.2  2.74 
55.2  2.77 
54.2  2.81 
53.1  2.84 
52.1  2.88 
51.2  2.93 
50.1  2.98 
49.1  3.02 
48.1  3.12 
47.0  3.16 
46.0  3.21 
45.1  3.28 
44.0  3.35 
43.2  3.42 
42.2  3.49 
41.1  3.56 
40.1  3.66 
39.1  3.73 
38.1  3.8 
37.1  3.87 
36.1  3.94 
35.1  4.01 
34.1  4.1 
33.1  4.19 
32.1  4.29 
31.1  4.41 
30.0  4.5 
29.1  4.62 
28.2  4.73 
27.0  4.87 
26.0  5.01 
25.0  5.16 
24.0  5.3 
23.0  5.44 
21.9  5.58 
21.0  5.74 
19.9  5.9 
19.1  6.12 
18.1  6.3 
17.0  6.51 
16.0  6.77 
15.0  7.01 
14.1  7.29 
13.0  7.57 
12.0  7.9 
11.0  8.25 
9.9  8.62 
9.0  9.04 
7.9  9.49 
6.9  9.94 
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Appendix C 
Viscometry Wax Appearance Temperature Plots 

 
 

 
Figure C1: Sample 01 viscometry WAT plot. 

 
 

 
Figure C2: Sample 02 viscometry WAT plot. 
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Figure C3: Sample 03 viscometry WAT plot. 

 
 
 

 
Figure C4: Sample 04 viscometry WAT plot. 
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Figure C5: Sample 05 viscometry WAT plot. 

 
 
 

 
Figure C6: Sample 06 viscometry WAT plot. 
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Figure C7: Sample 07 viscometry WAT plot. 

 
 
 
 

 
Figure C8: Sample 08 viscometry WAT plot. 

 
  

Sample 07

0.2

0.4

0.6

0.8

1

1.2

1.4

0.003 0.0031 0.0032 0.0033 0.0034 0.0035 0.0036 0.0037

1/T (1/K)

LN
 V

IS
C

O
SI

TY

WAT = 44.2 deg C

Spindle: SC4-18
RPM:      200
Temp range: 60 to 0 deg C

Sample 08

1

1.5

2

2.5

3

3.5

0.003 0.0031 0.0032 0.0033 0.0034 0.0035 0.0036 0.0037

1/T (1/K)

LN
 V

IS
C

O
SI

TY

Spindle: SC4-21
RPM:      200
Temp range: 60 to 0 deg C

WAT = 27.1 deg C



193 
 

 
Figure C9: Sample 10 viscometry WAT plot. 

 
 
 

 
Figure C10: Sample 13 viscometry WAT plot. 
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Figure C11: Sample 14 viscometry WAT plot. 

 
 
 

 
Figure C12: Sample 16 viscometry WAT plot. 

 

Sample 14

1.5

1.7

1.9

2.1

2.3

2.5

2.7

2.9

3.1

3.3

0.00295 0.003 0.00305 0.0031 0.00315 0.0032 0.00325 0.0033 0.00335 0.0034 0.00345

1/T (1/K)

LN
 V

IS
C

O
SI

TY

Spindle: SC4-21
RPM:      200
Temp range: 60 to 0 deg C

WAT = 46.2 deg C

Sample 16

2

2.5

3

3.5

4

4.5

5

5.5

0.003 0.00305 0.0031 0.00315 0.0032 0.00325 0.0033 0.00335 0.0034 0.00345

1/T (1/K)

LN
 V

IS
C

O
SI

TY

Spindle: SC4-21
RPM:      30
Temp range: 60 to 0 deg C

WAT = 53.4 deg C



195 
 

 
Figure C13: Sample 17 viscometry WAT plot. 

 
 
 

 
Figure C14: Sample 23 viscometry WAT plot. 
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Figure C15: Sample 24 viscometry WAT plot. 

 
 
 

 
Figure C16: Sample 25 viscometry WAT plot. 
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Figure C17: Sample 26 viscometry WAT plot. 

 
 
 

 
Figure C18: Sample 27 viscometry WAT plot. 
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Figure C19: Sample 28 viscometry WAT plot. 
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Appendix D 
Effect of Cooling Rate on WAT 

 

 
Figure D1: WAT plot for sample 04 at 3°C/min. 

 

 
Figure D2: WAT plot for sample 04 at 1°C/min. 
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Figure D3: WAT plot for sample 04 at 0.25°C/min. 

 
 

 
Figure D4: WAT plot for sample 05 at 3°C/min. 
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Figure D5: WAT plot for sample 05 at 1°C/min. 

 

 

Figure D6: WAT plot for sample 05 at 0.25°C/min. 
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Figure D7: WAT plot for sample 06 at 3°C/min. 

 

 

Figure D8: WAT plot for sample 06 at 1°C/min. 
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Figure D9: WAT plot for sample 06 at 0.25°C/min. 
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Appendix E 
Side-by-Side Sample Comparison 
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Appendix F 
Dead Oil Composition 

         

 

 
Table F1. Oil sample 1                                              Table F2. Oil sample 2 
  

Oil Sample 1 
 Mol %  Mol % 

C5 0.00 C33 0.51 

 C6 0.00 C34 0.69 

C7 0.00 C35 0.38 

C8 0.00 C36 0.20 

C9 0.00 C37 0.13 

C10 0.00 C38 0.20 

C11 15.99 C39 0.08 

C12 17.01 C40 0.06 

C13 10.22 C41 0.04 

C14 12.44 C42 0.03 

C15 5.89 C43 0.00 

C16 5.14 C44 0.00 

C17 3.53 C45 0.00 

C18 3.50 C46 0.00 

C19 3.07 C47 0.00 

C20 2.78 C48 0.00 

C21 2.18 C49 0.00 

C22 2.28 C50 0.00 

C23 2.15 C51 0.00 

C24 2.02 C52 0.00 

C25 2.13 C53 0.00 

C26 1.74 C54 0.00 

C27 1.67 C55 0.00 

C28 1.22 C56 0.00 

C29 0.97 C57 0.00 

C30 0.72 C58 0.00 

C31 0.55 C59 0.00 

C32 0.46 C60 0.00 

Oil Sample 2 
 Mol %  Mol % 

C5 0.00 C33 0.32 

C6 0.00 C34 0.36 

C7 0.00 C35 0.20 

C8 0.00 C36 0.12 

C9 0.00 C37 0.15 

C10 10.90 C38 0.17 

C11 13.69 C39 0.10 

C12 16.71 C40 0.12 

C13 9.17 C41 0.05 

C14 12.66 C42 0.04 

C15 6.32 C43 0.00 

C16 5.61 C44 0.00 

C17 3.83 C45 0.00 

C18 3.71 C46 0.00 

C19 2.36 C47 0.00 

C20 2.51 C48 0.00 

C21 1.67 C49 0.00 

C22 1.75 C50 0.00 

C23 1.44 C51 0.00 

C24 1.20 C52 0.00 

C25 1.16 C53 0.00 

C26 0.98 C54 0.00 

C27 0.75 C55 0.00 

C28 0.59 C56 0.00 

C29 0.53 C57 0.00 

C30 0.37 C58 0.00 

C31 0.25 C59 0.00 

C32 0.23 C60 0.00 
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Table F3. Oil sample 4                                        Table F4. Oil sample 5 
  

Oil Sample 5 
 Mol %  Mol % 

C5 0.17 C33 0.26 

C6 2.77 C34 0.41 

C7 1.77 C35 0.29 

C8 2.59 C36 0.35 

C9 2.56 C37 0.30 

C10 9.28 C38 0.48 

C11 10.68 C39 0.23 

C12 13.87 C40 0.48 

C13 7.78 C41 0.23 

C14 8.09 C42 0.26 

C15 5.26 C43 0.24 

C16 4.25 C44 0.29 

C17 3.04 C45 0.23 

C18 3.23 C46 0.17 

C19 2.28 C47 0.26 

C20 2.75 C48 0.15 

C21 2.08 C49 0.19 

C22 2.39 C50 0.10 

C23 1.76 C51 0.00 

C24 1.96 C52 0.00 

C25 1.37 C53 0.00 

C26 1.83 C54 0.00 

C27 0.74 C55 0.00 

C28 0.88 C56 0.00 

C29 0.57 C57 0.00 

C30 0.46 C58 0.00 

C31 0.34 C59 0.00 

C32 0.35 C60 0.00 

Oil Sample 4 
 Mol %  Mol % 

C5 3.23 C33 0.29 

C6 5.22 C34 0.27 

C7 1.75 C35 0.22 

C8 1.52 C36 0.17 

C9 1.36 C37 0.12 

C10 2.36 C38 0.07 

C11 17.61 C39 0.06 

C12 10.52 C40 0.15 

C13 8.91 C41 0.05 

C14 7.01 C42 0.02 

C15 6.47 C43 0.01 

C16 4.89 C44 0.24 

C17 3.93 C45 0.02 

C18 3.53 C46 0.00 

C19 3.51 C47 0.00 

C20 2.73 C48 0.00 

C21 2.22 C49 0.00 

C22 2.14 C50 0.28 

C23 1.97 C51 0.00 

C24 1.42 C52 0.00 

C25 1.42 C53 0.00 

C26 1.11 C54 0.00 

C27 0.97 C55 0.00 

C28 0.59 C56 0.00 

C29 0.66 C57 0.00 

C30 0.36 C58 0.00 

C31 0.36 C59 0.00 

C32 0.25 C60 0.29 
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Table F5. Oil sample 6                                                 Table F6. Oil sample 7 
  

Oil Sample 6 
 Mol %  Mol % 

C5 0.21 C33 0.19 

C6 0.24 C34 0.27 

C7 1.87 C35 0.15 

C8 2.45 C36 0.14 

C9 2.40 C37 0.08 

C10 1.86 C38 0.11 

C11 16.15 C39 0.08 

C12 19.06 C40 0.09 

C13 9.81 C41 0.04 

C14 10.44 C42 0.03 

C15 5.51 C43 0.02 

C16 6.45 C44 0.05 

C17 2.96 C45 0.00 

C18 3.54 C46 0.00 

C19 2.29 C47 0.01 

C20 2.72 C48 0.00 

C21 1.61 C49 0.00 

C22 1.97 C50 0.08 

C23 1.18 C51 0.00 

C24 1.39 C52 0.00 

C25 0.90 C53 0.00 

C26 1.12 C54 0.00 

C27 0.58 C55 0.00 

C28 0.67 C56 0.00 

C29 0.38 C57 0.00 

C30 0.39 C58 0.00 

C31 0.23 C59 0.00 

C32 0.26 C60 0.04 

Oil Sample 7 
 Mol %  Mol % 

C5 0.00 C33 0.11 

C6 0.00 C34 0.09 

C7 0.00 C35 0.10 

C8 0.00 C36 0.08 

C9 0.00 C37 0.05 

C10 2.05 C38 0.03 

C11 26.99 C39 0.03 

C12 15.43 C40 0.09 

C13 11.96 C41 0.02 

C14 10.01 C42 0.04 

C15 6.59 C43 0.02 

C16 5.37 C44 0.03 

C17 3.67 C45 0.01 

C18 3.68 C46 0.01 

C19 2.26 C47 0.01 

C20 2.50 C48 0.01 

C21 1.57 C49 0.01 

C22 1.75 C50 0.01 

C23 1.07 C51 0.00 

C24 1.11 C52 0.00 

C25 0.73 C53 0.00 

C26 0.79 C54 0.00 

C27 0.44 C55 0.00 

C28 0.43 C56 0.00 

C29 0.29 C57 0.00 

C30 0.26 C58 0.00 

C31 0.16 C59 0.00 

C32 0.15 C60 0.00 
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Table F7. Oil sample 8                                                Table F8. Oil sample 10 
  

Oil Sample 8 
  Mol %  Mol % 

C5 2.71 C33 0.15 

C6 9.19 C34 0.25 

C7 3.72 C35 0.13 

C8 3.96 C36 0.10 

C9 2.92 C37 0.09 

C10 10.29 C38 0.12 

C11 10.37 C39 0.07 

C12 13.24 C40 0.09 

C13 6.75 C41 0.06 

C14 7.17 C42 0.06 

C15 4.10 C43 0.04 

C16 3.76 C44 0.04 

C17 2.73 C45 0.02 

C18 2.64 C46 0.05 

C19 2.33 C47 0.02 

C20 2.07 C48 0.04 

C21 1.55 C49 0.01 

C22 1.73 C50 0.04 

C23 1.30 C51 0.00 

C24 1.32 C52 0.00 

C25 1.02 C53 0.00 

C26 1.13 C54 0.00 

C27 0.64 C55 0.00 

C28 0.66 C56 0.00 

C29 0.46 C57 0.00 

C30 0.40 C58 0.00 

C31 0.27 C59 0.00 

C32 0.21 C60 0.00 

Oil Sample 10 
 Mol %  Mol % 

C5 0.00 C33 0.22 

C6 0.00 C34 0.35 

C7 0.00 C35 0.29 

C8 0.00 C36 0.28 

C9 0.00 C37 0.22 

C10 0.00 C38 0.32 

C11 24.46 C39 0.21 

C12 13.85 C40 0.37 

C13 9.15 C41 0.20 

C14 8.62 C42 0.20 

C15 5.86 C43 0.14 

C16 4.97 C44 0.24 

C17 6.65 C45 0.14 

C18 3.61 C46 0.12 

C19 3.33 C47 0.06 

C20 3.04 C48 0.04 

C21 2.04 C49 0.04 

C22 2.11 C50 0.10 

C23 1.52 C51 0.00 

C24 1.52 C52 0.00 

C25 1.10 C53 0.00 

C26 1.30 C54 0.00 

C27 0.66 C55 0.00 

C28 0.84 C56 0.00 

C29 0.72 C57 0.00 

C30 0.47 C58 0.00 

C31 0.36 C59 0.00 

C32 0.28 C60 0.00 
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Table F9. Oil sample 11                                              Table F10. Oil sample 12 
  

Oil Sample 11 
      Mol %  Mol % 

 C5 0.00 C33 0.01 

C6 0.00 C34 0.01 

C7 0.00 C35 0.00 

C8 0.00 C36 0.00 

C9 0.00 C37 0.00 

C10 24.15 C38 0.00 

C11 17.80 C39 0.00 

C12 23.13 C40 0.00 

C13 10.52 C41 0.00 

C14 9.55 C42 0.00 

C15 4.57 C43 0.00 

C16 3.74 C44 0.00 

C17 1.96 C45 0.00 

C18 1.74 C46 0.00 

C19 0.89 C47 0.00 

C20 0.71 C48 0.00 

C21 0.37 C49 0.00 

C22 0.31 C50 0.00 

C23 0.16 C51 0.00 

C24 0.14 C52 0.00 

C25 0.07 C53 0.00 

C26 0.06 C54 0.00 

C27 0.03 C55 0.00 

C28 0.03 C56 0.00 

C29 0.01 C57 0.00 

C30 0.01 C58 0.00 

C31 0.01 C59 0.00 

C32 0.01 C60 0.00 

Oil Sample 10 
 Mol %  Mol % 

C5 0.00 C33 0.22 

C6 0.00 C34 0.35 

C7 0.00 C35 0.29 

C8 0.00 C36 0.28 

C9 0.00 C37 0.22 

C10 0.00 C38 0.32 

C11 24.46 C39 0.21 

C12 13.85 C40 0.37 

C13 9.15 C41 0.20 

C14 8.62 C42 0.20 

C15 5.86 C43 0.14 

C16 4.97 C44 0.24 

C17 6.65 C45 0.14 

C18 3.61 C46 0.12 

C19 3.33 C47 0.06 

C20 3.04 C48 0.04 

C21 2.04 C49 0.04 

C22 2.11 C50 0.10 

C23 1.52 C51 0.00 

C24 1.52 C52 0.00 

C25 1.10 C53 0.00 

C26 1.30 C54 0.00 

C27 0.66 C55 0.00 

C28 0.84 C56 0.00 

C29 0.72 C57 0.00 

C30 0.47 C58 0.00 

C31 0.36 C59 0.00 

C32 0.28 C60 0.00 
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Table F11. Oil sample 13                                      Table F12. Oil sample 17 
  

Oil Sample 13 
  Mol %  Mol % 

C5 0.47 C33 0.25 

C6 2.57 C34 0.27 

C7 1.17 C35 0.20 

C8 1.43 C36 0.21 

C9 1.17 C37 0.13 

C10 3.13 C38 0.11 

C11 7.36 C39 0.11 

C12 12.33 C40 0.16 

C13 8.88 C41 0.15 

C14 12.19 C42 0.13 

C15 7.72 C43 0.16 

C16 7.59 C44 0.11 

C17 5.25 C45 0.09 

C18 5.20 C46 0.05 

C19 3.52 C47 0.06 

C20 3.88 C48 0.00 

C21 2.52 C49 0.00 

C22 2.51 C50 0.00 

C23 1.67 C51 0.00 

C24 1.68 C52 0.00 

C25 1.16 C53 0.00 

C26 1.27 C54 0.00 

C27 0.73 C55 0.00 

C28 0.80 C56 0.00 

C29 0.52 C57 0.00 

C30 0.50 C58 0.00 

C31 0.31 C59 0.00 

C32 0.30 C60 0.00 

Oil Sample 17 
 Mol %  Mol % 

C5 0.36 C33 0.81 

C6 0.21 C34 1.00 

C7 0.16 C35 0.32 

C8 0.33 C36 0.28 

C9 0.49 C37 0.08 

C10 1.00 C38 0.26 

C11 2.75 C39 0.04 

C12 5.90 C40 0.13 

C13 4.65 C41 0.09 

C14 8.12 C42 0.07 

C15 5.70 C43 0.11 

C16 7.69 C44 0.17 

C17 4.33 C45 0.06 

C18 5.75 C46 0.06 

C19 6.52 C47 0.05 

C20 5.25 C48 0.02 

C21 5.86 C49 0.00 

C22 4.75 C50 0.00 

C23 4.96 C51 0.00 

C24 3.56 C52 0.00 

C25 4.57 C53 0.00 

C26 3.89 C54 0.00 

C27 2.89 C55 0.00 

C28 1.72 C56 0.00 

C29 2.17 C57 0.00 

C30 1.08 C58 0.00 

C31 1.08 C59 0.00 

C32 0.70 C60 0.00 
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Table F13. Oil sample 19                                           Table F14. Oil sample 20 
  

Oil Sample 19 
 Mol %  Mol % 

C5 0.24 C33 0.01 

C6 3.64 C34 0.01 

C7 2.11 C35 0.00 

C8 3.22 C36 0.01 

C9 3.67 C37 0.00 

C10 9.50 C38 0.01 

C11 13.00 C39 0.00 

C12 25.56 C40 0.01 

C13 12.92 C41 0.00 

C14 12.25 C42 0.01 

C15 5.34 C43 0.00 

C16 3.78 C44 0.01 

C17 1.69 C45 0.00 

C18 1.32 C46 0.01 

C19 0.61 C47 0.00 

C20 0.43 C48 0.01 

C21 0.20 C49 0.00 

C22 0.16 C50 0.00 

C23 0.07 C51 0.00 

C24 0.08 C52 0.01 

C25 0.04 C53 0.00 

C26 0.02 C54 0.00 

C27 0.02 C55 0.00 

C28 0.03 C56 0.00 

C29 0.01 C57 0.00 

C30 0.01 C58 0.00 

C31 0.01 C59 0.00 

C32 0.01 C60 0.00 

Oil Sample 20 
 Mol %  Mol % 

C5 0.24 C33 0.02 

C6 3.82 C34 0.03 

C7 2.06 C35 0.02 

C8 3.37 C36 0.02 

C9 4.00 C37 0.02 

C10 8.63 C38 0.01 

C11 5.32 C39 0.02 

C12 16.71 C40 0.01 

C13 13.61 C41 0.02 

C14 16.64 C42 0.01 

C15 8.77 C43 0.02 

C16 6.08 C44 0.01 

C17 3.13 C45 0.02 

C18 2.17 C46 0.01 

C19 1.29 C47 0.02 

C20 0.99 C48 0.02 

C21 0.51 C49 0.02 

C22 0.42 C50 0.00 

C23 0.23 C51 0.00 

C24 0.23 C52 0.00 

C25 0.12 C53 0.00 

C26 0.13 C54 0.00 

C27 1.04 C55 0.00 

C28 0.06 C56 0.00 

C29 0.05 C57 0.00 

C30 0.03 C58 0.00 

C31 0.03 C59 0.00 

C32 0.04 C60 0.00 
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Table F15. Oil sample 22                                           Table F16. Oil sample 24 
  

Oil Sample 22 
 Mol %  Mol % 

C5 0.95 C33 0.01 

C6 5.66 C34 0.02 

C7 2.55 C35 0.01 

C8 2.84 C36 0.01 

C9 2.90 C37 0.01 

C10 3.97 C38 0.01 

C11 9.23 C39 0.01 

C12 18.38 C40 0.00 

C13 13.86 C41 0.01 

C14 12.66 C42 0.00 

C15 7.28 C43 0.00 

C16 5.79 C44 0.00 

C17 3.63 C45 0.01 

C18 3.16 C46 0.01 

C19 1.84 C47 0.01 

C20 1.81 C48 0.01 

C21 0.97 C49 0.00 

C22 0.86 C50 0.00 

C23 0.46 C51 0.00 

C24 0.40 C52 0.00 

C25 0.21 C53 0.00 

C26 0.21 C54 0.00 

C27 0.08 C55 0.00 

C28 0.08 C56 0.00 

C29 0.04 C57 0.00 

C30 0.03 C58 0.00 

C31 0.01 C59 0.00 

C32 0.02 C60 0.00 

Oil Sample 24 
 Mol %  Mol % 

C5 5.41 C33 0.07 

C6 10.83 C34 0.10 

C7 3.32 C35 0.08 

C8 3.11 C36 0.06 

C9 2.79 C37 0.05 

C10 10.30 C38 0.06 

C11 10.07 C39 0.04 

C12 13.79 C40 0.06 

C13 7.67 C41 0.04 

C14 8.02 C42 0.02 

C15 4.03 C43 0.04 

C16 4.85 C44 0.02 

C17 2.22 C45 0.05 

C18 2.77 C46 0.04 

C19 1.55 C47 0.03 

C20 2.02 C48 0.05 

C21 1.02 C49 0.04 

C22 1.43 C50 0.00 

C23 0.67 C51 0.00 

C24 0.92 C52 0.00 

C25 0.45 C53 0.00 

C26 0.69 C54 0.00 

C27 0.26 C55 0.00 

C28 0.36 C56 0.00 

C29 0.17 C57 0.00 

C30 0.22 C58 0.00 

C31 0.11 C59 0.00 

C32 0.11 C60 0.00 



218 
 

Oil Sample 7688 
 Mol %  Mol % 

C5 0.00 C33 0.16 

C6 0.00 C34 0.19 

C7 0.00 C35 0.12 

C8 0.00 C36 0.08 

C9 0.00 C37 0.07 

C10 15.55 C38 0.04 

C11 12.15 C39 0.02 

C12 16.65 C40 0.02 

C13 9.07 C41 0.00 

C14 11.14 C42 0.00 

C15 6.32 C43 0.00 

C16 5.73 C44 0.00 

C17 3.98 C45 0.00 

C18 3.78 C46 0.00 

C19 2.49 C47 0.00 

C20 2.55 C48 0.00 

C21 1.80 C49 0.00 

C22 1.79 C50 0.00 

C23 1.18 C51 0.00 

C24 1.18 C52 0.00 

C25 0.76 C53 0.00 

C26 0.90 C54 0.00 

C27 0.50 C55 0.00 

C28 0.51 C56 0.00 

C29 0.59 C57 0.00 

C30 0.34 C58 0.00 

C31 0.20 C59 0.00 

C32 0.15 C60 0.00 

 
Table F17. Oil sample 7676                              Table F18. Oil sample 7688 

 

Oil Sample 7676 
 Mol %  Mol % 

C5 5.40 C33 0.07 

C6 10.15 C34 0.12 

C7 14.39 C35 0.06 

C8 15.24 C36 0.04 

C9 14.23 C37 0.03 

C10 11.10 C38 0.03 

C11 4.78 C39 0.00 

C12 4.39 C40 0.00 

C13 3.44 C41 0.00 

C14 2.59 C42 0.00 

C15 2.50 C43 0.00 

C16 2.21 C44 0.00 

C17 1.47 C45 0.00 

C18 1.42 C46 0.00 

C19 1.23 C47 0.00 

C20 0.98 C48 0.00 

C21 0.66 C49 0.00 

C22 0.68 C50 0.00 

C23 0.54 C51 0.00 

C24 0.48 C52 0.00 

C25 0.30 C53 0.00 

C26 0.42 C54 0.00 

C27 0.22 C55 0.00 

C28 0.24 C56 0.00 

C29 0.22 C57 0.00 

C30 0.16 C58 0.00 

C31 0.10 C59 0.00 

C32 0.10 C60 0.00 
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Table G1. Live oil sample 14185                              Table G2. Live oil sample 14186 
  

Live Oil Sample 14185 

 mol %  mol % 

C1 25.99 C24 0.307707 

C2 2.66 C25 0.320201 

C3 0.99 C26 0.259406 

i-C4 0.18 C27 0.215389 

C4 0.27 C28 0.158694 

i-C5 0.08 C29 0.184189 

C5 12.29 C30 0.093728 

C6 11.40 C31 0.098845 

C7 13.58 C32 0.060165 

C8 8.13 C33 0.094189 

C9 7.73 C34 0.122862 

C10 4.53 C35 0.077754 

C11 1.04 C36 0.043018 

C12 1.12 C37 0.030569 

C13 0.95 C38 0.05588 

C14 0.71 C39 0.031263 

C15 1.23 C40 0.026445 

C16 1.08 C41 0.017507 

C17 0.71 C42 0.035317 

C18 0.68 C43 0.017394 

C19 0.63 C44 0.019524 

C20 0.49 C45 0.010688 

C21 0.40 C46 0.003999 

C22 0.37 C47 0.009796 

C23 0.35   

Live Oil Sample 14186 

 mol %  mol % 

C1 41.48 C24 0.43 

C2 2.18 C25 0.44 

C3 1.68 C26 0.39 

i-C4 0.38 C27 0.26 

C4 0.71 C28 0.21 

i-C5 0.06 C29 0.22 

C5 0.28 C30 0.13 

C6 7.11 C31 0.12 

C7 7.22 C32 0.07 

C8 8.22 C33 0.08 

C9 4.53 C34 0.12 

C10 4.31 C35 0.06 

C11 2.53 C36 0.03 

C12 2.19 C37 0.02 

C13 3.03 C38 0.03 

C14 1.70 C39 0.02 

C15 2.02 C40 0.02 

C16 1.24 C41 0.01 

C17 1.26 C42 0.01 

C18 0.90 C43 0.01 

C19 0.94 C44 0.01 

C20 0.88 C45 0.01 

C21 0.73 C46 0.01 

C22 0.61 C47 0.00 

C23 0.56   
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Live Oil Sample 7688 

 mol %  mol % 

N2 0.94 C19 1.49 

C1 33.20 C20 1.26 

CO2 1.30 C21 0.96 

C2 4.32 C22 0.84 

C3 1.76 C23 0.75 

i-C4 0.22 C24 0.60 

C4 0.37 C25 0.49 

neo-C5 0.02 C26 0.49 

i-C5 0.14 C27 0.43 

C5 0.19 C28 0.30 

C6 0.34 C29 0.42 

C7 0.40 C30 0.23 

C8 1.25 C31 0.13 

C9 6.60 C32 0.12 

C10 8.55 C33 0.16 

C11 5.89 C34 0.25 

C12 5.41 C35 0.12 

C13 6.07 C36 0.08 

C14 4.90 C37 0.07 

C15 2.85 C38 0.06 

C16 2.61 C39 0.01 

C17 1.71 C40 0.02 

C18 1.72   

 
Table G3. Live oil sample 7688 
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Appendix H 
Wax Samples 

 
                                                                  

 

 

Table H1. Wax sample 2                                          Table H2. Wax sample 4 
 

  

Wax Sample 2 
 Mol %  Mol % 

C5 0.00 C33 0.00 

C6 0.00 C34 0.00 

C7 0.00 C35 0.00 

C8 0.00 C36 0.00 

C9 0.00 C37 0.00 

C10 0.00 C38 0.00 

C11 0.00 C39 0.00 

C12 15.25 C40 0.00 

C13 14.14 C41 0.00 

C14 13.75 C42 0.00 

C15 11.02 C43 0.00 

C16 9.96 C44 0.00 

C17 6.96 C45 0.00 

C18 12.31 C46 0.00 

C19 4.06 C47 0.00 

C20 3.69 C48 0.00 

C21 2.22 C49 0.00 

C22 1.90 C50 0.00 

C23 1.85 C51 0.00 

C24 0.96 C52 0.00 

C25 0.50 C53 0.00 

C26 0.37 C54 0.00 

C27 0.32 C55 0.00 

C28 0.34 C56 0.00 

C29 0.17 C57 0.00 

C30 0.05 C58 0.00 

C31 0.13 C59 0.00 

C32 0.04 C60 0.00 

Wax Sample 4 
 Mol %  Mol % 

C5 0.00 C33 1.47 

C6 0.00 C34 1.11 

C7 0.00 C35 1.03 

C8 0.00 C36 1.18 

C9 0.00 C37 0.88 

C10 0.00 C38 0.81 

C11 0.00 C39 0.70 

C12 0.81 C40 0.84 

C13 0.64 C41 0.50 

C14 0.72 C42 0.39 

C15 0.54 C43 0.25 

C16 0.38 C44 0.38 

C17 0.80 C45 0.14 

C18 2.73 C46 0.13 

C19 5.13 C47 0.13 

C20 8.01 C48 0.03 

C21 8.13 C49 0.03 

C22 9.76 C50 0.26 

C23 8.27 C51 0.03 

C24 9.17 C52 0.01 

C25 7.14 C53 0.01 

C26 7.38 C54 0.00 

C27 4.90 C55 0.00 

C28 4.72 C56 0.00 

C29 3.14 C57 0.00 

C30 3.21 C58 0.00 

C31 2.06 C59 0.00 

C32 1.91 C60 0.00 
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Table H3. Wax sample 5                                          Table H4. Wax sample 6 
  

Wax Sample 5 
 Mol %  Mol % 

C5 0.00 C33 1.55 

C6 0.00 C34 1.36 

C7 0.00 C35 1.28 

C8 0.00 C36 1.66 

C9 0.00 C37 1.46 

C10 0.00 C38 1.44 

C11 0.00 C39 1.26 

C12 0.68 C40 1.63 

C13 0.28 C41 1.04 

C14 0.56 C42 1.07 

C15 0.59 C43 0.83 

C16 1.04 C44 0.92 

C17 2.85 C45 0.42 

C18 5.16 C46 0.41 

C19 5.84 C47 0.42 

C20 6.92 C48 0.17 

C21 6.91 C49 0.17 

C22 7.67 C50 0.52 

C23 7.02 C51 0.11 

C24 7.59 C52 0.05 

C25 5.98 C53 0.08 

C26 6.76 C54 0.00 

C27 3.81 C55 0.00 

C28 3.81 C56 0.00 

C29 2.49 C57 0.00 

C30 2.47 C58 0.00 

C31 1.83 C59 0.00 

C32 1.92 C60 0.00 

Wax Sample 6 
 Mol %  Mol % 

C5 0 C33 1.99 

C6 0.00 C34 1.70 

C7 0.00 C35 1.71 

C8 0.00 C36 2.35 

C9 0.00 C37 1.56 

C10 0.00 C38 1.61 

C11 0.00 C39 1.59 

C12 0.26 C40 2.19 

C13 0.16 C41 1.23 

C14 0.63 C42 1.15 

C15 0.07 C43 0.76 

C16 0.79 C44 1.25 

C17 2.90 C45 0.49 

C18 4.20 C46 0.57 

C19 4.51 C47 0.58 

C20 5.57 C48 0.26 

C21 5.56 C49 0.26 

C22 6.40 C50 0.94 

C23 6.00 C51 0.18 

C24 6.81 C52 0.08 

C25 5.86 C53 0.10 

C26 6.69 C54 0.00 

C27 4.42 C55 0.00 

C28 4.94 C56 0.00 

C29 3.40 C57 0.00 

C30 3.17 C58 0.00 

C31 2.42 C59 0.00 

C32 2.69 C60 0.00 
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Table H5. Wax sample 8                                                Table H6. Wax sample 10 
  

Wax Sample 8 
 Mol %  Mol % 

C5 0.00 C33 2.93 

C6 0.00 C34 2.68 

C7 0.00 C35 2.11 

C8 0.00 C36 0.92 

C9 0.00 C37 1.05 

C10 0.00 C38 0.84 

C11 0.00 C39 0.99 

C12 2.45 C40 0.92 

C13 1.57 C41 0.76 

C14 3.62 C42 0.62 

C15 3.82 C43 0.58 

C16 3.91 C44 0.46 

C17 1.40 C45 0.32 

C18 3.81 C46 0.33 

C19 5.06 C47 0.34 

C20 4.42 C48 0.11 

C21 5.18 C49 0.10 

C22 5.35 C50 0.02 

C23 6.62 C51 0.03 

C24 5.55 C52 0.06 

C25 6.75 C53 0.04 

C26 5.91 C54 0.00 

C27 5.08 C55 0.00 

C28 3.16 C56 0.00 

C29 4.81 C57 0.00 

C30 1.68 C58 0.00 

C31 2.22 C59 0.00 

C32 1.45 C60 0.00 

Wax Sample 10 
 Mol %  Mol % 

C5 0 C33 1.75 

C6 0.00 C34 2.12 

C7 0.00 C35 2.07 

C8 0.00 C36 2.00 

C9 0.00 C37 2.66 

C10 0.00 C38 3.37 

C11 0.00 C39 3.45 

C12 0.77 C40 4.84 

C13 0.93 C41 3.72 

C14 1.12 C42 2.99 

C15 1.49 C43 2.05 

C16 1.90 C44 2.14 

C17 3.26 C45 1.20 

C18 2.71 C46 1.01 

C19 3.52 C47 0.89 

C20 4.00 C48 0.82 
C21 3.52 C49 0.67 

C22 4.50 C50 0.70 

C23 3.79 C51 0.07 

C24 4.78 C52 0.10 

C25 3.55 C53 0.11 

C26 4.40 C54 0.00 

C27 2.82 C55 0.00 

C28 3.27 C56 0.00 

C29 4.46 C57 0.00 

C30 2.56 C58 0.00 

C31 2.01 C59 0.00 

C32 1.87 C60 0.02 
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Table H7. Wax sample 14                                            Table H8. Wax sample 17 
 

 

 
 
 
 
 
 
 

Wax Sample 14 
 Mol %  Mol % 

C5 0 C33 2.68 

C6 0.00 C34 2.31 

C7 0.00 C35 2.12 

C8 0.00 C36 2.11 

C9 0.00 C37 1.83 

C10 0.00 C38 1.74 

C11 0.00 C39 1.79 

C12 0.15 C40 2.28 

C13 0.30 C41 1.29 

C14 0.56 C42 1.62 

C15 0.79 C43 1.21 

C16 1.10 C44 1.08 

C17 0.98 C45 0.71 

C18 1.34 C46 0.41 

C19 1.61 C47 0.20 

C20 3.10 C48 0.34 

C21 3.96 C49 0.11 

C22 5.56 C50 0.07 

C23 5.67 C51 0.04 

C24 7.07 C52 0.05 

C25 6.26 C53 0.03 

C26 7.44 C54 0.00 

C27 5.31 C55 0.00 

C28 5.60 C56 0.00 

C29 4.98 C57 0.00 

C30 4.57 C58 0.00 

C31 3.78 C59 0.00 

C32 5.79 C60 0.07 

Wax Sample 17 
 Mol %  Mol % 

C5 0.00 C33 2.14 

C6 0.00 C34 1.53 

C7 0.00 C35 2.30 

C8 0.00 C36 1.80 

C9 0.00 C37 1.60 

C10 0.00 C38 1.49 

C11 0.00 C39 1.58 

C12 0.05 C40 1.83 

C13 0.15 C41 1.36 

C14 0.32 C42 1.48 

C15 0.62 C43 0.95 

C16 1.95 C44 1.22 

C17 3.51 C45 0.89 

C18 4.81 C46 0.83 

C19 4.71 C47 0.55 

C20 5.06 C48 0.15 

C21 4.71 C49 0.34 

C22 5.52 C50 0.38 

C23 5.17 C51 0.21 

C24 6.21 C52 0.07 

C25 5.40 C53 0.06 

C26 6.32 C54 0.00 

C27 4.40 C55 0.00 

C28 5.17 C56 0.00 

C29 3.71 C57 0.00 

C30 3.86 C58 0.00 

C31 2.75 C59 0.00 

C32 2.56 C60 0.00 
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Table H9. Wax sample 18                                            Table H10. Wax sample 20 
  

Wax Sample 18 
 Mol %  Mol % 

C5 0.00 C33 0.34 

C6 0.00 C34 0.51 

C7 0.00 C35 0.26 

C8 0.00 C36 0.32 

C9 0.00 C37 0.19 

C10 0.00 C38 0.35 

C11 0.00 C39 0.24 

C12 0.04 C40 0.31 

C13 10.37 C41 0.38 

C14 13.60 C42 0.24 

C15 11.26 C43 0.33 

C16 10.83 C44 0.34 

C17 7.34 C45 0.36 

C18 6.64 C46 0.24 

C19 4.69 C47 0.34 

C20 5.36 C48 0.19 

C21 3.87 C49 0.17 

C22 4.08 C50 0.09 

C23 3.10 C51 0.07 

C24 3.47 C52 0.05 

C25 2.27 C53 0.05 

C26 2.66 C54 0.00 

C27 1.32 C55 0.00 

C28 1.15 C56 0.00 

C29 0.88 C57 0.00 

C30 0.66 C58 0.00 

C31 0.46 C59 0.00 

C32 0.52 C60 0.07 

Wax Sample 20 
 Mol %  Mol % 

C5 0.00 C33 0.43 

C6 0.00 C34 0.49 

C7 0.00 C35 0.39 

C8 0.00 C36 0.32 

C9 0.00 C37 0.23 

C10 0.00 C38 0.24 

C11 0.00 C39 0.23 

C12 8.21 C40 0.24 

C13 12.61 C41 0.27 

C14 13.54 C42 0.18 

C15 9.64 C43 0.17 

C16 7.36 C44 0.19 

C17 4.79 C45 0.23 

C18 4.93 C46 0.13 

C19 4.00 C47 0.13 

C20 4.94 C48 0.03 

C21 3.89 C49 0.03 

C22 4.33 C50 0.04 

C23 3.08 C51 0.05 

C24 3.62 C52 0.04 

C25 2.15 C53 0.04 

C26 2.47 C54 0.00 

C27 1.15 C55 0.00 

C28 1.55 C56 0.00 

C29 0.88 C57 0.00 

C30 1.17 C58 0.00 

C31 0.50 C59 0.00 

C32 1.07 C60 0.00 



226 
 

 
                                                                             

 

 

Table H11. Wax sample 21                                            Table H12. Wax sample 22 
  

Wax Sample 21 
 Mol %  Mol % 

C5 0.00 C33 0.75 

C6 0.00 C34 1.10 

C7 0.00 C35 0.63 

C8 0.00 C36 0.94 

C9 0.00 C37 0.39 

C10 0.00 C38 0.46 

C11 0.00 C39 0.26 

C12 1.19 C40 0.84 

C13 1.91 C41 0.28 

C14 3.51 C42 0.28 

C15 4.92 C43 0.37 

C16 5.59 C44 0.80 

C17 6.09 C45 0.37 

C18 6.52 C46 0.24 

C19 8.68 C47 0.30 

C20 7.90 C48 0.20 

C21 8.26 C49 0.21 

C22 6.97 C50 0.65 

C23 6.82 C51 0.08 

C24 5.43 C52 0.04 

C25 4.72 C53 0.04 

C26 3.26 C54 0.00 

C27 2.69 C55 0.00 

C28 1.63 C56 0.00 

C29 1.26 C57 0.00 

C30 1.17 C58 0.00 

C31 0.74 C59 0.00 

C32 1.12 C60 0.37 

Wax Sample 22 
 Mol %  Mol % 

C5 0.00 C33 0.11 

C6 0.00 C34 0.17 

C7 0.00 C35 0.11 

C8 0.00 C36 0.15 

C9 0.00 C37 0.10 

C10 0.00 C38 0.12 

C11 0.00 C39 0.11 

C12 0.38 C40 0.10 

C13 0.61 C41 0.09 

C14 1.27 C42 0.10 

C15 2.93 C43 0.06 

C16 7.34 C44 0.04 

C17 9.98 C45 0.04 

C18 13.64 C46 0.03 

C19 13.24 C47 0.03 

C20 11.64 C48 0.09 

C21 9.90 C49 0.02 

C22 7.80 C50 0.02 

C23 5.96 C51 0.03 

C24 4.59 C52 0.00 

C25 3.10 C53 0.03 

C26 2.41 C54 0.00 

C27 1.06 C55 0.00 

C28 1.16 C56 0.00 

C29 0.46 C57 0.00 

C30 0.45 C58 0.00 

C31 0.32 C59 0.00 

C32 0.23 C60 0.00 
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Table H13. Wax sample 24                                         Table H14. Wax sample 27 
  

Wax Sample 24 
 Mol %  Mol % 

C5 0 C33 1.40 

C6 0.00 C34 1.41 

C7 0.00 C35 1.04 

C8 0.00 C36 0.92 

C9 0.00 C37 0.63 

C10 0.00 C38 0.68 

C11 0.00 C39 0.48 

C12 4.90 C40 0.67 

C13 4.85 C41 0.32 

C14 5.26 C42 0.27 

C15 4.34 C43 0.25 

C16 4.72 C44 0.40 

C17 3.61 C45 0.16 

C18 4.38 C46 0.04 

C19 3.89 C47 0.07 

C20 5.48 C48 0.08 

C21 5.03 C49 0.00 

C22 5.97 C50 0.00 

C23 5.43 C51 0.00 

C24 6.67 C52 0.00 

C25 4.87 C53 0.00 

C26 5.75 C54 0.00 

C27 3.58 C55 0.00 

C28 3.66 C56 0.00 

C29 2.95 C57 0.00 

C30 2.40 C58 0.00 

C31 1.81 C59 0.00 

C32 1.62 C60 0.00 

Wax Sample 27 
 Mol %  Mol % 

C5 0.00 C33 1.26 

C6 0.00 C34 1.38 

C7 0.00 C35 1.10 

C8 0.00 C36 0.82 

C9 0.00 C37 0.61 

C10 0.00 C38 0.66 

C11 0.00 C39 0.56 

C12 2.05 C40 0.76 

C13 2.74 C41 0.47 

C14 3.61 C42 0.55 

C15 3.79 C43 0.32 

C16 4.76 C44 0.50 

C17 3.85 C45 0.18 

C18 4.80 C46 0.20 

C19 5.35 C47 0.10 

C20 5.46 C48 0.06 

C21 5.75 C49 0.00 

C22 5.77 C50 0.00 

C23 6.86 C51 0.00 

C24 5.73 C52 0.00 

C25 7.45 C53 0.00 

C26 5.22 C54 0.00 

C27 5.17 C55 0.00 

C28 3.34 C56 0.00 

C29 3.17 C57 0.00 

C30 2.37 C58 0.00 

C31 1.80 C59 0.00 

C32 1.45 C60 0.00 
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Table H15. Wax sample 7719                                            Table H16. Wax sample 7648 
 

  

Wax Sample 7719 
 Mol %  Mol % 

C5 0.00 C33 2.34 

C6 0.00 C34 2.92 

C7 0.00 C35 1.66 

C8 0.00 C36 1.04 

C9 0.00 C37 1.02 

C10 0.00 C38 0.98 

C11 0.00 C39 1.03 

C12 1.80 C40 0.97 

C13 2.53 C41 0.55 

C14 3.23 C42 0.93 

C15 3.30 C43 0.34 

C16 3.78 C44 0.31 

C17 3.09 C45 0.13 

C18 3.47 C46 0.12 

C19 3.90 C47 0.07 

C20 4.00 C48 0.00 

C21 4.46 C49 0.00 

C22 4.69 C50 0.00 

C23 5.91 C51 0.00 

C24 5.46 C52 0.00 

C25 7.33 C53 0.00 

C26 6.02 C54 0.00 

C27 4.76 C55 0.00 

C28 3.73 C56 0.00 

C29 6.02 C57 0.00 

C30 2.80 C58 0.00 

C31 3.38 C59 0.00 

C32 1.94 C60 0.00 

Wax  Sample 7648 
 Mol %  Mol % 

C5 0.00 C33 1.54 

C6 0.00 C34 1.69 

C7 0.00 C35 1.64 

C8 0.00 C36 1.00 

C9 0.00 C37 0.72 

C10 0.00 C38 1.03 

C11 0.00 C39 0.58 

C12 1.23 C40 0.60 

C13 1.96 C41 0.58 

C14 2.86 C42 0.40 

C15 3.10 C43 0.17 

C16 3.54 C44 0.24 

C17 3.09 C45 0.08 

C18 3.58 C46 0.00 

C19 4.96 C47 0.00 

C20 5.41 C48 0.00 

C21 5.79 C49 0.00 

C22 6.49 C50 0.00 

C23 5.19 C51 0.00 

C24 6.88 C52 0.00 

C25 8.45 C53 0.00 

C26 6.77 C54 0.00 

C27 5.32 C55 0.00 

C28 4.11 C56 0.00 

C29 4.07 C57 0.00 

C30 2.71 C58 0.00 

C31 2.23 C59 0.00 

C32 1.97 C60 0.00 
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Wax Sample 7729 

 Mol %  Mol % 

C5 0.00 C33 1.87 

C6 0.00 C34 1.38 

C7 0.00 C35 1.43 

C8 0.00 C36 1.15 

C9 0.00 C37 1.12 

C10 0.00 C38 1.23 

C11 0.13 C39 0.97 

C12 0.22 C40 0.87 

C13 0.39 C41 0.86 

C14 0.57 C42 0.62 

C15 1.37 C43 0.28 

C16 2.87 C44 0.28 

C17 5.37 C45 0.11 

C18 6.61 C46 0.17 

C19 6.82 C47 0.00 
C20 7.25 C48 0.00 

C21 6.97 C49 0.00 

C22 7.51 C50 0.00 

C23 6.84 C51 0.00 

C24 7.02 C52 0.00 

C25 5.89 C53 0.00 

C26 5.32 C54 0.00 

C27 4.49 C55 0.00 

C28 4.32 C56 0.00 

C29 2.85 C57 0.00 

C30 2.93 C58 0.00 

C31 1.93 C59 0.00 

C32 0.00 C60 0.00 

 

Table H17. Wax sample 7729 
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Appendix I 
Cold Finger Samples 

 
 

                                                          

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

       

 

 

 

 

 

Table I1. Cold finger wax sample 11                      Table I2. Cold finger wax zample 16 

Cold Finger Wax Sample 11 
 Mol %  Mol % 
C5 0.00 C33 0.00 
C6 0.00 C34 0.00 
C7 0.00 C35 0.00 
C8 0.00 C36 0.00 
C9 0.00 C37 0.00 
C10 0.00 C38 0.00 
C11 0.92 C39 0.00 
C12 4.52 C40 0.00 
C13 3.81 C41 0.00 
C14 7.82 C42 0.00 
C15 6.30 C43 0.00 
C16 9.04 C44 0.00 
C17 5.96 C45 0.00 
C18 8.08 C46 0.00 
C19 6.21 C47 0.00 
C20 6.17 C48 0.00 
C21 3.65 C49 0.00 
C22 3.73 C50 0.00 
C23 1.97 C51 0.00 
C24 2.10 C52 0.00 
C25 0.91 C53 0.00 
C26 1.08 C54 0.00 
C27 0.25 C55 0.00 
C28 0.39 C56 0.00 
C29 0.30 C57 0.00 
C30 0.26 C58 0.00 
C31 0.00 C59 0.00 
C32 0.00 C60 0.00 

Cold Finger Wax Sample 16 
 Mol %  Mol % 

C5 0.00 C33 0.77 

C6 0.00 C34 0.71 

C7 0.00 C35 0.66 

C8 0.00 C36 0.46 

C9 0.00 C37 0.32 

C10 1.40 C38 0.95 

C11 2.24 C39 0.60 

C12 4.99 C40 0.80 

C13 5.13 C41 0.51 

C14 9.72 C42 0.93 

C15 7.19 C43 0.55 

C16 8.59 C44 0.86 

C17 4.92 C45 0.42 

C18 6.31 C46 0.57 

C19 6.61 C47 0.64 

C20 5.16 C48 0.47 
C21 3.97 C49 0.50 

C22 3.51 C50 0.69 

C23 3.07 C51 0.14 

C24 2.41 C52 0.29 

C25 3.18 C53 0.00 

C26 2.20 C54 0.00 

C27 1.83 C55 0.00 

C28 1.36 C56 0.00 

C29 2.03 C57 0.00 

C30 1.15 C58 0.00 

C31 0.57 C59 0.00 

C32 0.60 C60 0.00 
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Table I3. Cold finger wax sample 7688           Table I4. Cold finger wax sample 7719 
 

Cold Finger Wax Sample 7688 
 Mol %  Mol % 

C5 0.00 C33 0.68 

C6 0.00 C34 0.86 

C7 0.00 C35 0.64 

C8 0.00 C36 0.73 

C9 0.00 C37 0.49 

C10 1.26 C38 0.79 

C11 3.03 C39 0.43 

C12 6.85 C40 0.75 

C13 5.06 C41 0.40 

C14 9.75 C42 0.47 

C15 5.98 C43 0.32 

C16 6.66 C44 0.52 

C17 5.51 C45 0.42 

C18 6.45 C46 0.30 

C19 6.39 C47 0.24 

C20 5.69 C48 0.26 

C21 4.70 C49 0.28 

C22 4.55 C50 0.29 

C23 4.00 C51 0.13 

C24 3.32 C52 0.09 

C25 2.35 C53 0.00 

C26 2.60 C54 0.00 

C27 1.41 C55 0.00 

C28 1.59 C56 0.00 

C29 1.35 C57 0.00 

C30 1.03 C58 0.00 

C31 0.64 C59 0.00 

C32 0.75 C60 0.00 

Cold Finger Wax Sample 7719 
 Mol %  Mol % 

C5 0.00 C33 0.97 

C6 0.00 C34 2.36 

C7 0.00 C35 2.14 

C8 0.00 C36 1.69 

C9 0.00 C37 1.91 

C10 0.16 C38 3.60 

C11 0.13 C39 2.28 

C12 1.84 C40 2.80 

C13 3.76 C41 2.14 

C14 9.12 C42 2.61 

C15 6.65 C43 1.99 

C16 6.74 C44 2.03 

C17 4.73 C45 1.77 

C18 4.92 C46 2.23 

C19 3.31 C47 1.59 

C20 3.44 C48 1.73 

C21 2.19 C49 0.90 

C22 2.36 C50 1.65 

C23 1.56 C51 0.65 

C24 1.69 C52 0.62 

C25 1.14 C53 0.00 

C26 1.46 C54 0.00 

C27 0.78 C55 0.00 

C28 1.05 C56 0.00 
C29 1.32 C57 0.00 

C30 1.05 C58 0.00 

C31 0.85 C59 0.00 

C32 1.21 C60 0.00 
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Appendix J 
Solid State Fugacity Calculations 

 
The standard state fugacities at temperature T and pressure P of component i in the liquid and 
wax phases can be expressed as 
 

( )oLoS ffRTG /ln=∆  (J-1) 
 

where G∆  is the change in the molar Gibbs free energy is associated with the transition of 
component i from liquid to solid form at temperature T and pressure P. Change in Gibb’s free 
energy can be expressed as 
 

STHG ∆−∆=∆  (J-2) 
 

Change in enthalpy ( )H∆ can be expressed as 
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and change in entropy ( )S∆  can be expressed as 
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Using Equations (J-I)–(J-IV) and calculating the fugacity of pure component in liquid phase 
from EOS, the fugacity of the pure component in solid phase can be calculated (Pedersen et 
al, 1991). 
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Appendix K 
Liquid and Vapor Fugacity Calculations (Dandekar, 2006) 

 
It is convenient to do the fugacity calculations in terms of the fugacity coefficient Ф, which is 
the ratio of fugacity to system pressure. The fugacity coefficient as given by PR-EOS is 
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In these equations, Z is the compressibility factor. A and B are given by the following 
equations: 
 

2)(RT
PaA α

=   and 
RT
bPB =  (K-2) 

 
and a and b are given by the following equations: 
 

c

C
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22
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C
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 where 07780.045724.0 =Ω=Ω ba and  (K-3) 

 
α  is given by  

 
25.0 )]1(1[ rTm −+=α  (K-4) 

 
where, Tr is the reduced temperature and m is given for PR-EOS respectively as follows 

 
2176.0574.148.0 ωω −+=m  for SRK (K-5) 

 
and  

32 016667.01644.048503.1379642.0 ωωω +−+=m  for PR (K-6) 
 

ω is the acentric factor. It was introduced to account for the deviation from the corresponding 
states principle.  
 
It should be noted that Equation K-I is for pure components. 
 
Extension of EOS models to mixture 
s 
All EOS models are developed for pure components and are extended to mixtures by 
employing mixing rules. These mixing rules are simply the means of calculating the mixture 
parameters equivalent to those of pure components. The mixture parameters are given by 
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where ma )( α  represents the product of constant a and α for a given mixture, yi and yj are the 

mole fraction of component i and j in the mixture, ai and aj the constant a for component i 
and j the mixture, ji and αα the parameter α for component i and j in the mixture, kij or kji 

the binary interaction parameter, bm a constant b for the mixture; and bi a constant b for 
component i in the mixture. The binary interaction parameter (BIP) is an empirically 
determined correction factor that characterizes the binary formed by components i and j in 
the mixture. The fugacity of component in mixture in liquid phase or vapor phase is found 
out by the following equation: 
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A and B are found out from Equation (B-II), a  and bm obtained from Equations (K-VII) 
and (K-VIII) should be used. δ1= 1 + √2 and δ2 = 1 + √2 for PR-EOS and ψi and ψ are given 
by 
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ZL, which is determined from cubic equation of state, can be substituted in Equation (K-9) 
and the liquid phase fugacity coefficient can be found out.   
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responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
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Abstract 
This final report presents the results of our research during the three-year project cycle 
(09/30/2005 to 10/01/2008).  The objective of this project is to develop a computer predictive 
model for wax deposition specific to the production of the Alaska North Slope (ANS) area crude 
oils. 
 
The objective of this project is to develop a computer predictive model for wax deposition 
specific to the production of the Alaska North Slope (ANS) area crude oils. The computer 
predictive model that we developed in this study consists of a heat-transfer model to predict fluid 
and formation temperature profiles downhole, a thermodynamic model to predict cloud point and 
wax composition, and a dynamic wax deposition model to predict wax deposition under dynamic 
flow conditions. 
 
A heat-transfer model was developed using the total-system-energy-balance concept based on a 
physical model that contains most of the essential elements of a typical ANS well including the 
option for gas injection for gas-lift operations.  The boundary conditions for permafrost thawing 
due to the heat transfer from the production string during production were also incorporated into 
the model.  A computer program based on the heat-transfer model was developed to generate 
system temperature profiles by solving total-system- energy-balance equations numerically using 
the finite-difference method. Using our numerical model, we successfully generated the fluid 
temperature profile in the production tubing, the temperature profile of injected gas in the 
annulus, and the formation temperature profiles and moving boundary locations in the 
permafrost region for an example well provided by ConocoPhillips 
 
A thermodynamic model was also developed to predict the paraffin distributions in the liquid and 
solid phases at temperatures below the cloud point.  The model fitted the experimental data from 
the literature well and we expanded the thermodynamic model to predict cloud point as well as 
solid compositions at different temperatures below the cloud point.  The model results matched 
well with the experimental data from the literature. 
 
A computer model was developed to simulate wax deposition under dynamic conditions. Using 
the computer model, we simulated dynamic wax deposition of a model oil under different wall 
temperatures and flow rates. A comparison of model predictions with results from our own 
experimental data showed that the model could simulate experimental results from our dynamic 
flow-loop experiments well. To confirm our model, we also simulated experimental results of 
dynamic wax deposition in the literature. Again, our model predictions fit the literature well. 
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Executive Summary 
This is the sixth quarterly report from the University of Kansas performed under the UAF 
subaward 06-0031 of DOE primary contract DOE-FC26-01NT41248.  This final report describes 
what we accomplished during the three-year project cycle between 09/30/2005 and 10/01/2008.   
 
Wax (paraffins) can deposit from a crude oil in a solid form during production.  Wax may form 
anywhere in the producing system when the conditions due to temperature and pressure changes 
become favorable for the precipitation of paraffins.  Wax usually forms by nucleation where the 
presence of a seed crystal of paraffin or other solid material in a crude oil could result in a rapid 
growth of paraffins.  Permafrost on Alaska’s North Slope causes heat loss from produced fluids 
and can lead to significant wax deposition in producing wells.  Wax deposition typically occurs 
in wells that produce at lower rates and leads to severe well downtime.  Industry has been 
challenged to create attractive investments in low rate wells made even lower by high downtime. 
 
The objective of this project is to develop a computer predictive model for wax deposition 
specific to the production of the Alaska North Slope (ANS) area crude oils. The computer 
predictive model that we developed in this study consists of a heat-transfer model to predict fluid 
and formation temperature profiles downhole, a thermodynamic model to predict cloud point and 
wax composition, and a dynamic wax deposition model to predict wax deposition under dynamic 
flow conditions. Due to the unique cold-climate environment and the existence of Permafrost in 
the ANS area, the heat-transfer model developed in this project took into account the presence of 
Permafrost, the effects of thermal insulation, production rate, and well geometry on temperature 
profile in the production string. 
 
A heat-transfer model was developed using the total-system-energy-balance concept based on a 
physical model that contains most of the essential elements of a typical ANS well including the 
option for gas injection for gas-lift operations.  The boundary conditions for permafrost thawing 
due to the heat transfer from the production string during production were also incorporated into 
the model.  A computer program based on the heat-transfer model was developed to generate 
system temperature profiles by solving total-system- energy-balance equations numerically using 
the finite-difference method. Using our numerical model, we successfully generated the fluid 
temperature profile in the production tubing, the temperature profile of injected gas in the 
annulus, and the formation temperature profiles and moving boundary locations in the 
permafrost region for an example well provided by ConocoPhillips. 
 
A thermodynamic model was also developed to predict the paraffin distributions in the liquid and 
solid phases at temperatures below the cloud point.  The model fitted the experimental data from 
the literature well and we expanded the thermodynamic model to predict cloud point as well as 
solid compositions at different temperatures below the cloud point.  The model results matched 
well with the experimental data from the literature. 
 
A computer model was developed to simulate wax deposition under dynamic conditions. Using 
the computer model, we simulated dynamic wax deposition of a model oil under different wall 
temperatures and flow rates. A comparison of model predictions with results from our own 
experimental data showed that the model could simulate experimental results from our dynamic 
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flow-loop experiments well. To confirm our model, we also simulated experimental results of 
dynamic wax deposition in the literature. Again, our model predictions fit the literature well. 
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1. Introduction 
Wax (paraffins) can deposit from a crude oil in a solid form during production.  Wax may form 
anywhere in the producing system when the conditions due to temperature and pressure changes 
become favorable for the precipitation of paraffins.  Wax usually forms by nucleation where the 
presence of a seed crystal of paraffin or other solid material in a crude oil could result in a rapid 
growth of paraffins.  Permafrost on Alaska’s North Slope causes heat loss from produced fluids 
and can lead to significant wax deposition in producing wells.  Wax deposition typically occurs 
in wells that produce at lower rates and leads to severe well downtime.  Industry has been 
challenged to create attractive investments in low rate wells made even lower by high downtime. 
 
Although wax deposition is a commonly encountered problem in production operations, there is 
no universally effective treatment for the problem. Treatment methods are usually highly case 
dependent, requiring the proper identification of the mechanisms for wax deposition and the 
development of a predicting technique that is specific for the target field.  Due to its unique 
production environment, a properly designed and implemented treatment method for preventing 
wax deposition is essential to the cost effective production in the Alaska’s North Slope area. 

 
The objective of our research in this task area is to develop a computer predictive model for wax 
deposition specific to the production of the Alaska North Slope (ANS) area crude oils. 
 
Previous researchers have developed a number of models to predict wax deposition based on 
laboratory measurements of field crude oil samples.  Because of the empirical nature of these 
models, their applications are limited to the specific fields where the crude oil samples came 
from.  Due to its unique production environment, there is a need to develop predictive models 
specific to the production of the ANS crude oils.  
 
The best way to solve the wax deposition problem is to take the proactive approach of staying 
outside of the wax deposition envelope when producing the crude oil from downhole to the 
surface.  This requires the in-depth understanding of the thermodynamic properties of the crude 
oil as well as the characteristics of heat transfer in the production string.  The computer 
predictive model that we develop in this study will include three major components.  A 
thermodynamic model will be developed using the PVT and Wax Appearance Temperature 
(WAT) data from Task 1 to establish the wax deposition envelopes for different ANS crude oils.  
A dynamic wax deposition and removal model will be developed to predict wax deposition and 
growth in production strings under dynamic flow conditions.  Finally, a heat-transfer model will 
be developed to simulate the effects of thermal insulation, production rate, and well geometry on 
temperature profile in the production string.   
 

2. Heat Transfer Model 
The objective of the heat-transfer modeling is to establish fluid temperature profiles in the 
production string. A physical model as shown in Figure 1 is used in this study to model heat 
exchanges between producing fluids, production string, injected gas during gas-lift operations, 
insulation materials and formation rock/permafrost. In this study, we generate system 
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temperature profiles by solving total-system- energy-balance equation numerically using the 
finite-difference method. 

 

2.1. Model Assumptions 
In tubing and casing annulus, kinetic energy and potential energy are neglected in our 
calculations. Heat flow through the wellbore is assumed to be quasi-steady. Heat transfer from 
the wellbore to the formation occurs only in the radial direction. In the formation, the heat 
transferred in depth direction is assumed to be negligible. There is no heat source or sink. The 
formation temperature is equal to the geothermal temperature when it is far away from the 
wellbore. The formation is assumed to be homogeneous and incompressible and the thermal 
conductivity, heat capacity and density remain unchanged. In the permafrost region, the 
formation densities both in the thawed and solid zones are assumed to be equal and the heat 
transfer is by conduction only both zones. 

2.2. Model Descriptions 
During fluid temperature calculations, the origin is set at the surface of the wellbore. The vertical 
direction is assumed to be positive as depth increases. Our model is built to handle deviated 
wells and therefore, the tubing fluid temperature and annulus gas temperature are calculated as 
functions of the wellbore length. The direction of mass flow in tubing (upward) is negative and 
the temperature gradient is positive, so the energy balance on the fluid flowing in the tubing is 
 

2 ( )f
f pf ti ti f ti

dT
m C r h T T

dl
π− = −                                                                                    (1) 

 
where fm , pfC , fT represent the mass flow rate, heat capacity and the temperature of the fluid in 

the tubing; tir  is the inside radius of the tubing and tiT  is the temperature at the inside surface of 
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Figure 1. Physical model for heat transfer modeling 
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tubing; tih  is heat transfer coefficient based on the inside tubing surface and the temperature 

difference between the flowing fluid and the surface. 
 
Since radiation passes through the casing annulus without absorption, there is no contribution to 
the energy balance from the radiation between the tubing and the casing. The direction of mass 
flow in the annulus (downward) and the temperature gradient are positive. So the energy balance 
on flowing gas is 
 

 
2 ( ) 2 ( )g

g pg to to to g ci ci g ci

dT
m C r h T T r h T T

dl
π π= − − −

                                               (2) 

 
 where gm , pgC , gT represent the mass flow rate, heat capacity and the temperature of the gas in 

the annulus; ,to cir r  are the outside radius of the tubing and inside radius of casing, respectively; 

,to ciT T  are the temperature at the outside surface of tubing and inside surface of casing, 

respectively; toh is heat transfer coefficient based on the outside tubing surface and the 

temperature difference between the gas in annulus and the surface;  cih  is heat transfer 

coefficient based on the outside casing surface and the temperature difference between the gas in 
annulus and the surface.  
 
Neglecting heat transfer in depth direction, energy balance on the formation can be written as 
  

t
Tc

r
Tr

rr
k p ∂

∂
=

∂
∂

∂
∂ ρ)(

1
                                                                                                (3) 

 
where , , pk cρ are the formation thermal conductivity, density and heat capacity. 

 
To calculate fluid temperature, gas temperature, and the formation temperature, the model can be 
simplified to 
 

)ln(

)(
2

)ln(

)(
2

co

h

hco
cem

ci

co

coci
cas

r
r

TT
k

r
r
TT

k
−

=
−

ππ                                                                             (4) 

 
where ,co hr r  are the radius of the outside casing and wellbore, respectively; ,co hT T  are the 

temperature at the outside surface of casing and wellbore/formation interface, respectively. 
,cas cemK K  are the thermal conductivity of casing and cement, respectively. 
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Define  
       

        1

ln co
cem

ci

h
cas

co

rk
r

rk
r

α

 
 
 =
 
 
 

                                                                                                          (5) 

 
Combining Eqs. (4) and (5) and rearrange yield, 
 

1( )ci co co hT T T Tα− = −  →  1

11
ci h

co
T TT α

α
+

=
+

                                                                    (6) 

 
At the inside casing wall, the energy balance can be expressed as 

( )
2 ( ) 2 ( ) 2

ln

ci co
ci ci g ci to r to ci cas

co

ci

T Tr h T T r h T T k r
r

π π π −
− + − =

                                      (7) 

where rh  is heat transfer coefficient for the radiation based on the outside tubing surface and the 

temperature difference between the outside tubing and inside casing surfaces. 
 
Define 

2

ln co
ci ci

ci

cas

rr h
r

k
α

 
 
 =

                                                                                                       (8)    

3

ln co
to r

ci

cas

rr h
r

k
α

 
 
 =

                                                                                                        (9) 

 
Combining Eqs. (6) ~ (9) and rearrange yield, 
  

1
2 3

1

1
2 3

1

1

1

g to h

ci

T T T
T

αα α
α

αα α
α

+ +
+

=
+ +

+

                                                                                       (10) 

 
Define 
 

2 1
4

1 2 3 1

(1 )

( )(1 )

α αα
α α α α

+
=

+ + +

                                                                                      (11)        
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3 1
5

1 2 3 1

(1 )

( )(1 )

α αα
α α α α

+
=

+ + +

                                                                                      (12) 

1
6

1 2 3 1( )(1 )

α
α

α α α α
=

+ + +
                                                                                        (13)  

 
Incorporating Eqs. (11) ~ (13) into Eq. (10) yields, 
 

4 5 6ci g to hT T T Tα α α= + +                                                                                             (14) 

 
At the tubing wall, the energy balance can be expressed as 
 

( )
2 ( ) 2

ln

tub ti to
ti ti f ti

to

ti

k T Tr h T T
r
r

π π −
− =

 
 
 

                                                                (15) 

 
Define  
 

7

ln( )

tub

to
ti ti

ti

k
rr h r

α =                                                                                                       (16) 

 
Substituting Eq. (16) into (15) yields, 
   

7

71
f to

ti

T T
T

α
α

+
=

+
                                                                                                          (17) 

 
From the energy balance between the tubing and the annulus, the heat lost from the tubing by 
convection to the injected gas flowing in the casing annulus and by radiation from the outer 
tubing surface to the inner casing surface can be described by 
 

( )
2 2 ( ) 2 ( )                       (18)

ln

tub ti to
to to to g to r to ci

to

ti

k T T r h T T r h T T
r
r

π π π−
= − + −

 
 
 

                              

 
where tubK  is the thermal conductivity of tubing. 
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Define 

8

ln to
to to

ti

tub

r
r h

r
k

α

 
 
 =                                                                                                        (19) 

9

ln to
to r

ti

tub

r
r h

r
k

α

 
 
 =                                                                                                        (20) 

 
 
Substituting Eqs.(19) and (20) into Eq. (18) and rearrange yield, 
  

8 9( ) ( )ti to to g to ciT T T T T Tα α− = − + −                                                                           (21) 

 
Combining Eqs.(14),(17), and (21), we obtain the following equation 
 

( )7
8 9 4 5 6

7

( )
1

f to
to to g to g to h

T T
T T T T T T T

α
α α α α α

α
+

 − = − + − + + +
                              (22) 

 
Define 
 

[ ]10 8 9 5 71 (1 ) (1 )α α α α α= + + − +                                                                              (23) 

 
Combining Eqs.(22) and (23), Tto can be expressed as 
 

7 8 4 9 6 9 7
10

1
(1 )( ) (1 )to f g hT T T Tα α α α α α α

α
 = + + + + +                                             (24) 

 
Define 
 

10
11

10

1α
α

α
−

=                                                                                                                (25) 

8 4 9 7
12

10

( )(1 )α α α α
α

α
+ +

=                                                                                           (26) 

6 9 7
13

10

(1 )α α α
α

α
+

=                                                                                                      (27) 

 
Eq.(24) can be simplified as 
  

12 13
10

1
to f g hT T T Tα α

α
= + +                                                                                         (28) 
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From Eqs.(17) and (28), the energy balance for the fluid flowing in the tubing Eq.(1) becomes 
 

( )7
11 12 13

7

2

1
f ti ti

f g h
f pf

dT r h
T T T

dl m C
π α

α α α
α

= − ⋅ − −
+

                                                         (29) 

 
where the subscript f represents the fluids flow in the tubing, which includes oil and gas.  
 
Define 
   

7
14

7

2

1
ti ti

f pf

r h
m C
π α

α
α

= − ⋅
+

                                                                                               (30) 

14 11A α α= , 14 12B α α= − , 14 13C α α= −                                                                        (31) 

 
Eq.(29) can be expressed as 
  

f
f g h

dT
AT BT CT

dl
= + +                                                                                               (32) 

 
Define 
 

15 5 13 6α α α α= +                                                                                                          (33) 

16 4 5 121α α α α= − −                                                                                                     (34)  

 
Based on Eqs. (2), (14), and (24), we now have the energy balance equation for the injected gas 
flowing in the annulus reduced to the only a function of Tf , Tg and Th 

 

5
12 13 16 15

10 10

1
2 ( 1) 2g

g pg to to f g h ci ci f g h

dT
m C r h T T T r h T T T

dl
α

π α α π α α
α α
   

− = + − + − − + −  
   

          (35) 

 
Define 
 

17

2 to to

g pg

r h
m C
π

α = −                                                                                                           (36) 

18

2 ci ci

g pg

r h
m C
π

α = −                                                                                                           (37) 

17 5 18

10

D
α α α

α
+

= , 17 12 16 18( 1)E α α α α= − − , 17 13 15 18F α α α α= +                               (38) 

 
Substituting Eqs.(36) ~ (38) into Eq.(35) and rearrange yield, 
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g
f g h

dT
DT ET FT

dl
= + +                                                                                               (39) 

 
At the wellbore/formation interface, the energy balance can be expressed as 
 

12 2

ln

co h h
cem h s

h

co

T T T T
K r K

rr
r

π π
− −

=
∆ 

 
 

                                                                              (40) 

 
where T1 represents the temperature of the grid closest to the wellbore/formation interface and 

r∆ is the distance from rh to r1.  

2.3. Moving Boundary Modeling in Permafrost Region 
Without proper insulation, the heat transfer from the cement/formation interface in the 
permafrost region during production could cause the permafrost near the cement/formation 
interface to thaw. Therefore, we need to include the melting of permafrost into our heat transfer 
model. The thawing of permafrost is very similar to the two-phase solid-liquid freezing problem 
where the heat transfer around a cylindrically shaped wellbore can be described as 
 

( , ) ( , )1 1i i

i

T r t T r t
r

r r r D t
∂ ∂∂   = ∂ ∂ ∂ 

                                                                                  (41) 

and 
 

i

i
i c

K
D

ρ
=  

 
where c denotes specific heat, K denotes thermal conductivity, r denotes radial distance from 
center of the well, z denotes the vertical distance from the bottomhole, t denotes time, T denotes 
temperature, and ρ denotes density.  The subscripts i denote fluid phase. Figure 2 illustrates the 
moving-boundary model that we used in this study. 
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Figure 2. Moving boundary model 
 

When the moving boundary is between the interface rh and the first gird r1, as shown in Fig.3, T1 

is equal to the temperature of the moving boundary, that is, thawing temperature, and 

MB hr r r∆ = −  

Error!  

Figure 3. Formation grid distribution 
 

Define 
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r
r K

r
K r
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 =
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                                                                                                      (42) 
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With Eqs.(6), (14) and (24), Eq.(40) becomes 

( ) [ ]5
5 5 5 5 5 5 5 5 5 5 1

10

(1 ) 1 (1 ) 0f g hT T T T
α

α α α α α α α α α α
α

+ + + + − + − + + =              (43) 

Using numerical method to solve Eqs.(3), (32), (39) and (43), we can solve for fluid temperature, 
injected gas temperature and formation temperature simultaneously. 

2.4. Initial Conditions 
At the wellhead, gas is injected at the ambient temperature while the oil leaves the reservoir and 
enters into the tubing at the reservoir temperature. Initially, there is no thawing in the permafrost 
region and no moving boundary exists. The geothermal temperature in the permafrost region and 
the non-permafrost region are determined using Eq.(44) and (45), respectively.  
 

6 2( ) 5.62 10 0.001 20eT l l l−= × − +                                                                              (44) 

( ) 32 0.011 ( 1775)eT l l= + × −                                                                                    (45) 

 
where ( )eT l is the undisturbed temperature of the formation, ˚F 

2.5. Boundary Conditions 
At the outer boundary, 
 

( , ) ( ) ConstanteT l t T l= =                                                                                          (46) 

 
In the permafrost region, at the moving boundary, 
 

( , ) ( , )L MB S MB wT r t T r t T= =                                                                                          (47) 

S L MB
S L f

T T dr
K K L

r r dt
ρ

∂ ∂
− =

∂ ∂
                                                                                    (48) 

 
At the gas lift valves, the following relationship holds based on Fig.4 
 

( )
infinf

gggoutfggoutfoutf
inf cm

TcmTcmcm
T

−−

−−−
−

−+
=                                                              (49) 
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Figure 4. Temperature distribution at gas-lift mandrel 

2.6. Numerical Solutions 
The formation temperature is calculated numerically using the gridding system illustrated in 
Figure 5. 

 
Figure 5. Discretization of the radial coordinate 

 
For formation temperature calculations, Eq.(3) is discretized using the variable grid block size as 
shown in Figure 5 into the following difference equation  
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In the permafrost region, the formation temperature in the thawed zone can be calculated using 
Eq. (50) where cK ,,ρ refer to the coefficients in the thawed zone. At the wellbore/formation 
interface, Eq.(40) holds, and at the moving boundary the temperature remains constant. The 
Stefan boundary can therefore be rewritten as 
 

1

1 1

1 1

0 0
lim | lim |n n

MB MBn n

n n
MB f S L

H S r r L r rr r

r r T TL K K
r r

ρ
τ

+

+ +

+ +

= =∆ → ∆ →

−
= −

∆ ∆ ∆
                                        (51) 

 
For fluid and injected gas temperature calculations, Eqs. (32), (39) and (43) are discretized into 
the following difference equations 
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( ) [ ]1 1 1 15
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(1 ) 1 (1 ) 0i i i i
f g hT T T Tα α α α α α α α α α α

α
+ + + ++ + + + − + − + + =         (54) 

2.7. Example Well 
Using our numerical model, we successfully generated the fluid temperature profile in the 
production tubing, the temperature profile of injected gas in the annulus, and the formation 
temperature profiles and moving boundary locations in the permafrost region for an example 
well provided by ConocoPhillips (Figure 6). The permafrost region around the wellbore is about 
1500 ft thick. Table 1 lists the downhole configurations. Fig. 7 shows simplified schematics of 
downhole configurations including three gas lift valves.  
 

Lateral Distance, ft  
Figure 6. Well Schematic of an ANS area well (ConocoPhillips) 

 
 

Table 1. Downhole configurations of example well 
Description Size Top Bottom TVD 

CONDUCTOR 16 0 114 114 

SURF CASING 9.625 0 3260 2385 

PROD CASING 7 0 11282 6183 

LINER 3.5 11110 15958 6173 

TUBING 3.5 0 11110 6163 
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Wellbore properties: 

Thermal conductivity of formation = 1.8, Btu/hr ft °F 

Thermal conductivity of the cement = 0.2, Btu/hr ft °F 

Thermal conductivity of tubing = 25, Btu/hr ft °F 

Thermal conductivity of casing = 25, Btu/hr ft °F 

Formation density = 128.64, lb/cu ft 

Heat capacity of the formation Ce = 0.256, Btu/lb °F (0.8KJ/Kg°C) 

The inside radius of the tubing = 0.116, ft 

The outside radius of the tubing = 0.146, ft 

The inside radius of the Production casing = 0.262, ft 

The outside radius of the Production casing = 0.292, ft 

Third gas injection interval 

Second gas injection interval 

First gas injection interval 

Permafrost region Q 

Q1 

Q2 

Q3 

Fluid  

Ground Surface 

Wellbore bottom 

I  

II  

III  

I
  

V  

Figure 7. Downhole schematics of example well 
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The radius of the wellbore hole = 0.354, ft 

Tubing fluid properties: 

Heat capacity = 0.8, Btu/lb °F 

Thermal conductivity = 0.2, Btu/hr ft °F 

Density = 51.48, lb/cu ft 

Viscosity = 4.5, cp 

Gas properties:  

Heat capacity = 0.245, Btu/lb °F 

Thermal conductivity = 0.0145, Btu/hr ft °F 

Density = 0.0612, lb/cu ft 

Viscosity = 3.62e-7, lb/ft s; reference: nasa.org  

Production information: 

Oil production rate = 300, B/D 

Gas liquid ratio at the surface = 12000, SCF/STB 

Initial gas liquid ratio = 990, SCF/STB 

Initial values before starting the simulation: 

Simulation time = 1000, hr  

hr = 1.1, Btu/˚F hr ft2 

hci = 447, Btu/˚F hr ft2 

hti = 309, Btu/˚F hr ft2 

hto = 447, Btu/˚F hr ft2 

Tf  = 135, Tubing fluid temperature at the wellbore bottomhole, °F 

Tg = 50, injected gas temperature in the annulus, °F 
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2.8. Example Case Calculations 
 
Case I: 
 

Gas liquid ratio at the surface = 12000, SCF/STB,  Oil production rate = 300, B/D 

hr = 1.1, Btu/˚F hr ft2             hci = 447, Btu/˚F hr ft2   

hti = 309, Btu/˚F hr ft2          hto = 447, Btu/˚F hr ft2 
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Figure 8. Moving boundary location vs. time (Example Case I) 
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Figure 9. Downhole fluid and injected gas temperature profiles with three gas lift valves 

(Example Case I) 
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Figure 10. Downhole fluid and injected gas temperature profiles with one gas lift valve at 
the bottom of the well (Example Case I) 
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Case II: 

Gas liquid ratio at the surface = 1000, SCF/STB,  Oil production rate = 300, B/D 

hr = 1.1, Btu/˚F hr ft2             hci = 3.6, Btu/˚F hr ft2   

hti = 10, Btu/˚F hr ft2             hto = 3, Btu/˚F hr ft2 
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Figure 11. Moving boundary location vs. time (Example Case II) 
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Figure 12. Downhole fluid and injected gas temperature profiles with three gas lift valves 
(Example Case II) 

 

3. Thermodynamic Model for Wax Formation 

3.1. Predictive Model of Phase Compositions in Solid/Liquid Equilibrium 
The following is a brief review of the thermodynamic model that we built to predict the paraffin 
distributions in the liquid and solid phases at temperatures below the cloud point.  Please refer to 
our fourth quarterly report for a more detailed description of the thermodynamic model. 
 
For alkane-hydrocarbon systems, the composition of the liquid and solid phases in equilibrium 
can be described by the following equation that relates the thermodynamic properties of pure 
components with the nonideality of the phases (Prausnitz et al. 1986) 
 
 

, , , , , ,

, ,

ln 1 1 ln 1                  (55)
S

m i m i tr i tr i m i m ii i
L

i m j tr i

h T h T T Ts Cp
x RT T RT T R T T
γ
γ

∆ ∆ ∆     = − + − − − −     
     

 

 
 
where  si and xi are the mole fractions in solid and liquid phases, respectively, Tm,i is the melting 
temperature, Ttr,i is the solid-solid transition temperature, mh∆ is the heat of fusion, trh∆ is the heat 

of solid-solid phase transition, Cp∆  is the heat capacity of fusion.   
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Liquid-Phase Nonideality.  A hydrocarbon liquid consists of molecules of difference lengths.  
The nonideality in the liquid phase occurs resulting from interactions between these molecules.  
The activity coefficient for component i in the liquid phase, L

iγ  consists of two parts and can be 

expressed as 
 

 

ln ln ln                                         (56)L comb fv res
i i iγ γ γ−= +  

 
 
where the combinatorial part, comb fv

iγ
− , accounts for entropic effects such as size difference and 

free volume effects while the residual part, res
iγ , accounts for the energetic interaction between 

components.  The combinatorial part can be calculated by the Flory free-volume equation 
(Coutinho et al. 1995). 
 
 

ln ln 1                                              (57)comb fv i i
i

i ix x
φ φγ − = + −  

with 

( )
( )

3.31/ 3 1/ 3

3.31/ 3 1/ 3
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where iV  is the molar volume of component i, wiV  is the Van der Waals volume of component i.  
 
Solid-Phase Nonideality.  The solid phase nonideality arises from the interactions between 
molecules of difference chain lengths can be described by the following UNIQUAC equations 
(Smith and Van Ness, 1987) 
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where Z is the coordination number and has a value of 6, sblmh∆ is the enthalpy of sublimation of 

the pure n-alkane, ri and qi are estimated to take into account the specificity of the interactions in 
the solid phase.  
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where nMU is the number of methylene units in the chain of n-alkane.  

3.2. Solution Algorithm for Solid Composition and Cloud Points 
Solid Composition.  To predict the solid composition at a given temperature below the cloud 
point, we solve the following equations simultaneously for all the components in the system. 
 

, , , ,
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0          (61)s i L i is x zφ φ+ − =  
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The predicted solid composition is obtained using Levenberg-Marquardt algorithm to find a local 
minimum for the sum of squares of the nonlinear functions 
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Cloud Point.  To predict the cloud point, we start from a low temperature and perform the solid 
composition calculations as described in the previous paragraph.  Then, we increase the 
temperature in small increments until the solid phase disappears.  The temperature at which the 
solid phase disappears completely (si = 0 for i = 1, m) is the cloud point. 
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3.3. Comparison of Results from Predictive Model with Literature Data 
Dauphin et al. measured cloud points of five different systems with different alkane contents in a 
solvent (decane) (Dauphin et al. 1999).  They also measured the solid compositions at different 
temperatures below the cloud point for each system.  In this study, we use the experimental data 
in Dauphin’s paper to validate our computer predictive model.  Table21 shows the feed 
composition of the example systems used in Daupin’s experiments.  System A consists of 
alkanes from n-C10 to n-C36 in decane.  Dauphin el al. then systematically removed intermediate 
alkanes in Systems B through E to create different bimodal distributions of heavy fractions. 
 
Predicted vs. Measured Cloud Points.  Using the algorithm described in the previous section 
and the feed compositions listed in Table 1, the cloud points predicted by our thermodynamic 
model match the experimental data very well with a maximum error of only -0.81°K (last row of 
Table 2). 

Table 2. Feed Compositions and Cloud Point Data of Example Systems 
(Dauphin et al. 1999) 

    System A System B System C System D  System E 

F
ee

d 
co

m
po

si
ti

on
 

C10 0.80065 0.800033 0.800033 0.800197 0.800081 

C18 0.029981 0.033915 0.037241 0.047457 0.070935 

C19 0.025723 0.029102 0.031958 0.040731 0.060876 

C20 0.022065 0.024961 0.027418 0.034943 0.052232 

C21 0.018946 0.021427 0.023527 0.029989 0 

C22 0.016246 0.018372 0.020185 0.025723 0 

C23 0.013939 0.015766 0.017317 0 0 

C24 0.01196 0.013528 0.014858 0 0 

C25 0.01026 0.011604 0 0 0 

C26 0.008812 0 0 0 0 

C27 0.007555 0 0 0 0 

C28 0.006513 0 0 0 0 

C29 0.005561 0.006288 0 0 0 

C30 0.004769 0.005405 0.00593 0 0 

C31 0.004101 0.004631 0.005086 0 0 

C32 0.00351 0.003972 0.00437 0.005559 0 

C33 0.003024 0.003411 0.003745 0.004779 0 

C34 0.002589 0.002922 0.003209 0.004092 0.006119 

C35 0.001889 0.002508 0.002754 0.003514 0.005252 

C36 0.001904 0.002153 0.002368 0.003016 0.004504 

Experimental(°K) 308.75 309.65 310.37 311.33 312.81 

Predicted Cloud Point (°K) 308.76 308.84 310.61 311.98 312.17 

Error (°K) 0.01 -0.81 0.24 0.65 -0.64 
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Predicted vs. Measured Solid Compositions.  To verify our thermodynamic model, we also 
compared the measured solid compositions of System A with predicted values at different 
temperatures below the cloud point (Dauphin et al. 1999).  As shown in Table 2, the cloud point 
for System A is 308.75°K.  Figures 1 through 3 compare the measured versus predicted solid 
compositions at 303.15°K, 298.15°K, and 283.25°K respectively.  In Figures 13 and 14, the 
number of methylene units in a chain of n-alkane molecule used in the model was adjusted to 
obtain a better fit.  This will be a useful fitting parameter when the model is used in the future to 
predict the solid compositions of crude oils.  As shown in Figures 13 through 15, the model 
predictions match the experimental data reasonably well.  One potential way that we are 
exploring to improve the accuracy of our predictions is to incorporate a check of thermodynamic 
stability into our solution algorithm to insure that the solutions from our model are indeed the 
global minima rather than the local minima. 
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Figure 13. Predicted vs. Measured Solid Compositions of System A at 303.15°K 

 



  23 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

16 18 20 22 24 26 28 30 32 34 36 38

Carbon number

So
lid

 c
om

po
si

tio
n(

m
ol

e 
fr

ac
tio

n)

experimental

UNIQUAC(CH2 units=10)

UNIQUAC(CH2 units=11)

 
Figure 14. Predicted vs. Measured Solid Compositions of System A at 298.15°K 
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Figure 15. Predicted vs. Measured Solid Compositions of System A at 283.25°K 

3.4. Our  Computer Model versus Coutinho’s Computer Model 
During the previous reporting period, we expanded the thermodynamic model to predict cloud 
point as well as solid compositions at different temperatures below the cloud point.  The model 
results matched well with the experimental data from the literature (Dauphin et al. 1999).  While 
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waiting for the Alaskan crude data, we validated our thermodynamic model by comparing results 
with Coutinho’s model (Coutinho et al. 1995).  Coutinho’s thermodynamic model is consider 
industry standard in wax deposition studies and Dr. Coutinho was kind enough to provide us 
with his computer model so that we could check the accuracy of our model.  Figures 16 to 18 
show very good fits between the predicted solid compositions at different temperatures from our 
computer model and those from Coutinho’s computer model.  This finding confirms the validity 
of our thermodynamic model. 
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Figure 16. Solid Phase Composition at 283.25K  
(experimental data from Dauphin et al., 1999) 
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Figure 17. Solid Phase Composition at 298.15K  
(experimental data from Dauphin et al., 1999) 
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Figure 18. Solid Phase Composition at 303.15K  
(experimental data from Dauphin et al., 1999) 

4. Dynamic Wax Deposition Model 
Dynamic wax deposition data is critical to the success of our modeling work.  A flow-loop setup 
was built at the University of Kansas to provide the needed data for dynamic wax deposition 
modeling.   Dynamic wax deposition experiments using mineral oil and food grade wax were 
performed at different tubing wall temperatures using different flow rates to compare results with 
the literature data. 

4.1. Literature Review of Dynamic Wax Deposition Models 
Burger, et al. investigated four possible mechanisms for wax deposition in the Trans Alaska 
Pipeline System (TAPS) (Burger, et al. 1981).  Results from his laboratory experiments using a 
tube flow unit indicated that the wax deposition in the TAPS occurred as a result of the lateral 
transport of wax components in the crude oil through diffusion, shear dispersion, and Brownian 
diffusion to the cold pipe wall.  The gravity settling was, however, ruled out as a dominate 
mechanism for wax deposition in the TAPS.  Based on the laboratory observations, Burger, et al 
built a theoretical model by incorporating the molecule diffusion of dissolved wax as well as 
Brownian diffusion and shear dispersion of previously precipitated solids to predict wax 
deposition in the TAPS.  Field tests were performed in Prudhoe Bay, AK and the model results 
agreed with the field test data reasonably well.  Field-test results revealed that at lower 
temperatures and low heat fluxes shear dispersion dominates.  In contrast, molecular diffusion 
dominates at higher temperature and heat flux conditions.  
 
Singh et al. used a flow loop to study the growth and aging of a thin incipient wax-oil gel in a 
cooled pipe where the temperature at the pipe wall was below the wax appearance temperature 
(WAT) (Singh et al. 2000).  The oil they used was food grade wax (0.67 wt%) dissolved in a 3:1 
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mixture of mineral oil and kerosene. Pressure gauges were attached every 2’ to the tube, so that 
the deposition thickness can be calculated through the pressure drop.  The recovered wax 
deposits were further analyzed using HTGC.  Results from the experiments showed that the gel 
layer consisted of a 3-D network of the wax crystals with a significant amount of oil trapped in 
the structure.  The wax content in the gel layer was found to increase with time and the 
temperature difference across it.  This aging process was a result of counter-diffusion 
phenomenon where the wax molecules diffused into the gel layer and oil molecules diffused out.   
 
A mathematical model was developed to predict the growth and wax content of the gel deposit 
on cooled pipe walls.  Since they only considered the laminar flow regime, the shear removal, 
Brownian dispersion, and gravity settling can be safely ignored with the molecular diffusion the 
dominate mechanism for wax deposition.  At the boundary of gel-fluid interface, the model 
assumed that the wax concentration at the interface was equal to the equilibrium wax 
concentration at the interface temperature.  In the model, the wax content changed with time and 
was assumed to be uniform across the gel layer.  The model predictions agreed with the 
experimental data fairly well. 
 
Venkatesan expanded Singh’s work by incorporating the effect of turbulent flow into the thin-
film model (Venkatesan, 2004).  Gnielinski’s New Equation for Heat and Mass Transfer in 
Turbulent Pipe and Channel Flow was used in this model to predict the wax deposition in 
turbulent flow.  In the laminar flow regime, the flow rate is low and the rate of precipitation of 
wax molecules from the oil phase is relatively fast.  Hence, the precipitation kinetics can be 
ignored in the laminar flow regime.  However, the precipitation kinetics may become a 
significant factor under the turbulent flow when the flow rate is high. Therefore, the model also 
incorporated the effect of precipitation kinetics.  Nevertheless, experimental results showed that 
the kinetic effects could safely be ignored even under turbulent flow conditions.  Overall, the 
expanded model fitted the experimental data in the turbulent flow regime well. 
 
Hernandez el al. improved the thin-film models by including shear-stripping and a kinetic 
resistance term for the diffusion of wax molecules into the gel layer (Hernandez el al. 2004).  
The kinetic resistance term allows the wax concentration at the gel-liquid interface to be different 
from the equilibrium concentration at the interface temperature.  Results from their flow-loop 
experiments using a condensate showed that without the kinetic resistance term, Singh’s model 
overestimated the thickness and underestimated the wax content of the wax layer.  In contrast, 
the improved model agreed very well with results from flow-loop experiments using both a crude 
oil and a condensate.   

4.2. Flow-Loop Design 
Figure 1 shows the schematic of our flow-loop setup.  As shown in Figure 19, the setup consists 
of a flow loop with a 4-ft long test section chilled by a chiller, an 8-gallon oil reservoir, a heavy-
duty pumping unit, a differential pressure transducer, a flow meter, and a computer for data 
acquisition and system control.  The temperature in the chilled section of the flow loop is 
controlled at below the wax appearance temperature (WAT) to allow the wax to form at the inner 
surface of the ¼-in. ID stainless steel tubing and the thickness of the wax deposit is calculated 
from the pressure-drop change across the test section.  Both the system control and data 
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acquisition are handled by a computer installed with Labview®.  Figure 20 is a photo of the fully 
assembled flow-loop setup. 
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Figure 19. Schematic of Flow-Loop Design 
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Figure 20. Photo of Fully Assembled Flow Loop 
 

4.3. Hagen-Poiseuille Equation for Deposition Thickness Calculation 
In the beginning of each wax-deposition experiment, the oil sample is re-circulated through the 
flow loop using a constant rate and the pressure drop across the test section is measured.  Then, 
the test section is chilled to below the WAT of the specific oil sample used.  As a result, the oil 
sample flowing through the test section forms wax deposit at the inner surface of the tubing.  The 
decrease in the tubing inner diameter results in an increase in pressure drop across the test 
section.  For oil flow in the laminar flow region, the thickness of wax deposition can be 
calculated by Hagen-Poiseuille equation using the pressure drop data.  
 
Hagen-Poiseuille equation (Eq. 66) describes the laminar flow of a Newtonian fluid through a 
cylindrical tube with a constant inner diameter.  
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Eq. 66 can be rearranged to calculate the inner diameter of a cylindrical tube using the pressure 
drop data obtained at a constant flow rate: 
 

4
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                         (67)
Q LD
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Eq. 67 can be used to determine the thickness of the wax layer inside a cylindrical tube using the 
pressure drop increase across the test section. 

4.4. Error Analysis of Dynamic Wax Deposition Measurements 
Before performing the calibration runs, it is very important to determine the inherent errors in 
our measurements of wax deposition thickness.  The error in our measurements of deposition 
thickness is dD, which can be calculated using Eq. 68.  
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The upper bound and lower bound of our error envelope are D+dD and D-dD, respectively.  
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4.5. Flow-loop Calibration 
To calibrate the flow-loop setup, dynamic wax deposition experiments were performed using a 
model oil containing 3% food-grade wax using Blandol white mineral oil and kerosene (3:1 
ratio) as the solvent.  The wax appearance temperature of the model oil is 26°C.  Figure 21 
shows the wax composition of the model oil. 
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Figure 21. Wax Composition of Model Oil 

 
 
The viscosity of the model oil was measured at different temperatures before and after the 
dynamic wax deposition experiments.  Figure 22 shows that the changes in viscosity before and 
after the wax deposition were negligible.  This confirms that the volume of model oil (8 liters) 
used in the flow-loop experiments was large enough so that the wax deposition in the test section 
of the flow loop did not cause a significant change in the fluid properties of the model oil.  Also 
shown in Figure 22 is that there is a linear relationship between the oil viscosity and temperature, 
which can be described by the following equation.. 
 
 

0.3546 18.914                                   (69)Tµ = − +  

 
Eq. 69 was used to calculate the oil viscosity used in Eq. 67 to determine deposition thickness. 
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Figure 22.  Viscosity vs. Temperature Plot of Model Oil 

 
 
Multiple calibration runs using different flow rates and tubing wall temperatures were performed 
to compare results with the literature data (Singh, 2000).  Three calibration runs were conducted 
using flow rates corresponding to Reynolds Number of 1,040, 520, and 260 with the tubing wall 
temperature of 4.5°C .  These results are summarized in Figures 23 through 25.  The experiment 
with the Reynolds Number of 260 was repeated using a different tubing wall temperature of 
9.5°C (Figure 26).  In these figures, (r/R) was plotted against time, where r is the inner radius of 
the test section available for oil flow and R is the inner radius of the test section.  When there is 
no wax deposition in the flow loop, r = R, and therefore, r/R=1.  In contrast, r = 0 when the flow 
loop is completed blocked by wax deposition and so r/R=0.  Also plotted in these figures are the 
upper and lower bounds of the error envelope calculated using Eq. 68.  Results from our 
calibration runs were compared with results from the literature (Singh et al., 2000) where the 
literature data were plotted as smooth solid curves in those figures. 
 
As you can see from Figures 5 to 8, results from our flow loop calibration runs match really well 
with the literature data under different experimental conditions using the same model oil.  With 
our flow loop properly calibrated, the next step is to measure wax deposition using Alaskan 
crudes. 
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Figure 23. Calibration Results vs. Singh’s Data (Singh et al. 2000), 
 Re= 1,040, Wall Temperature = 4.5°C  

 

 
Figure 24. Calibration Results vs. Singh’s Data (Singh et al. 2000), 

 Re= 520, Wall Temperature = 4.5°C  
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Figure 25. Calibration Results vs. Singh’s Data (Singh et al. 2000), 

 Re= 260, Wall Temperature = 4.5°C  
 

 
Figure 26. Calibration Results vs. Singh’s Data (Singh et al. 2000), 

 Re= 260, Wall Temperature = 9.5°C  
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4.6. Model Development 
To simulate the process of wax deposition in oil production strings, we start from developing a 
simplified model to predict wax deposition of model oils in our flow-loop experiments. Results 
from flow-loop experiments using crude oils provided by ConocoPhillips will be used to expand 
the model. 

 
In developing the model, we assume that 
 
1. the deposition process is quasi-steady-state, 
2. molecular diffusion is the dominant mechanism of the wax deposition, and 

particulate deposition is negligible, 
3. heat only transfers from the oil-gel interface to the cold pipe wall (1-D heat 

transfer), 
4. shear removal is negligible. 
 

During the deposition process, there is a radial convective flux of wax molecules towards the 
cold pipe wall due to the fact that the wax concentration in the liquid phase at the centerline is 
higher than that at the wall.  

 
The mass balance can be written as: rate of wax content change in the gel = convection of wax 
from bulk into the gel in the radial direction 

 

iwaxbwax
wax mm

dt
dm

,,  −=  

which can be expressed as 
  

 [ ]2 2( ) ( ) 2 ( )i w gel i l wb ws i
d R r x t L r Lk C C T
dt

π ρ π − = −   (70) 

 
where, 

wx : weight fraction of solid wax in the gel 

wbC : bulk concentration of wax (g/cm3) 

wsC : solubility of wax in the oil solvent (g/cm3)  

L : length of the flow loop (cm) 
R : radius of the flow loop (cm) 

lk : mass transfer coefficient (cm/sec) and 
R

DNu
k wom

l 2

×
=  

iT : interfacial temperature 

 
Rearranging Eq. (70) yields 
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Defining )/1( Rry i−= , Eq. (71) can be transformed into the following dimensionless form 

 

[ ]( )(2 )
( ) ( )

2(1 )
w l

w wb ws i
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dx t ky y dyx t C C T
y dt dt Rρ

−
+ = −

−
. (72) 

 
The addition of wax in the growing gel deposit is the results of the convective mass flux of wax 
molecules from the bulk to the interface and the diffusive flux of wax molecules within the gel 
deposit, which can be expressed as 
 

waxaddition
convection conduction

dm
m m

dt
= −  . 

 
In the radial direction, it can be written as 

[ ]2 ( ) 2 ( ) 2i ws
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dr dCr x t rk C C T r D
dt dr

π ρ π π
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 (73) 

where, 

eD : effective diffusivity of wax into the gel (cm2/sec) ;
2 21 /(1 )

wo
e

w w

DD
x xα

=
+ −

  

α : aspect ratio 
 
Eq. (73) can also be expressed in the dimensionless form as 
 

[ ]( ) ( )l e ws
w gel wb ws i

i

dy k D dC dTx t C C T
dt R R dT dr

ρ = − +  (74) 

 

where chain rule was applied to transform ws

i

dC
dr

using the following equation 
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Combining Eq. (72) and Eq. (74), we obtain the following equation to calculate the growth of 
deposition thickness 
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For the model oil used in the example calculation, wsdC dT is provided by Singh et al [1](1999). 
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The heat conduction through the deposit is a sum of the radial convective heat flux and the latent 
heat of solidification that can be described by the following equation 

 

[ ] fiwswblibi
ii

aie HTCCkTTh
rRr

TTk
∆−+−=

−
)()(

)/ln(

)(
     (77) 

where 

ek : effective thermal conductivity of the gel (W/cm/K); 

[ ]
[ ]

2 ( )

2 2( )
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[3] (78) 

oilk : thermal conductivity of oil (W/cm/K) 

waxk : thermal conductivity of wax (W/cm/K) 

ih : heat transfer coefficient (W/cm2/K); 
R

kNu
hh oilh

hi 2

×
==  

fH∆ : heat of solidification of wax (J/g) 

aT : wall temperature (K) 

bT : bulk temperature (K) 
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( )( )1/3
1.24 100i i iNu Gz for Gz= × > [4]     (81) 

,heat transfer i h mass transfer i m= =  

hGz : Graetz number for heat transfer; LRGzh /)2Pr(Re ××=  

mGz : Graetz number for mass transfer; LRScGzm /)2(Re ××=  

 
For the overall mass balance, the change in the wax content of the bulk oil is the total amount of 
wax deposited as gel and can be described by the following dimensionless equation:  

 
2

0
( ) (2 )

L

R wbo wb w gelV C C R y y x dLπ ρ− = −∫    (82) 

where 
)/1( Rry i−=  

wboC : initial bulk concentration of wax (g/cm3) 

RV : total volume in the closed system (cm3) 
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2
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(2 )L w gel
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R

R y y x
C C dL

V
π ρ−
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4.7. Solution Algorithm 
For a given location in the production string, set initial values of deposition thickness, wax 
content of gel deposit to be zero; interfacial temperature to be the same as wall temperature. 
Then, solve Eqs.(74) and (76) simultaneously using the Runge-Kutta method to calculate 
deposition thickness and wax content based on initial values. Next, calculate the interface 
temperature, Ti, using Eq. (80) and bulk wax concentration using Eq. (83). Repeat the process 
until Ti converges and then move to the next time step. Use the same procedure to calculate wax 
deposition along the whole length of the production string. 

4.8. Model Prediction of Wax Deposition of Model Oil 
A computer program was developed based on the model described in the previous section. Using 
the computer program, we simulated wax deposition under different wall temperatures and flow 
rates. The model oil consists of 3:1 ratio of Blandol white mineral oil and kerosene were used as 
the solvent to dissolve 0.67wt% food grade wax. The wax composition in the model oil is shown 
below in Figure 27. The Wax Appearance Temperature (WAT) for the model oil is 13.9°C. 
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Figure 27. Wax composition in model oil 

 
Figures 28 and 29 compare model predictions and experimental data from our flow-loop 
experiments on wax deposition under different wall temperatures and flow rates, respectively. As 
shown in Figures 2 and 3, the computer model predicts results from our flow-loop experiments 
reasonably well under different flow conditions. 
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Figure 28. Effect of wall temperature on deposition thickness, Re = 540 (Model predictions 
vs. experimental data from KU flow-loop experiments) 
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Figure 29. Effect of flow rate on deposition thickness, Twall=8.3°C (Model predictions vs. 
experimental data from KU flow-loop experiments) 

 
Figures 30 and 31 compare our model predictions with experimental data from the literature. As 
shown in Figures 28 and 29, the computer model predicts wax deposition results under different 
flow conditions from the literature really well.  
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Figure 30. Effect of wall temperature on deposition thickness, Re = 540 (Model predictions 

vs. literature data from Singh et al. 2000) 
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Figure 31. Effect of flow rate on deposition thickness, Twall=8.3°C (Model predictions vs. 

experimental data from literature data from Singh et al. 2000) 
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ABSTRACT 
The medium-heavy oil (viscous oil) resources in the Alaska North Slope are 

estimated at 20 to 25 billion barrels. These oils are viscous, flow sluggishly in the 
formations, and are difficult to recover. Recovery of this viscous oil requires carefully 
designed enhanced oil recovery processes. Success of these recovery processes is 
critically dependent on accurate knowledge of the phase behavior and fluid properties, 
especially viscosity, of these oils under variety of pressure and temperature conditions. 
This project focused on predicting phase behavior and viscosity of viscous oils using 
equations of state and semi-empirical correlations. 

An experimental study was conducted to quantify the phase behavior and physical 
properties of viscous oils from the Alaska North Slope oil field. The oil samples were 
compositionally characterized by the simulated distillation technique. Constant 
composition expansion and differential liberation tests were conducted on viscous oil 
samples. Experiment results for phase behavior and reservoir fluid properties were used 
to tune the Peng-Robinson equation of state and predict the phase behavior accurately. A 
comprehensive literature search was carried out to compile available compositional 
viscosity models and their modifications, for application to heavy or viscous oils. With 
the help of meticulously amassed new medium-heavy oil viscosity data from 
experiments, a comparative study was conducted to evaluate the potential of various 
models. The widely used corresponding state viscosity model predictions deteriorate 
when applied to heavy oil systems. Hence, a semi-empirical approach (the Lindeloff 
model) was adopted for modeling the viscosity behavior. Based on the analysis, 
appropriate adjustments have been suggested: the major one is the division of the 
pressure-viscosity profile into three distinct regions. New modifications have improved 
the overall fit, including the saturated viscosities at low pressures. However, with the 
limited amount of geographically diverse data, it is not possible to develop a 
comprehensive predictive model. Based on the comprehensive phase behavior analysis of 
Alaska North Slope crude oil, a reservoir simulation study was carried out to evaluate the 
performance of a gas injection enhanced oil recovery technique for the West Sak 
reservoir. It was found that a definite increase in viscous oil production can be obtained 
by selecting the proper injectant gas and by optimizing reservoir operating parameters. A 
comparative analysis is provided, which helps in the decision-making process. 
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EXECUTIVE SUMMARY 
The medium-heavy oil (viscous oil) resources in the Alaska North Slope are 

estimated at 20 to 25 billion barrels. Most of the Alaska North Slope heavy oil resources 
lie in the West Sak, Milne Point, and Ugnu reservoirs, close to both the Prudhoe Bay oil 
field and the Trans Alaska Pipeline System, which serve as the necessary infrastructure 
for production facilities and transportation. At present, viscous oils from “West Sak-
Schrader Bluff” formation are being developed. With conventional oil production on the 
Alaska North Slope projected to decline to 200,000 bbl/day to 400,000 bbl/day by 2015, 
there will be a critical need for pumping additional liquid to provide an adequate volume 
for economic operation of the Trans Alaska Pipeline System as well as for meeting 
growing demand.  Production of heavy oil resources on the Alaska North Slope could 
supply the needed fluid volume if the oil could be produced economically and in 
sufficient quantity. These oils are viscous, flow sluggishly in the formations, and are 
difficult to recover. Recovery of this viscous oil requires carefully designed enhanced oil 
recovery processes. The principal technological issues and challenges in heavy oil 
recovery identified by Alaska North Slope operators are complex fluid phase behavior 
and lack of pressure-volume-temperature characterization data, phase behavior changes 
in the presence of a solvent, and unpredictable viscosity behavior and its influence on 
flow. Success of the enhanced oil recovery processes is critically dependent on accurate 
knowledge of phase behavior and fluid properties, especially viscosity, of these oils under 
variety of pressure and temperature conditions.  This project focused on predicting phase 
behavior and viscosity of viscous oils using equations of state and semi-empirical 
correlations. 

To address the issues related to Alaska North Slope heavy oil recovery, we conducted 
a comprehensive research program designed to develop a fundamental understanding of 
the fluid phase behavior, pressure-volume-temperature properties, and viscosity of 
Alaska North Slope heavy oils. The phase behavior and viscosity data can then be used as 
input for predicting Alaska North Slope heavy oil recovery through numerical reservoir 
simulation. Such a study is certainly needed for the successful future commercialization 
of heavy oil production technology in Alaska and other North American heavy oil 
resources. 

The main objectives of this study were to quantify the phase behavior of the Alaska 
North Slope heavy oils experimentally, and through equation of state modeling in order 
to provide data for compositional reservoir simulation, evaluate the commonly used 
compositional viscosity models for predicting heavy oil viscosity and improve upon the 
performance of the selected model for better prediction of the viscosities of medium-
heavy oils from the Alaska North Slope. Finally, the tuned equation of state model will 
be used to perform a compositional reservoir simulation to predict the performance of the 
West Sak reservoir for different gas injection schemes and a variety of injection gases. 

The phase behavior and fluid properties of viscous oils from the Alaska North Slope 
were experimentally studied. Flashed heavy oil samples from the Alaska North Slope 
were recombined with methane at reservoir conditions to simulate live oils. Compositions 
of two representative heavy oil samples were determined using simulated distillation 
technique. Constant composition expansion, differential liberation, and viscosity 
measurement experiments were conducted on the oil samples for analyzing the phase 
behavior and fluid properties. Phase behavior was modeled by tuning the equation of 
state with measured data. The Peng-Robinson equation of state was successfully tuned 
and it provided satisfactory match of experimental data.  Using a wide range of medium-
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heavy oil viscosity data, a comparative study was conducted to evaluate the potential of 
various viscosity models. The widely used corresponding state viscosity model 
predictions deteriorate when applied to heavy oil systems. Hence, a semi-empirical 
approach (the Lindeloff model) was adopted for modeling the viscosity behavior of 
viscous oils. Based on the analysis, appropriate adjustments have been suggested: the 
major one being the division of the pressure-viscosity profile into three distinct regions. 
These new modifications to the Lindeloff model have improved the overall fit of 
experimental viscosity data, including the saturated viscosities at low pressures. 
However, with the limited amount of geographically diverse data, it is not possible to 
develop a universal predictive model. Based on this comprehensive phase behavior 
analysis of the Alaska North Slope crude oil, a compositional reservoir simulation study 
was carried out, with the tuned Peng-Robinson equation of state, to evaluate the 
implications of using gas injection as an enhance oil recovery technique for the West Sak 
reservoir. It was found that a definite increase in viscous oil production can be obtained 
with the proper selection of an injectant gas and optimized reservoir operating 
parameters. A comparative analysis of several enhanced oil recovery scenarios is 
provided. 
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Chapter 1 INTRODUCTION 
United States’ largest domestic deposits of heavy hydrocarbons are in Alaska, 

California, and Utah. Out of the total US heavy oil resources, about 20 to 25 billion 

barrels exist on the Alaska North Slope (ANS). The ANS heavy oils typically lie in what 

is called “A Class”: medium-heavy oil (Figure 1.1). The A Class type oils are of 

moderate API gravity and relatively low downhole viscosity and hence are less 

problematic to produce than B or C Class oils. Most of the ANS heavy oil resources lie 

close to both the Prudhoe Bay oil fields and the Trans Alaska Pipeline System (TAPS), 

which serve as the necessary infrastructure for production facilities and easy transport. 

With conventional oil production on the ANS projected to decline to 200,000 to 400,000 

bbl/day by 2015, there will be a critical need for pumping additional liquid to provide an 

adequate volume for economic operation of the TAPS. Production of heavy oil resources 

on the ANS could supply the needed fluid volume if the oil could be produced 

economically and in sufficient quantity. Blending heavy oil with light oil would provide 

sufficient viscosity reduction to support transportation through the TAPS. The ANS 

heavy oil resources are also low in sulfur, heavy metal content, and asphaltenes, thereby 

increasing suitability for refining. The heavy oil belt lies above existing ANS light oil 

fields where geologic description is well known saving associated exploration cost. 

Development of ANS heavy oil also offers other intangible benefits such as opportunities 

for carbon sequestration. 

 

 

Figure 1.1  Classification of Heavy Oils (Francois, 2003) 

ANS 
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1.1 Heavy Oil Potential of the Alaska North Slope  

The Alaska North Slope contains vast resources of heavy oils primarily concentrated 

in the West Sak, Milne Point, and Ugnu reservoirs. There are currently five fields 

producing viscous oil in Alaska: Orion, Polaris, Schrader Bluff, Tabasco, and West Sak. 

The West Sak and Ugnu heavy oil deposits lie within the Kuparuk River Unit (KRU) 

while the Orion and Polaris heavy oil belts are classified under the Prudhoe Bay Unit. 

The Schrader Bluff viscous oil formation overlies the Kuparuk River formation and 

primarily comes under the Milne Point Unit. General delineation of these pools is shown 

in the Figure 1.2. At present, viscous oils from “West Sak-Schrader Bluff” formation are 

being developed. 

 

 

Figure 1.2  Alaska’s Viscous Oil Reserves (Source: BP Exploration Alaska Inc. 
presentation to Alaska Department of Revenue, February 18, 2005) 
 

The Ugnu formation overlies the West Sak formation under the Kuparuk River Unit. 

The estimated total oil in place within these reservoirs amounts to about 20-25 billion 

barrels, with about two-thirds of the heavy oil lying under the Kuparuk River Unit. 

(Targac et al., 2005). Figure 1.3 shows a cross-section of the various viscous oil 

formations in this heavy oil belt on the ANS. 
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Figure 1.3  Cross Section of Alaska’s Viscous Oil Deposits (Source:  International 
Energy Agency, Resources to Reserves, November 2005, page 76) 
 

Despite the large reserve of heavy oil on the ANS, production of heavy oil from the 

ANS has been very limited. Currently, only about 12,000 bbl/day of heavy oil is 

produced from the West Sak and Orion fields. Principal technological issues and 

challenges in heavy oil recovery identified by ANS operators are: 

1. Complex fluid phase behavior and lack of pressure-volume-temperature 

(PVT) characterization data.  

2. Phase behavior changes in the presence of a solvent. 

3. Unpredictable viscosity behavior and its influence on flow. 

4. Solids deposition in the pipeline and near-well bore regions.  

These problems are all directly or indirectly related to a poor understanding of the 

PVT characteristics and fluid phase behavior of heavy oil systems containing co-solvents, 

gases, asphaltenes and waxes. Lack of good correlations for predicting heavy oil viscosity 

adds to the problem. 

1.2 Heavy Oil Phase Behavior and Viscosity 

Phase behavior investigations of hydrocarbons, hydrocarbon mixtures, and crude oils 

are indispensable in petroleum and allied industries. Primary production, enhance oil 
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recovery (EOR) processes, and treatment of petroleum crude oils require thorough 

knowledge of phase behavior. Fluid pressure-volume-temperature (PVT) properties play 

an important role throughout the life of a reservoir. Reliable predictions of fluid 

properties are essential for determination of in-place volumes and recovery factors 

through material balance equations. Reservoir fluid properties provide key input to 

simulators used to evaluate reservoir development strategy. Accurate PVT properties are 

required for interpretation of well test data and design of surface facilities and processing 

plants. Fluid characterization and distribution within the reservoir help in defining the 

continuity and communication within various zones (Nagarjan et. al., 2006). Both 

compositional and black oil simulators require input of fluid properties or models 

describing the fluid properties as function of pressure, temperature, and composition.  

The phase behavior of heavy oil systems is complex and often exhibits unusual and 

completely unanticipated phenomena such as the appearance (or disappearance) of 

additional liquid and/or solid phases with changes in pressure or temperature (Abedi et 

al., 1998). Unless a comprehensive understanding of phase behavior and fluid properties 

of these heavy oils is obtained, effective development of these valuable resources will 

always be hindered. Addition of carbon dioxide, nitrogen, and light hydrocarbon gases to 

reservoir fluids as envisaged in a number of secondary recovery process schemes can 

induce complex and unusual phase and viscosity behavior over the ranges of pressure and 

temperature encountered (Nghiem et al., 2000). 

Correct fluid property data is vital for reservoir modeling and facilities design. 

Similarly, it is also necessary to measure PVT phase-behavior as this data is typically 

useful for tuning compositional equations of state (EOS) for use in managing reservoir as 

well as offshore facilities design calculations. Viscosity is the primary fluid property 

targeted in most heavy oil recovery techniques. Additionally, viscosity is critical for 

calculating pressure loss and flow line sizing. Hence, viscosity data at a wide range of 

pressure and temperature conditions is needed for tuning viscosity correlations and 

testing viscosity models. Asphaltene precipitation from reservoir fluids during oil 

production can cause serious problems in the reservoir by permeability reduction and 

wettability alterations, the latter leading to either positive or negative effects on reservoir 

performance (Dandekar et al., 2000). However, if it takes place in the well bore or in the 

surface processing facilities, serious plugging problems and pressure losses will result 

(Ali, 1974). Asphaltene precipitation can occur during primary depletion of highly 



5 
 

undersaturated reservoirs or during miscible hydrocarbon gas or CO2 injection. The 

injection of hydrocarbon gases or CO2 for improved oil recovery (IOR) may promote 

asphaltene precipitation. However, this is primarily a function of pressure, temperature 

conditions, reservoir oil compositions, and more importantly the molecular weight or the 

‘richness’ of the injection gas (Kokal and Sayegh S, 1995). 

Fluid viscosity can be modeled in a number of ways. In the broader perspective, the 

models can be classified in the following ways: (1) theoretical models, (2) semi-

theoretical models, and (3) empirical models (Mehrotra et al., 1996). Generally, the 

theoretical models are very accurate. However, at present, these are applicable only for 

simple fluid systems, viz. simple gas-mixtures. Additionally, these theoretical models are 

computationally exhaustive and require many intangible variables that are intractable. 

Since its inception, the oil industry has been largely dependent on empirical models. 

These models are generally simple to use and require easily available field-measured 

variables. At the same time, the results are within the acceptable margin of error.  

Over the years these empirical models have served the oil industry very well, albeit 

limited to the light oil reservoirs. When these empirical models are extrapolated to the 

heavy oils, they are usually insufficient to predict viscosity behavior. Additionally, 

though the effect of temperature is very well captured by these models, the effect of a 

lesser-viscous solvent addition to reduce the viscosity, is difficult to estimate. In 

particular, the ANS heavy oil reservoirs have limitations for production strategies, due to 

the presence of permafrost. Here, the well-established thermal recovery methods cannot 

be applied. The main recovery methods could be Water-Alternating-Gas (WAG) or 

Vapor Extraction (VAPEX). For these methods to be applied, it is important to know the 

relationship between the amounts of solvent added versus a decrease in the viscosity. 

Considering the above scenario, semi-theoretical models could provide an ideal choice to 

model the viscosities. These methods consist primarily of compositional models.  

Most of the compositional models are based on the principle of the corresponding 

states. The most famous compositional models are the Lohrenz-Bray-Clark (LBC) model 

(1964) and the Pedersen model (Pedersen et al., 1984; Pedersen and Fredenslund, 1987). 

These models are featured in most of the commercial reservoir modeling software 

available in the oil industry. They accurately predict the viscosities of the light oil 

systems; viscosities up to 10 cP. Because of their tremendous potential, numerous 

attempts have been made in the past few years to extend these models to heavy oils. A 
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comparative study to demonstrate the performance of various models for predicting 

medium-heavy oil viscosity is necessary and useful for evaluation of recovery potential 

of these oils. Because of its remarkable promise, the new generation Lindeloff model 

(Lindeloff et al., 2004) needs to be studied in detail. 

1.3 Objectives of the Study  

To address the issues related to ANS heavy oil recovery, we conducted a 

comprehensive research program designed to develop a fundamental understanding of the 

fluid phase behavior, PVT properties, and viscosity of ANS heavy oils in the presence of 

solvents and gases. The phase behavior and viscosity data can then be used as input for 

predicting ANS heavy oil recovery through numerical reservoir simulation. Such a study 

is certainly needed for the successful future commercialization of heavy oil production 

technology in Alaska and other North American heavy oil resources. The specific 

objectives of this project were: 

• Quantify the phase behavior of the ANS heavy oils experimentally and, 

through EOS modeling, provide data for compositional reservoir simulation. 

The tuned EOS model forms the basis for reservoir scale simulations of EOR 

projects and various field development options. Tuned EOS are also required 

in compositional viscosity models.  

• Measure live and dead crude oil viscosity under the variety of pressure and 

temperature conditions encountered in the reservoir for validation of 

compositional viscosity models for ANS heavy oils.  

• Evaluate the commonly used compositional viscosity models and weigh their 

competence against each other based on the compiled medium-heavy oil 

viscosity data. 

• Choose the best medium-heavy oil viscosity model for extended analysis. If 

possible, improve upon the performance of the selected model for better 

prediction of the viscosities of medium-heavy oils from ANS. The model will 

be validated by applying to the experimentally determined data sets 

representing the heavy oils from ANS, in addition to the data sets complied 

from other sources 

• Develop a tuned EOS model for the West Sak oil using available experimental 

data from the previous steps. 
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• Use the tuned EOS model to carry out compositional reservoir simulation to 

predict performance of the West Sak reservoir for different gas injection 

schemes and a variety of injection gases. 
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Chapter 2 LITERATURE REVIEW 
A review of literature pertinent to this study is presented in this chapter. This includes 

phase behavior experiments, phase behavior modeling, and oil viscosity prediction 

methods. Because phase behavior and viscosity prediction methods developed in this 

study were used to simulate viscous oil recovery from the West Sak reservoir, a 

background on the West Sak reservoir and enhanced oil recovery methods is also 

presented. 

2.1 Phase Behavior Experiments 

Reliable quantification of fluid phase behavior requires measurement of reservoir 

fluid properties at varying thermodynamic conditions of pressure and temperature. 

However, it is time consuming and expensive to measure the fluid phase properties at 

different conditions. Therefore, equations of state (EOS) are used to predict these 

properties. Predictions from EOS cannot be relied upon directly as they cannot accurately 

simulate the interactions between numerous hydrocarbon and non-hydrocarbon 

components present in petroleum crude oil. In order to have meaningful and accurate 

estimates of fluid properties and phase behavior, EOS require some amount of tuning to 

match with experimental data.  

Phase behavior of any system is dictated by its pressure, temperature, and 

composition. Experimental phase behavior studies include measuring volumetric 

properties as a function of pressure and temperature. Constant composition expansion, 

differential liberation, and separator tests were conducted to analyze the volumetric 

properties of the heavy oils. Nagarajan et al. (2006) reviewed the entire process from 

fluid sampling to tuning EOS for all types of reservoir fluids. They also focused on the 

key laboratory fluid analyses for capturing the fluid phase behavior for different 

production strategies ranging from simple depletion to complex tertiary recovery. 

Over the past few years studies have been conducted to understand the recovery 

mechanisms from heavy oil fields. Heavy oil reservoirs tend to be low pressure and low 

energy systems. Satik et al. (2004) carried out a study of Venezuelan heavy oil solution 

gas drive. This included PVT tests and depletion tests on live heavy oil samples. They 

concluded that for heavy oils non-equilibrium characteristics play a major role in 

interpreting depletion experiments and recommended non-conventional PVT tests like 

constant composition expansion without any external mixing and differential wait 
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interval between consecutive pressure steps. Several mechanisms have been suggested to 

explain the recovery in heavy oil fields. Sand co-production, foamy oil drive reservoir 

compaction, high critical gas saturation, and low gas mobility are some of the factors 

identified to be responsible for heavy oil recovery. High critical gas saturation (Whitson 

et al., 1983) and low gas mobility (Cenzig et al., 2004) are considered to be the primary 

mechanisms for high solution gas drive recovery. 

Viscosity reduction is the primary task in improving heavy oil recovery. Thermal 

recovery processes are effective in reducing the oil viscosity by increasing the reservoir 

temperature. Though very effective, thermal recovery process is not suitable for many 

reservoirs, especially those with thin pay zones, environmental constraints, or depth 

issues. For moderately viscous oils (μ<1000 cP) non-thermal methods are more effective 

compared to thermal ones. Application of non-thermal processes requires reliable 

prediction of process performance which requires knowledge about mechanisms active in 

the process and contribution of each toward total oil recovery.  

Non-thermal EOR of heavy oil involves solubilization of solvent into oil, mass 

transfer from vapor to liquid by diffusion, reduction of oil viscosity by solvent dilution, 

mixing of diluted and undiluted oil by mixing and diffusion, and upgrading of oil by 

asphaltene precipitation and deposition. This mechanistic study requires knowledge of 

solubility and viscosity behavior of the oil-solvent system. Ted et al. (2002) carried out 

PVT and viscosity measurements for Lloyminster-Aberfeldy heavy oils in the presence of 

solvents. A capillary viscometer was used online with a PVT cell to measure the oil 

viscosity for the solvent-oil mixtures. Methane, ethane, propane, and CO2 were used as 

solvents and the phase behavior in the presence of each solvent was quantified. They also 

confirmed formation of asphaltene at high solvent loading for oil-propane system. 

Roper (1989) conducted an experimental phase behavior study of a CO2-West Sak 

heavy oil system. This study included conventional PVT tests like constant composition 

expansion and differential liberation tests and online viscosity measurement with 

capillary viscometer for West Sak heavy crude oil. The effect on swelling behavior and 

viscosity of West Sak oil was observed for different loadings of the solvent CO2. At a 

CO2 loading of 60 mol% onward, solid precipitation was observed which increased with 

increasing pressure. A 75% reduction in live oil viscosity was reported with first contact 

miscible 60 mol% CO2-live West Sak oil system. DeRuiter et al. (1994) reported on static 

equilibrium experiments to measure the solubilities of methane, ethane, propane, butane, 
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and CO2 in West Sak heavy oils. Physical properties including viscosity, density, and 

other volumetric properties were measured for live oil-solvent systems once equilibrium 

was achieved. They also carried out miscibility measurements with slim tube 

displacement experiments for selected injection gas/oil system. They concluded that West 

Sak oil viscosity is strongly controlled by its dead oil properties and the amount of 

solvent gas but not by the type of gas dissolved. Asphaltene deposition was observed in 

static and dynamic displacement experiments for West Sak oils at reservoir conditions for 

propane and butane which were found to be first contact miscible (FCM) and multiple 

contact miscible (MCM) to immiscible with increased dilution with lean gas. Okuyiga 

(1992) characterized the EOS and modeled the viscosity data for West Sak heavy oils. 

2.1.1 Compositional Characterization 

Petroleum crude oils contain thousands of components that determine their physical 

properties. Compositional description is required in both production and refining of crude 

oils. Compositional information is the basic information required for modeling phase 

behavior of the system. ASTM Standard D2892(01) for true boiling point (TBP) 

distillation is an accepted standard in the petroleum industry for determining the boiling 

range distribution of crude oils. But TBP distillation is time consuming and requires a 

large volume of sample. Simulated distillation by gas chromatography (GC) on other 

hand is a very quick technique for quantification of the composition of crude oil and 

takes only micro liters of sample. The ASTM Standard D2887(04) is an accepted 

chromatographic method for oils with final boiling points less than 538°C (1000°F). In 

this method the boiling range is calibrated by eluting the mixture of n-paraffins in gas 

chromatograph. But discrepancies occur when the data from these two methods is 

compared. Chorn (1984) in his experimental study of simulated distillation by GC 

suggested procedural and methodical modifications to ASTM Standard D2887(78) to 

improve the match with TPB data. McAllister, et al. (1985) studied the discrepancies 

between the results of TBP and simulated distillation by GC techniques and proved that 

the area counts of simulated distillation correspond to mass percent and not volume 

percent. They suggested the use of an internal standard to calculate the non-eluted 

fraction of the oil. 

Okuyiga (1992) also studied the mismatch between the results of TBP and simulated 

distillation by GC. An alternative approach was taken to obtain single carbon number 
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molecular weights and specific gravities by performing a regression using the results 

from the TBP distillation. In this scheme, initial estimates were made for the pseudo-

component molecular weights and specific gravities using the GC-determined weight 

fractions of the distillation cuts. The calculated values were then compared to the 

experimental values determined for the cuts in the laboratory with TBP distillation. The 

difference was used to guide the estimated values toward optimal ones using nonlinear 

regression. Exponential functions were used to correlate the molecular weights and the 

specific gravities as functions of carbon number to reduce the regression parameters. The 

values for the molecular weight and specific gravity of the plus fraction were treated as 

separate parameters since its equivalent carbon number was unknown. With this 

methodology the results of TBP distillation and simulated distillation were matched.  

2.1.2 Constant Mass Expansion  

Constant mass expansion is also known as constant composition expansion (CCE). 

The reservoir fluid at reservoir pressure and temperature conditions is expanded and the 

change in volume is measured at isothermal conditions. This enables computation of the 

bubble point pressure which is taken as a point at which the slope of volume vs. pressure 

plot changes abruptly. Compressibility of the oil is calculated by the following equation:  

TP
V

V
Co )(1

∂
∂

−=  (2.1) 

2.1.3 Differential Liberation 

This experiment is carried out on heavy oils. This test simulates the reservoir 

depletion process. The reservoir fluid is kept in a PVT cell at reservoir pressure and 

temperatures conditions. The pressure in the cell is reduced and liberated gas is collected 

in stock tank conditions of 14.7 psia pressure and 60°F. The test is conducted until the 

pressure of 14.7 psia and final residual oil volume measurement allows for the 

computation of solution gas/oil ratio and formation volume factor at every step of 

differential liberation. Figure 2.1 shows a schematic of the differential liberation 

experiment.  
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Figure 2.1  Schematic of Differential Liberation Experiment (Dandekar, 2005) 

2.1.4 Separator Test 

The reservoir fluid at reservoir temperature and pressure conditions is flashed to 

atmospheric conditions in two or three stages in series. Figure 2.2 provides a schematic of 

the separator test. 

The primary objective of the separator test is to determine the optimum separator 

conditions that will give: 

• A minimum of the total gas/oil ratio,  

• A maximum in the API gravity of stock tank oil, and  

• A minimum in formation volume factor of oil at bubble point conditions. 
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Figure 2.2  Schematic of the Separator Test 
 

2.1.5 Minimum Miscibility Pressure 

The miscible displacement process occurs when there is an absence of a phase 

boundary or interface between the displaced and displacing fluids. This condition is 

achieved when the interface between the fluids is absent and no interfacial tension exists 

between the mixed fluid phases. In a miscible displacement process, the injected gas 

directly mixes and forms a single phase with the reservoir oil when mixed at all 

proportions at the conditions existing at the interface between the oil and the gas. This 

results in the elimination of interfacial tension forces between the oil and displacing fluid. 

The pressure at which the interfacial tension becomes “zero” is termed as the Minimum 

Miscibility Pressure (MMP) (Rao, 1997).  

The MMP is one of the most important parameters in the determination of optimum 

operating conditions involving miscible gas displacement processes and should be 

accurately measured. “MMP for a CO2-reservoir fluid system is defined as the pressure at 

which 80% of the oil in place is recovered at CO2 breakthrough and 94% of the oil in 

place at a production gas/oil ratio (GOR) of 40,000 SCF/BBL is ultimately recovered.” 

(Holm and Josendal, 1974). “MMP is the lowest pressure at which all oil available for 

recovery can be displaced by 1.2 pore volumes of injected solvent.” (Metcalfe, 1979). 

In a majority of research, the criteria used for interpreting the displacements have 

included gas breakthrough, ultimate recoveries at a given volume of the solvent injection, 

Stage 1 Stage 2 Stage 3 

Oil 1 
Oil 2 

Gas 
 

Gas 
 

Stock Tank 
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visual observations of core effluents, compositions of produced gases and liquids, shapes 

of breakthrough, and ultimate recovery curves versus pressure (Rao, 1997). 

2.1.6 Factors Affecting MMP 

Holm and Josendal (1980) put forth the following conclusions based on the 

experiments they carried out: 

• Dynamic miscibility occurs when the density of CO2 is greater than dense 

gaseous CO2. At this point CO2 solubilizes C5 to C30 hydrocarbon components 

in the reservoir oil. 

• The MMP increases as reservoir temperature increases. 

• The MMP is inversely related to the total amount of C5 through C30 

hydrocarbon components present in the reservoir oil. The more the amounts of 

these hydrocarbon components present in the oil, the lower the MMP. 

• Lower molecular weight hydrocarbon components promote miscibility and 

result in a lower MMP. 

• Development of miscibility is almost independent of the presence of 

components C2 through C4. 

• The presence of a small amount of methane in the oil doesn’t change the 

MMP appreciably. As a deviation from this rule Alston et al. (1985) proposed 

a new equation accounting for the inclusion of methane and nitrogen 

concentration in reservoir oil. The correlation proved that a significant amount 

of these components in the reservoir oil increases the MMP.  

Ahmed (2007) described more parameters which affect the MMP: 

• Oil characteristics and properties including API gravity. 

• Injected gas composition. The presence of methane in injection increases the 

MMP. 

• Oil molecular weight. 

2.1.7 Experimental Methods to Determine the MMP 

2.1.7.1 Slim Tube Displacement 
Displacement of oil by gas through a porous medium simulates the gas injection 

process more closely than other tests and often is considered a definitive test. The 

displacement is conducted either in a core, extracted from the reservoir, or more often in 
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a long and narrow sand pack, known as a “slim tube”. A slim tube test is conducted to 

examine the flushing efficiency and fluid mixing during a miscible displacement process. 

Slim tube results are interpreted by making a plot of cumulative oil recovery versus pore 

volume of injected gas. Recovery with 1.2 pore volume of gas injection is plotted versus 

injection pressure. The point at which the recovery/pressure curve starts to flatten, as the 

displacement approaches near miscibility, and eventually forms a straight line starting at 

a certain pressure, is called the MMP (Danesh, 1998). 

The disadvantages associated with slim tube tests are: 

• The experimental procedure is time consuming. 

• There are no precise miscibility criteria, resulting in the indirect interpretation 

of miscibility, such as the prediction of the MMP, from the oil recovery 

curves. 

• Plugging of slim tubes can be a problem. 

2.1.7.2 Rising Bubble Apparatus (RBA) 
For quick and reasonable estimates of gas/oil miscibility, the RBA technique can be 

employed. Miscibility is determined by the change in shape and appearance of bubbles of 

injected gas as they rise through a visual high-pressure cell filled with crude oil. A series 

of tests are conducted at different pressures of the injected gas and the bubble shape is 

continuously monitored to determine miscibility. This test is qualitative in nature, as 

miscibility is inferred from visual observations. Some subjectivity is associated with the 

miscibility interpretation of this technique and the results, therefore, are somewhat 

arbitrary. The method requires a small amount of fluid quantities and is cheaper than slim 

tube tests. Also, no strong theoretical background appears to be associated with this 

technique and it provides only reasonable estimates of gas/oil miscibility conditions 

(Ahmed, 2007). 

2.1.7.3 Vanishing Interfacial Tension (VIT) Technique 
Rao (1997) put forth a new technique to determine gas/oil miscibility by measuring 

the interfacial tension (IFT) between the injected gas and reservoir fluid phases at 

reservoir temperature and at different pressures. The VIT technique is based on the 

concept that the IFT between the gas and crude oil phases at reservoir temperature must 

reduce to zero as these two phases approach the point of miscibility. The concept of zero 

IFT is based on the fact that the interface between the phases must vanish as they become 
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miscible with each other. Thus, MMP can be determined by measuring the gas/oil IFT as 

a function of pressure, down to as low as the measurement apparatus allows, and then 

extrapolating the data to zero IFT. The present work deals with this new VIT technique 

using a pendant drop apparatus. 

2.1.7.4 Pendant Drop Method 
The pendant drop method is used to measure the gas/oil IFT at high pressures and 

temperatures. Figure 2.7 shows a liquid droplet hanging from the tip of a needle in a high 

pressure optical cell filled with equilibrated vapor (Dandekar, 2006). 

                                                   

Figure 2.3  Pendant Drop Shape (Source: www.pet.hw.ac.uk) 
 

The shape and size of the liquid droplet at static conditions is dependent upon surface 

and gravity forces acting at the gas/oil interface. The pendant drop assembly is normally 

integrated to a high pressure cell that can be maintained at constant temperature and 

pressure as required for experimental conditions. The equilibrium shape of the hanging 

pendant drop is a balance between the forces acting on the drop, namely gravity. Gravity 

pulls the drop down by elongation and surface tension which acts to prevent the growth 

of surface area and pulls the drop into a spherical shape. The shape of the drop contains 

both the density and the surface tension of the liquid, and this helps form the gas/oil IFT 

equation (Dandekar, 2006): 

( )vl
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Where, 

σ = IFT between the oil and gas phase, dynes/cm. 

http://www.pet.hw.ac.uk/�
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g = acceleration due to gravity, cm/s2. 

ρl = liquid phase density, g/cc. 

ρv = gas phase density, g/cc. 

de = equatorial diameter of the maximum horizontal diameter of the drop, cm. 

ds = diameter of the drop measured at a distance de above the tip of the drop, cm. 

H = drop shape factor as a function of S = ds/de. 

Niederhauser and Bartell (1947) have determined and reported the values of H, by 

relating the pressure difference across the interface to the interface curvature. First, the 

value of S is determined and then the drop shape factor, H, can be read from the tables 

published by Niederhauser and Bartell. In the absence of these tables, the drop shape 

factor can also be calculated using equations proposed by Misak (1968). 

The advantages associated with the pendant drop method are that a small amount of 

liquid samples is required and the test can be performed at elevated temperatures and 

pressures. The time required for completion of the experiments is far less than for the 

slim tube test and the apparatus is easy to set up. The major disadvantage is that this 

method is not applicable at very low tension values. As miscibility or the critical point 

between fluid/fluid phases is approached, due to rapid diffusion of drops into the 

surrounding gas, it is difficult to measure the drop shape factor accurately. As in the case 

of RBA, this test is qualitative in nature, as miscibility is inferred from visual 

observations. Hence, some subjectivity is associated with the miscibility interpretation of 

this technique (Orr Jr. and Jessen, 2007). 

2.1.8 MMP Determination Using Equation of State Modeling 

Phase behavior calculations of reservoir fluids are routinely made using EOS in the 

petroleum industry. The phase behavior of oil in miscible injection processes consists 

mainly of mass transfer as well as composition changes. It is important to tune the EOS, 

prior to use, for accurate prediction of properties. Cubic EOS like Peng-Robinson (1976) 

is widely used for convenient and flexible calculation of the complex phase behavior of 

the reservoir fluids. The Peng-Robinson equation is (Patil, 2006): 
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a and b = mixing coefficients. 

Ωa and Ωb = constants. 

α = correction factor which is dependent on the reduced temperature and quadratic 

function based on the acentric factor. 

P, V, and T = pressure, mole volume and temperature of the components. 

Peng-Robinson (1978) recommended a modification to the acentric factor and the 

resulting equation was described as PR-EOS. Parameters like bubble point, liquid phase 

densities, and compositions may differ by several percent from experimental values. 

These inconsistencies in EOS predictions are from insufficient characterization of the 

plus fractions, inadequate binary interaction coefficients, or incorrect overall 

composition. Usually, most EOS predictions are not accurate. Therefore, before using 

these EOS for phase-behavior calculations, it is necessary to calibrate the EOS against the 

experimental data by adjusting the input values of the EOS parameters to minimize the 

difference between the predicted and measured values. Critical pressure (Pc), critical 

temperature (Tc), and acentric factor (ω) of the plus fraction or direct multipliers on EOS 

constants can be modified for matching experimental data obtained from PVT studies on 

reservoir fluid (Alurkar, 2007). The adjustment which is done via regression analysis is 

known as “equation tuning”, and shall be described in the later part of the work. 

2.1.9 Previous Work on MMP Measurements Using VIT Technique 

Rao (1997) first demonstrated the applicability of VIT to measure the MMP. He 

experimentally demonstrated the applicability of the VIT technique to show miscibility in 

a live reservoir crude oil-gas system at reservoir temperature and varying pressures. Rao 

used different gas enrichment levels to determine the Minimum Miscibility Enrichment 

(MME). The composition of injectant gas was successfully optimized for the miscibility 

by performing a VIT experiment with varying gas compositions at an experimental 

pressure of 30 MPa and 60°C. These experiments were performed on oil samples 

obtained from Rainbow Keg F Pool reservoir in Canada.  

Rao and Lee (2000) performed VIT experiments on Terra Nova Oil Samples. The 

reservoir temperature and pressure conditions were the same as described above. They 

compared the results of Minimum Miscibility Composition (MMC) and MMP obtained 

from VIT experiments with those of slim tube tests and found a good match. In these 

experiments Rao and Lee used the computerized axi-symmetric drop shape analysis 
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technique to determine IFT. Rao and Lee showed that an increase in composition of 

intermediate hydrocarbons in the oil decreases the MMP. The MMPs calculated 

experimentally were within 5% of those observed visually in the experimental cell. They 

proved that results obtained from the VIT technique were rapid, reproducible, and 

quantitative, in addition to providing visual evidence of miscibility between injected gas 

and live reservoir oil. 

Ayirala and Rao (2003) put forth a comparative study of MMP measured using the 

VIT technique with EOS calculations. For this purpose they used oil samples from 

Rainbow Keg River (RKR) and Terra Nova reservoirs. PR-EOS within a commercial 

software package was used and the effects of tuning and non-tuning the EOS on MMP 

calculations were examined. For these two reservoir cases, tuned PR-EOS yielded 

significant differences between MMPs from EOS calculations and VIT measurements, 

while untuned PR-EOS yielded a reasonable match with experiments. In the case of RKR 

crude oil, the untuned EOS predictions were consistently higher by about 3.0-5.0 MPa 

than the experimental MMP from the VIT technique. For Terra Nova crude oil, in three 

out of five cases studied, the visible MMPs from the VIT experiments reasonably 

matched with untuned EOS calculations. Based on these comparisons of VIT results with 

EOS predictions, Ayirala and Rao demonstrated that this new technique of VIT is quite 

promising and reliable. 

Rao and Ayirala (2004) applied the VIT technique as a part of IOR using Gas 

Assisted Gravity Drainage (GAGD) as an alternative for the Water Alternating Gas 

Injection Process. Process optimization was done by determining miscibility pressures 

and compositions through the use of the VIT technique.  

Yang and Gu (2004) used VIT to study interfacial interaction in the crude oil-CO2 

systems under reservoir conditions. The experimental results were similar as described by 

Rao in his work. They used the axi-symmetric drop shape analysis (ADSA) to measure 

the IFT and to visualize the interfacial interactions between crude oil and CO2 at high 

pressures and elevated temperatures. A number of important physical phenomena were 

observed when the crude oil was contacted with CO2, including the following: oil 

swelling, light-ends extraction, initial turbulent mixing, skin layer, oil drop movement, 

wettability alteration, asphaltene precipitation, and bubbling at the crude oil-CO2 

interface. In particular, the light-ends extraction, initial turbulent mixing, and wettability 

alteration are the major characteristics of CO2 flooding processes. In addition, Yang and 
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Gu anticipated that wettability alteration may have significant effects on the ultimate oil 

recovery and CO2 sequestration.  

Ayirala and Rao (2006) investigated the applicability of the VIT technique to 

determine miscibility and to measure dynamic gas/oil IFT using the capillary rise 

technique. Ayirala performed experiments for two standard gas/oil phase systems of 

known phase behavior characteristics (CO2-n-decane and 25 mol% methane + 30 mol% 

n-butane + 45 mol% n-decane with CO2). Results obtained from the experiments were 

compared to those obtained from slim tube tests. Their experiments further validated the 

VIT technique to measure gas/oil miscibility using the capillary rise technique.  

Orr Jr. and Jessen (2007) made an analysis of various crude oil systems used in the 

past to determine MMPs and tried to simulate VIT experiments. They compared 

estimates obtained from the calculation of MMPs using the VIT technique with those 

from solutions of the differential equations that describe the interactions of the flow and 

phase equilibria. They came to the conclusion that results obtained from the VIT 

technique differed substantially from the MMP observed in displacement experiments. 

According to Orr Jr. and Jessen, the uncertainty in the VIT estimate of MMP arises from 

a fundamental limitation of the experiment in that VIT investigates the mixture 

compositions which are linear combinations of the initial oil and injection gas that are 

quite different from the critical mixture that forms at the MMP in a gas/oil porous 

medium like the slim tube test. 

Sequeira and Rao (2008) further validated results obtained from Ayirala’s 

experiments and extended the study for CO2-live oil reservoir systems. In their 

experiments Sequeira and Rao made detailed compositional analysis and density 

measurements of vapor and liquid phases to infer information on mass-transfer 

interactions and to determine the controlling mass transfer mechanism (vaporizing drive, 

condensing drive, or both) that governs the attainment of miscibility. They further 

investigated the compositional dependence of MMP and provided results based on 

varying gas/oil ratios (both molar and volumetric) in the feed mixture. Their results 

further demonstrated the reproducibility of VIT experiments. 

2.1.10 MMP Correlations 

Ahmed (1988) briefly described various methods for determination of MMP. These 

methods were primarily dependant on the molecular weight of C5+, temperature, and the 
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weighted-composition parameter (based on partition coefficients of C2 through C37 

fractions). Some of the correlations studied required only the input of reservoir 

temperature and the API gravity of the fluid. Orr Jr. and Silva (1987, Part 2) showed that 

MMP changes as oil composition changes, and hence oil composition should be taken 

into account while determining MMP. Alston et al. (1985) proved that the presence of 

methane and nitrogen significantly increases the MMP. The ANS oils contain appreciable 

amount of methane, hence Alston’s correlation was used to compare the results of 

experimental findings with the correlation findings. The various correlations for the CO2-

crude oil system are described below. 

2.1.10.1 Newitt et al. Correlation (1996) 
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Where, 

EVP = Extrapolated vapor pressure, psi. 

T = system temperature, °R 

The values of EVP can be correlated to MMP for low temperature reservoir 

(T<120°F), using CO2 vapor pressure plots. 

2.1.10.2 Yellig and Metcalfe Correlation (1980) 
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Where, 

T = system temperature, °R. 

Yellig and Metcalfe pointed out that, if the bubble point pressure of the oil is greater 

than the predicted MMP, then the CO2 MMP is set equal to the bubble point pressure. 

2.1.10.3 Alston et al. Correlation (1985) 
Alston proved that presence of significant amount of methane and nitrogen in the 

crude oil increases the MMP. 
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Where, 

T = system temperature, °R. 

MC5+ = molecular weight of pentane and heavier fractions in the oil phase. 
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Xvol = mole fraction of volatile (C1 and N2) oil components. 

Xint = mole fraction of intermediate oil components (C2-C4, CO2, and H2S). 

2.1.10.4 Firoozabadi and Aziz’s Correlation (1986) 
For a lean gas/crude oil system use: 
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where, 

I = concentration of intermediates in the oil phase, mol%. 

T = system temperature, °R. 

MC7+ = molecular weight of heptane and heavier fractions in the oil phase. 

2.2 Equation of State Modeling of Phase Behavior  

Many empirical correlations have been developed by analyzing the PVT reports of 

oils from different fields to simplify the incorporation of fluid properties into the material 

balance equation. All these correlations have the absence of composition and are 

commonly referred to as black oil correlations. These black oil correlations express PVT 

and fluid properties in terms of solution gas/oil ratio, oil and gas gravities. Many of the 

black oil correlations have been listed in text of Ahmed (1989). Ostermaan et al. (1983) 

analyzed the PVT properties of Alaskan oils from the Cook Inlet basin and checked the 

accuracy of existing black oil correlations in literature. Many of the black oil correlations 

were developed by analyzing the PVT properties of crude oils of a particular region. The 

black oil model assumes that the reservoir fluids consist of three components (water, oil, 

and gas) in a three-phase system (liquid, gas, and gas in solution), with components 

miscible in all proportions. Due to absence of composition, the effects of fluid phase 

composition on flow behavior are neglected.  

An EOS is a mathematical relationship describing the interconnection between 

various macroscopically measurable properties of a system. An EOS is completely 

compositional and is capable of tracing effect of composition on the fluid properties and 

phase behavior unlike the black oil model. Cubic EOS are commonly used in petroleum 

industry for simulating phase behavior of hydrocarbon mixtures. Since the development 

of van der Waals (1873) EOS, more accurate EOS have been developed, and these can 

describe the thermodynamic properties and phase equilibria of a wide range of substances 
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with varying degrees of success. Soave (1972), Redlich Kwong (1949) and Peng-

Robinson (1976) introduced cubic EOS that are widely used in PVT simulation packages 

in the petroleum industry. Performance of cubic EOS is, however, questionable on 

application to petroleum fluids in predictive mode. In order to reproduce the experimental 

data, the EOS needs its parameters adjusted; this process is known as “tuning” the EOS. 

There is no standard procedure of tuning for matching the experimental data. But some 

guidelines and approaches are found in the literature. Merrill et al. (1994) carried out an 

extensive program of tuning a particular PVT dataset with different approaches. They 

reported the effect of different C7+ characterization schemes on slim tube experiment 

recoveries and recommended confirming EOS-predicted slim tube recoveries with 

experimental data prior to incorporating “tuned” EOS into compositional reservoir 

simulation. Experimental data available for regression typically is comprised of 

saturation pressures, liquid phase densities, gas oil ratios and formation volume factors 

from differential liberation experiments. It is quite possible that even after matching some 

of the parameters, the EOS model predictions may still not be accurate for other 

properties. 

The nature of the oils differs regionally. Some oils are paraffinic while some are 

napthenic and aromatic. This further complicates the estimation of plus fraction 

properties like specific gravity and molecular weight, which are used in computation of 

critical properties. This often affects the predictions of EOS for phase behavior. Most 

tuning strategies involve characterizing the plus fraction to a suitable carbon number for 

accurate representation of critical properties. Rafael et al. (2002) presented a tuning 

strategy that involved characterizing the C7+ fraction composition until C45+ and matching 

the saturation pressure by varying the molecular weight of the plus fraction. The 

components were further regrouped into multiple carbon number groups (MCN) and the 

volumetric data was tuned. They suggested a methodology to preserve the match of 

saturation pressure after lumping where the characterized C7+ fraction was distributed 

into two groups. They developed a correlation for distribution of characterized C7+ mole 

fraction into appropriate MCN groups. The volumetric data was matched with final 

lumped composition by regressing using Peneloux and Rauzy (1982) volume translation 

parameters which do not affect the vapor liquid equilibrium. Al Meshari et al. (2005) 

presented a similar EOS tuning strategy except the saturation pressure after grouping was 

matched by variation of acentric factor of heaviest MCN.  
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2.3 Review of Viscosity Models 

2.3.1 General Purpose Viscosity Models 

The gas phase viscosity is primarily a function of the momentum transfer by 

translation of the molecules with relatively few collisions. On the other hand, the 

momentum transfer in dense gases and liquids is dominated by collisions and interacting 

force fields between the densely packed molecules. A theoretical description of liquids is 

difficult due to intermolecular forces, which consist of the short range (repulsion and 

hydrogen bonding), wide range (electrostatic), and long range (attraction) effects. Thus, 

there is no widely accepted simple theoretical method for predicting liquid viscosity 

(Reid et al., 1987). 

Several models for the viscosity of pure components and mixtures are available and 

summarized in the literature (Monnery et al., 1995). Excellent reviews have also been 

given by Reid et al. (1987). However, petroleum fluids were not covered in any of these 

studies. Petroleum liquids are complicated undefined fluids which must be characterized 

to obtain relevant parameters. Mehrotra et al. (1996) reviewed the most widely known 

and accepted models for viscosity prediction of hydrocarbons and petroleum liquids. 

They classified these models in three different categories: (1) theoretical models, (2) 

semi-theoretical models, and (3) empirical models. The theoretical models, for example a 

model based on Chapman-Enskog theory, are mainly used to calculate the viscosities of 

the pure components and their mixtures. Some of these models have been used to model 

the viscosities of the petroleum mixtures with little success.  

Empirical models are mainly described in terms of correlations. The two main types 

are Andrade (Andrade, 1934) and ASTM (ASTM, 1981) or Walther (Walther, 1931) 

equations. The Andrade equation has the following form: 

T
ba +=µln  (2.10) 

whereas the ASTM equation has the following form: 

( ) Tbb log7.0loglog 21 +=+µ  (2.11) 

The various modifications of these equations can be found in the literature. Hossain et 

al. (2005) have listed many of these correlations. The empirical methods also involve 

another class, viscosity EOS. This approach is based on the phenomenological similarity 

between the P-V-T and P-µ-T surfaces resulting in a viscosity correlation which is an 
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explicit function of temperature and pressure. Lawal (1986) and Guo et al. (2001) 

attempted this approach.  

The semi-theoretical methods for viscosity prediction have provided a blend between 

the theoretical and correlative methods. These methods include models based on the 

corresponding states theory, reaction rate theory, hard sphere (Enskog) theory, as well as 

the square well models, Lennard-Jones models, and modified Chapman-Enskog models 

(Chung et al., 1988). However, of these models, only the ones based on the 

corresponding states theory have found widespread acceptance in the petroleum industry. 

The rest of these models are still in the primitive stages, as far as the viscosity modeling 

of the petroleum mixtures is concerned. Hence, these models are not discussed any 

further. According to the principle of corresponding states, a dimensionless property of 

one substance is equal to that of another (reference) substance when both are evaluated at 

the same reduced conditions. A classical example of the use of the corresponding states 

model is the Standing-Katz z-factor chart (Standing and Katz, 1942). 

2.3.2 Viscosity Models for Petroleum Fluids 

The law of corresponding states expresses the generalization that equilibrium 

properties, which depend on intermolecular forces, are related to the critical properties in 

a universal way. This provides the single most important basis for the development of 

correlations and estimation methods. The relation of pressure to volume at constant 

temperature is different for different substances. Corresponding states theory, however, 

asserts that if pressure, volume, and temperature are related to the corresponding critical 

properties, the function relating reduced pressure to reduced volume becomes the same 

for all substances at the same reduced temperature. 

The corresponding states model is also used in terms of the residual viscosity form. 

Residual viscosity is defined as the difference between the viscosity at a given pressure 

and temperature and the viscosity of the dilute gas phase, which is usually at one 

atmosphere pressure and the same temperature. The viscosity correlation most widely 

used in flow models in petroleum engineering is probably the residual viscosity 

correlation of Jossi et al. (1962) in the form suggested by Lohrenz et al. (1964). Gas and 

liquid viscosities are related to a reduced density by a fourth degree polynomial of the 

form: 
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The coefficients a1 to a5 are empirical coefficients and are provided by the authors. It 

is evident from the above equation that the viscosity is sensitive to changes in densities. 

Especially for highly viscous fluids this may lead to severe errors for the calculated 

viscosity. Nevertheless, because of its simple form, it is predominantly used in 

compositional reservoir simulators, where the phase densities are generated from EOS.  

A group of substances obey the corresponding states principle with respect to 

viscosity if the functional dependence of μr, on, for example, ρr and Tr, is the same for all 

substances within the group: 

( ) ( )rrr TfTP ,, ρµ =  (2.13) 

In that case, comprehensive viscosity data are only needed for one of the components 

of the group. That component is then used as the reference substance (o) and the viscosity 

of another component (x) within the group can easily be calculated. This is the basis of 

the corresponding states viscosity correlations developed by Ely and Hanley (1981) and 

Pedersen and coauthors (Pedersen et al., 1984; Pedersen and Fredenslund, 1987). 

The Transport Properties Prediction (TRAPP) program of Ely and Hanley (1981) is 

one of many programs available, which is general and totally predictive for the 

calculation of the viscosity of gases and liquid mixtures for a wide range of pressure and 

temperature and different types of fluids. The calculation procedure, however, is iterative 

and complex. Baltatu et al. (1999) have simplified this procedure to a greater extent. 

Pedersen and coauthors (Pedersen et al., 1984; Pedersen and Fredenslund, 1987) 

presented a method for predicting oil and gas viscosities which is a modified form of the 

corresponding states method of Ely and Hanley (1981). In this method, the reduced 

viscosity is expressed in terms of the reduced pressure and reduced temperature. The final 

expression for the viscosity of the fluid is given as: 
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By expressing the viscosity in terms of the reduced pressure instead of the reduced 

density, it is possible to perform a direct calculation of the viscosity. The calculation 

becomes much simpler, compared to those of Ely and Hanley (1981), where density is 

calculated using an iterative procedure. The modifications of Pedersen correlation, for 

heavier oils, are discussed in Section 2.4.2. 
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Apart from these conventional models, there have been numerous attempts made in 

recent years to characterize the oil viscosity with completely new concepts. First of all, a 

compositional model for predicting the viscosity of petroleum fluids as a function of 

temperature and pressure is presented by Werner et al. (1998). It is based on the original 

model, termed the Self-Reference Model, developed by Kanti et al. (1989). This model 

uses a single viscosity value for predicting the fluid viscosity at any pressure and 

temperature. Werner et al. introduced a suitable mixing rule to take into account the fluid 

composition. They also classified the original oil mixture into four classes: (1) Gas, (2) 

C6–C20, (3) C20+ (Saturates + Aromatics + Resins), and (4) C20+ (Asphaltenes). The model 

parameters have been fitted on a large database ranging from 100 MPa (14,500 psia) in 

pressure and up to 120°C (248°F) in temperature. The range of viscosity covered varies 

from 2 cP to nearly 23,000 cP. This model is designed to be valid in a large 

compositional range, especially for liquids containing large amounts of asphaltenes. 

However, without a reliable analytical characterization scheme for Saturates-Aromatics-

Resins-Asphaltenes (SARA), this method cannot be used with confidence. 

The recently proposed Friction theory (Quinones-Cisneros, Zeberg-Mikkelsen, and 

Stenby, 2001; Quinones-Cisneros, Andersen, and Creek, 2005) has become successful as 

far as oil viscosity modeling is concerned. However, this model is still in the inception 

stages as far as heavy oil modeling is concerned and at this time is not included in the 

analysis. In addition to this, Riazi and coauthors (Riazi and Al-Otaibi, 2001; Riazi, 

Mahdi, and Alqallf, 2005) developed a relation for estimation of viscosity of liquid 

petroleum fractions by using refractive index at 20°C as one of the input parameters 

along with the molecular weight and the boiling point. Since this model has not been 

applied for heavy oils, at present this model is not considered for further analysis. 

Recently, Lindeloff et al. (2004) introduced a new viscosity computation method for 

the heavy oils. The dead oil viscosity is used for the calculation of the viscosity of the 

corresponding live oil at a desired pressure and temperature. The correlation proposed by 

Rønningsen (1993) is used to compute the degassed (dead) oil viscosity. The pressure 

correction is introduced by a simple exponential form. For this method it is necessary to 

use the characterization method proposed by Pedersen et al. (2004). 
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2.4 Viscosity Models for Medium-Heavy Oils 

The existing semi-theoretical viscosity models can be divided into three main 

categories: (1) LBC class models, (2) Pedersen class models, and (3) New Generation 

Models. In this section, an attempt has been made to broadly classify present day semi-

theoretical models into the above three categories. It must be noted that only the physical 

interpretation of each model is described, accompanied by its fundamental governing 

equation. A complete set of equations can be found in the respective references. 

2.4.1 LBC Class Models 

The following viscosity models comprise the LBC class models. 

1. LBC Model (Lohrenz et al., 1964) 

2. Xu Model (Xu and Khurana, 1996) 

3. Dandekar Model (Dandekar and Danesh, 1992) 

4. Al-Syabi Model (Al-Syabi et al., 2001) 

The viscosities calculated by the original LBC model are highly sensitive to the 

densities, as shown by Equation 2.12. The dependence is as high as to the power of 

sixteen. A small error in the density prediction, commonly calculated with cubic EOS in 

compositional simulation models, might cause a high deviation for the viscosity 

calculation. Additionally, since the above equation was developed for less dense systems, 

it is certain that it needs to be modified before application to the heavy oils.  

Xu and Khurana (1996) extended the LBC correlation for improved prediction of the 

high viscosity fluids. In their study the original correlation was modified by introducing 

an exponential term and the density was calculated by a cubic PR-EOS. The modified 

correlation is expressed as follows: 
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In the above equation, all the terms have the same meaning as in the original LBC 

correlation, while the α, β, and γ coefficients are determined by regression on pure 

component viscosity data. 

Dandekar and Danesh (1992) re-evaluated the LBC correlation and concluded that it 

is within ±20% for all normal alkanes with a carbon number less than 8 and a reduced 

density less than 2.5. For conditions other than those stated above, Dandekar and Danesh 

proposed the following viscosity correlation: 
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( ) ( )2* exp rr CBA ρρξµµ ++=−  (2.16) 

According to the Dandekar model (Dandekar and Danesh, 1992), for reduced 

densities less than 2.5, the LBC correlation is used as it is, whereas for reduced densities 

greater than 2.5 the above correlation is used. In the above correlation, the molecular 

weight is introduced to capture the structural effects. 

Al-Syabi et al. (2001) pointed out the requirement of including the structural and 

thermal effects for accurate viscosity predictions of dense fluids. The thermal effects 

were considered in terms of reduced temperatures while the structural effects were 

accounted by means of the molecular weights. Based on the regression of viscosity data, 

the LBC correlation is extended as follows: 
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When the deviations of predicted viscosities from experimental values were plotted 

using the LBC correlation and above method, it showed that for reduced density values 

less than 2.5, the deviations of both correlations were comparable. However, for higher 

reduced densities, the LBC correlation deviates up to ±100%, while the deviation of the 

modified correlation is within ±20%, demonstrating the significance of including both 

thermal and structural effects. Nevertheless, a deviation higher than 20% can be observed 

for methane, using the proposed correlation. 

Since real reservoir fluids contain high concentrations of methane, the authors 

proposed a separate correlation to accurately predict the viscosity of methane. The 

mixture viscosity is then calculated by splitting the mixture into two components: 

methane and the rest of the components are lumped together as a pseudo-component. The 

following mixing rule is applied: 

( ) 2111 1 rrr zz µµµ ∆−+∆=∆  (2.18) 

Where, 

Δμr = mixture reduced residual viscosity 

Δμr1 = methane reduced residual viscosity 

Δμr2 = reduced residual viscosity of the pseudo-component 

z1 = molar concentration of methane in the mixture 
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The above mixture reduced residual viscosity is divided by the overall mixture 

viscosity parameter, ξ, and the resultant is added to the overall mixture dilute gas 

viscosity, μ*, to obtain mixture viscosity. 

2.4.2 Pedersen Class Models 

Another class of semi-theoretical models is the Pedersen class models. It has the 

following models associated with it: 

1. Pedersen Model (Pedersen et al., 1984; Pedersen and Fredenslund, 1987) 

2. Aasberg-Petersen Model (Aasberg-Petersen et al., 1991) 

3. Moharam Model (Moharam and Fahim, 1995) 

4. Dexheimer Model (Dexheimer et al., 2001) 

The original Pedersen model is represented by Equation 2.14. However, this model 

suffers from a serious limitation when applied to heavy oil systems. This is best stated in 

the authors’ own words (Lindeloff et al., 2004), “Pedersen and Fredenslund (1987) found 

that the viscosities derived from the Hanley model (Hanley et al., 1975) were too low 

when the methane reference temperature reduced below approximately 90 K. The 

freezing point of methane is 91 K and accordingly temperatures below 91 K were not 

covered in Hanley’s model. The work of Pedersen and Fredenslund permitted the lower 

limit of the methane reference temperatures to be lowered from around 90 K to around 60 

K. For even lower temperatures, the corresponding states model becomes inapplicable as 

the methane density, according to the model of McCarty (1974), becomes almost 

invariant to pressure variations. The viscosity of an oil mixture with a methane reference 

temperature around 60 K will typically be of the order of 10 cP. As a rule of thumb, oil 

viscosities higher than that cannot be simulated using the corresponding states principle 

with methane as a reference component.” Hence, over the last two decades, there were 

several attempts made to improve upon this limitation. 

The first of which is the Aasberg-Petersen model (Aasberg-Petersen et al., 1991). 

This model is also based on the principles of the corresponding states method as 

interpreted by Lee and Kesler (1975). Teja and Rice (1981) applied the method of Lee 

and Kesler for the computation of the viscosity in terms of two reference fluids. Aasberg-

Petersen et al. (1991) modified the method of Teja and Rice by introducing molecular 

weight as the interpolation parameter instead of the acentric factor. The idea of this 

model is to use a heavier second reference component and effectively create an optimum 
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reference component. Decane is chosen as the second reference component because it is 

the heaviest alkane for which a significant amount of experimental viscosity data is 

known. Methane is a natural choice as the first reference component because of its 

presence in large mole fractions in most reservoir fluid mixtures. The interpolation law is 

used to calculate the reduced viscosity of the optimum reference component (denoted 

with subscript x) using the reduced viscosities of methane and decane and is obtained 

using the following expression: 
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Where, MW is the molecular weight and the subscripts 1 and 2 refer to the reference 

components. The authors used the same definitions as that of Pedersen model (Pedersen 

et al., 1984; Pedersen and Fredenslund, 1987) for calculating mixture critical temperature 

and critical pressure. 

The Moharam and Fahim model (1995) is essentially similar to that of the Aasberg-

Petersen model (Aasberg-Petersen et al., 1991). They use n-decane and n-eicosane as the 

reference components for predicting viscosity of the petroleum fractions of average 

molecular weight higher than 142 (molecular weight of n-decane). Viscosity of the 

reference components is estimated by the method of Orbey and Sandler (1993). The 

Lucas correlation (Reid et al., 1987) was used to calculate the effect of pressure on the 

liquid viscosity. This model uses the same mixing rules as that of the Aasberg-Petersen 

model to compute various mixture properties except the critical temperature, which is 

calculated by Li’s mixing rule (Reid et al., 1987). 

Dexheimer model (Dexheimer et al., 2001) proposed a modification of the Pedersen 

correlation to be applied to black oil systems where there are no compositional data 

available. In addition to many changes, n-decane was introduced as a reference 

component to accommodate more viscous oils. The authors have also provided the 

density and viscosity correlation specifically developed for n-decane. As opposed to 

directly adapting the proposed method as it is, only the density and viscosity correlations 

of the n-decane are used. The viscosity and density data for n-decane were taken from 

various sources covering pressures from 14.7 psia to 7325 psia and temperatures from 

492°F-762°F. The density and viscosity data were fitted as a function of P and T using a 

stepwise regression procedure. The various parameters used in the original Pedersen 

model are kept as they are and no attempt is made to retune these values. 
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2.4.3 New Generation Models 

These models characterize oil viscosity using new concepts and are summarized as 

follows: 

1. Werner Model (Werner et al., 1998) 

2. Friction Theory Model (Quinones-Cisneros et al., 2005) 

3. Riazi Model (Riazi et al., 2005) 

4. Lindeloff Model (Lindeloff et al., 2004) 

The first three of the new generation models are not considered for further analysis. 

The fourth model (the Lindeloff model) introduced an innovative concept to compute the 

heavy oil viscosity. As an alternative to using methane as a reference component and 

using the Pedersen model to determine the corresponding viscosities, the viscosity of the 

stabilized crude is used as a starting point. Based on viscosity measurements of a wide 

range of North Sea oils and condensates, a semi-empirical correlation for stabilized crude 

viscosities was proposed by Rønningsen (1993). It takes the form: 

),&,(215.68.37101101.007995.0log10 KTcP
T

MW
T

MW µµ +−−−=  (2.20) 

This correlation is valid at temperatures where the fluids behave Newtonian and the 

effect of precipitated wax is small, i.e., typically higher than about 30°C. The above 

equation applies to systems at atmospheric pressure. In order to capture the pressure 

effects on the reference fluid, the following pressure dependence was introduced: 
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Note that the derivative is evaluated for a constant composition. The parameter m in 

the above equation is used to denote the coefficient of the pressure differential. 

Additionally, it is required to correct the stabilized crude oil viscosity correlation for 

the oil mixtures being live oils, oils that contain gas in solution. Distinction between 

stabilized oil and live oil in this context can be obtained by evaluating the ratio between 

the weight-averaged molecular weight and the number-averaged molecular weight. 

Stabilized oils will typically have: 
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For live oil, the following empirical expression is used: 
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The coefficient 1.5 and the exponent 0.5 in above equations are well suited as tuning 

parameters if the match of the data needs to be improved. 

The final scheme works as follows: 

1. For equivalent temperature, To > 75 K, the original Pedersen model will be 

used. 

2. For equivalent temperature, To < 65 K, the Lindeloff model will be applied. 

3. For 65 K < equivalent temperature, To < 75 K, the weighted average will be 

taken between the values obtained by the two models to allow a smooth 

transition between two values. 

In the above scheme, the equivalent temperature, To, is the pseudo-temperature at 

which the medium-heavy oil viscosity needs to be evaluated in order to obey the law of 

the corresponding states (Pedersen et al., 1984). 

2.5 West Sak Reservoir 

The West Sak reservoir overlies the Kuparuk River formation in the Kuparuk River 

Unit and is spread over an area of 260 square miles (DeRuiter et al., 1994). Sharma 

(1993) provides a comprehensive description of the West Sak reservoir.  
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Figure 2.4  West Sak Location (Reconstructed from Targac et al., 2005) 
 

The main challenge that the operators in the West Sak reservoir face has been the 

economical production of these highly viscous oils. Although water flooding has been 

moderately successful for the production of these heavy oils, the petroleum industry is on 

the lookout for alternative means of development like miscible or immiscible gas 

injection. The viability of any new technique should first be proven on a laboratory scale 

before its field application. Such a study requires extensive geological and petrophysical 

data such as, water saturation, porosity, and permeability, to simulate the actual reservoir 

conditions.  

2.5.1 Geological Overview 

A detailed geological description of the West Sak reservoir is given by Sharma 

(1993). Deposited during the late cretaceous and early tertiary, the West Sak sands are 

shallow marine and deltaic complex sands. Due to their great lateral continuity, they are 

of great economic importance. The Kuparuk River Unit and Milne Point Unit are both 

situated between the depths of 2,000 ft and 4,500 ft (1,141m and 1,231 m) below sea 

level; they are the main oil-bearing horizons within these sands.  

The West Sak sands can be broadly divided into two members, the upper and lower. 

The average thickness is about 300 ft (91 m) in the Kuparuk River Unit and Milne Point 

Unit areas. The lower member exhibits individual sands beds with thicknesses ranging 

from 0.2 ft to 5 ft. The individual units characteristically show the presence of ripple 

bedding and hummocky cross stratifications. These lower member sands are inter-bedded 

with siltstone and mudstones. Bioturbation is also seen. The upper member exhibits two 
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distinctly divided and continuous sand units, each about 25 ft to 40 ft thick. The main 

sedimentary structures seen in this member include massive beds with planar bedding and 

low-angle cross bedding.  

With the help of logs and core samples, a basic cross section of the sands can be 

visualized. The upper sands are divided into two members, while the lower sands are 

divided into four members. Thus the 6 individual sands occur as follows: 

1. Upper West Sak Sand Member 
• Sand 1 
• Sand 2 
 

2. Lower West Sak Sand Member 
• Sand 1 
• Sand 2 
• Sand 3 
• Sand 4 

2.5.2 Petrophysical Properties  

Porosity values of the West Sak sands vary a lot, ranging from 15% to 40%. Water 

saturation of the sands ranges from about 9% to 46%. Net pay thickness ranges from 1 ft 

to about 37 ft.  

From the petrophysical data and its subsequent analysis, it can be seen that the two 

individual sands of the Upper West Sak Sand Member are the best reservoirs. Their 

porosity values are high and similar to the first two members (Sand 1 and Sand 2) of the 

Lower Member. But, the percentage water saturation in the Lower Member sands is 

noticeably higher. In Lower Sand 3, the water saturation is sometimes as high as 80%. 

The Lower Sand 4 is discontinuous. Also the net pay thickness is less in the Lower 

Sands, in many cases less than 10 ft.  

This difference in the petrophysical characteristics of the Upper and Lower Sand 

Members has been attributed to their different depositional histories. The upper sands 

were deposited in shallow marine and delta front environments, resulting in cleaner and 

thicker sands, as compared to the Lower Sands, which were deposited in the shelf 

depositional environment.  

2.5.3 Enhanced Oil Recovery  

Oil recovery operation primarily utilizes the natural pressure energy of the reservoir 

in order to produce oil. Low recovery and short life span are problems with such 
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reservoirs. To enhance the productivity and life span of the reservoir, the industry started 

practicing secondary and tertiary/enhanced oil recovery methods (Green and Willhite, 

1998). 

The secondary oil recovery method, the second stage of operation usually follows the 

primary production decline. Water flooding has been identified as the best example of a 

secondary recovery process. There have also been instances where water flooding has 

been used as the primary oil recovery method.  Water flooding utilizes the lower mobility 

in order to increase the overall recovery efficiency and also maintains the required 

reservoir pressure. Another example of a secondary recovery method is gas injection. Gas 

injection, as part of secondary recovery, maintains the required reservoir pressure 

condition.  

Tertiary or enhanced oil recovery processes are associated with the injection of a 

specific type of fluid or fluids into a reservoir. The fluid injection supplements the natural 

energy left over in the reservoir and displaces the un-recovered oil. The increased 

interaction between the foreign fluid (injected fluid) and the in-place oil results in 

alterations in rock and fluid properties. Fluid injection and eventual interaction brings 

about changes like a lowering in interfacial tension, oil swelling, oil viscosity reduction, 

wettability modification, and sometimes favorable phase behavior conditions. These 

changes are mainly attributed to physics and the chemical interaction between the two 

fluids and also to the fluid injection rate and pressure. 

2.5.4 Miscible Displacement Processes 

Miscible displacement technique is one of the most popular EOR methods practiced 

to recover oil from heavy immobile oil reservoirs. The miscible displacement process 

increases oil recovery by increasing the miscibility at the interface of displacing fluid and 

the displaced fluid (oil). This is primarily carried out by altering the composition of the 

immobile heavy oil such that any interaction with an injected fluid of a certain 

composition will bring about a single miscible phase between the two fluids. Hence, the 

composition of injected gas is carefully chosen so as to maintain complete miscibility 

with the in-place oil. 

A variety of displacement fluids are used in the miscible recovery process. Some of 

the most commonly used fluids are CO2, flue gas, and nitrogen. Fluid selection depends 



37 
 

primarily on availability. Economics also plays a vital role in deciding the level of 

enrichment. 

Displacement fluids have been broadly classified under two categories. The first types 

are fluids that cause first contact miscibility. Upon injection, these fluids form a single 

phase upon first contact when mixed in any proportion with the crude oil. The second 

type causes multi contact miscibility. Miscibility is achieved in situ through the 

compositional alteration of the crude oil and the injected gas as the displacing gas moves 

inside the reservoir and comes in contact with the oil several times. 

Miscible displacement process substantially increases the microscopic displacement 

efficiency. Such high efficiency is not possible with water flooding. Water flooding 

successfully removes oil from big and medium-sized throats but fails to push out trapped 

oil in the form of isolated drops, stringers, or perpendicular rings etc. This behavior is 

mainly attributed to the capillary forces. After achieving such conditions oil flow 

essentially drops to zero and any further injection produces a negligible amount of oil.  

Miscible injection technique smartly tackles this problem. The displacing fluid first 

eliminates the IFT between the in-place oil and itself and becomes a single phase system. 

The additional pressure produced by the injected fluid then provides additional energy to 

push the entire single phase out of the reservoir. The reduction in IFT makes the trapped 

oil mobile and the additional pressure energy is high enough to mobilize trapped oil by 

overcoming the capillary forces, thereby increasing the overall recovery from the 

reservoir.  

2.5.5 Gas Injection 

Oil fields on the Alaska North Slope have always been the target of enhanced oil 

recovery applications. Enhanced oil recovery is essential for the economic production of 

these extremely viscous oils. Water flooding has been the most widely used method since 

the success of water flood pilot project in 1983. Although it was successful, the results 

suggested a process that would yield a higher oil rate and recovery than water flooding 

alone would be needed. Naturally, since then efforts have been directed towards gas 

injection as an EOR technique. The abundance of gas streams on the Alaska North Slope 

makes this an attractive option (DeRuiter et al., 1994). 

DeRuiter et al. (1994) performed phase behavior experiments on West Sak oil. They 

investigated the solubility of methane, ethane, propane, n-butane, and CO2 in West Sak 
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oil. Their detailed work included complete characterization of two oil samples, 1 and 2, 

from the West Sak Reservoir (Lower and Upper West Sak intervals). The properties of 

the Lower West Sak interval oil sample (called Oil Sample 1 in this report, Table 2.1) 

match the type of oil chosen under the present study.  

 

Oil Sample Molecular Weight Viscosity at 75  Density (g/cm3) at 
60  

1 330 256 0.9433 
2 446 5392 0.9725 

 
Table 2.1 West Sak Oil Properties 
 

Several static experiments were carried out by the team to estimate live viscosity, the 

live density of an oil sample under different pressure conditions. GOR was measured by 

flashing the live oil sample to atmospheric conditions. General properties like molecular 

weight and compositional analysis were also determined. Followed by static experiments 

they estimated the MMP and MME value by conducting slim tube experiments. The 

confirmation of miscibility was assumed to happen when oil recovery was higher than 

90% and with absence of gas spiking before breakthrough.  

DeRuiter et al. (1994) carried out all displacement experiments with Oil Sample 1. 

Slim tube experiments were performed with pure CO2 and oil at 2000 psi. With CO2 in 

liquid state, despite high displacement pressure, recovery was very low, indicating an 

immiscible displacement. When several runs were carried with ethane, good recoveries 

were obtained, indicating the presence of miscible displacement. During these 

experiments, they also observed some extent of two phase flow, confirming that the 

miscibility was not First Contact Miscibility. In these experiments, MMP was interpreted 

to be at the ethane liquefaction pressure. 

DeRuiter et al. (1994) concluded that ethane developed miscibility with West Sak oil 

in its subcritical liquid state. Miscibility was observed to be of the multi contact type  and 

followed a condensing-vaporizing mechanism. When using an enriched gas/lean gas 

combination they observed a transition from FCM to MCM to immiscible behavior by 

increasing the lean gas concentration. This transition was observed at enrichments of 

42% methane. With further dilution up to 61%, the flow was immiscible but there was an 

increase in recovery. Recovery behaviors were observed to be unusual at high lean gas 

concentrations. This was mostly attributed to complex phase behavior of the oil-gas 
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system. Thus, DeRuiter’s work gives an insight into the phase behavior of West Sak Oil 

and guides in choosing the optimum conditions for performing miscible injection.  

Sharma et al. (1989) in their study of the miscible displacement of West Sak crude oil 

have also concluded that MCM can be developed for enriched gas drives by using a 

condensing-vaporizing mechanism.  

2.5.6 Reservoir Simulation 

The predictive capabilities of reservoir simulation software helps engineers design 

field scale projects. Miscible injection, as an alternative technique to other EOR 

techniques to enhance production, is dominated by compositional changes taking place 

due to mass transfer between various phases. To model such a process, a compositional 

simulator is an ideal choice.  

GEM is Computer Modeling Group's advanced general EOS compositional simulator 

which includes options such as equation of state, dual porosity, CO2, miscible gases, 

volatile oil, gas condensate, horizontal wells, well management, complex phase behavior 

and many more. GEM was developed to simulate the compositional effects of reservoir 

fluid during primary and enhanced oil recovery processes. GEM is an efficient, multi-

dimensional, EOS compositional simulator which can simulate all the important 

mechanisms of a miscible gas injection process, i.e. vaporization and swelling of oil, 

condensation of gas, viscosity and interfacial tension reduction, and the formation of a 

miscible solvent bank through multiple contacts. 
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Chapter 3 EXPERIMENTAL WORK 

3.1 Brief Overview of the Experiments Conducted 

For the purpose of simulating the phase behavior and modeling viscosity, it was 

necessary to measure pressure-volume relationships and viscosities of heavy oils at 

reservoir conditions. The ANS heavy oils, when flashed to 65°F and atmospheric 

pressure, release solution gas containing 95% methane (Roper, 1989). Hence, CP grade 

methane was recombined with the dead crude oils from ANS heavy oil reservoirs to 

simulate live oils. Experimental tasks performed under this study consisted of the 

following: 

1. Determination of recombined oil composition. 

2. Measurement of stock tank oil properties. 

3. Viscosity measurements of the dead crude oil at varying conditions of 

pressure and temperature. 

4. Laboratory PVT tests: Constant Composition Expansion and Differential 

Liberation.  

5. Density and viscosity measurements of live reservoir fluids during 

Differential Liberation.  

6. Measurement of MMP using VIT technique 

This chapter describes experimental design and procedure for each of the tasks listed 

above.  

3.2 Determination of Composition of Recombined Oil 

3.2.1 Simulated Distillation  

Simulated distillation (SimDist) is a gas chromatography technique, which separates 

individual hydrocarbon components in the order of their boiling points, and is used to 

simulate the time-consuming laboratory-scale physical distillation procedure known as 

true boiling point distillation. The separation is accomplished with a non-polar stationary 

phase capillary column. A gas chromatograph is equipped with an oven, injector, and 

detector that can be temperature programmed. The result of simulated distillation analysis 

provides a quantitative percent mass yield as a function of the boiling point of the 

hydrocarbon components of the sample. 
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Figure 3.1  Thermo Gas Chromatograph (Trace GC Ultra) 
 

Figure 3.1 shows the thermo gas chromatograph (Model: Trace GC Ultra) used for 

measuring gas and oil compositions. The chromatographer is equipped with Flame 

Ionization Detector (FID) and Thermal Conductivity Detector (TCD). Simulated 

distillation by gas chromatography technique was used to analyze the crude oil 

composition. Crude oil consists of large number of components having varying boiling 

points and elution times. Simulated distillation technique is based on an assumption that 

components of crude oil elute in order of their boiling points. Using a mixture of normal 

paraffins with known composition, a relationship was established between boiling points 

and retention times. This relationship was used to identify the components of crude oil 

and hence the composition of crude oil. ASTM D 2887(04), which covers the fractions 

until a boiling point of 1,000°F was used to determine the compositions of stock tank 

oils. The parameters of the method used to calibrate the gas chromatograph for simulated 

distillation of crude oil are listed in Table 3.1. 
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Column Thermo TR-Simdist capillary column 
Length:  10m 
Diameter:  0.53 mm (ID) 
 

Oven program Start Temperature:  35°C  hold for 1.5 minutes 
Ramp:  10°C /minute  
Final Temperature:  350°C hold for 10 minutes 

Carrier gas Ultra pure grade helium 
Flow rate:  15 ml/min  

Injector Split injection  
Split ratio:  20:1 
Sample injection volume:  1µl  
Injector temperature:  350°C  

Detector FID  
Base body temperature:  350°C 
Hydrogen flow rate:  35 ml/min 
Air:  350 ml/min 
Make up gas (Helium):  30 ml/min 

Reference standard ASTM D 2887 Calibration mix 
 

Table 3.1  Parameters for Simulated Distillation Method 

3.2.2 Calibration Method 

ASTM D 2887 mix (Methylene chloride as solvent) with following composition was 

used for purpose of calibration. 

 
Elution order Compound Concentration 

% wt/wt 
Purity 

% 
Uncertainty 

% 
1 n-Hexane (C6) 6 99 +/- 0.02 
2 n-Heptane (C7) 6 99 +/- 0.02 
3 n-Octane (C8) 8 99 +/- 0.02 
4 n-Nonane (C9) 8 99 +/- 0.02 
5 n-Decane (C10) 12 99 +/- 0.02 
6 n-Undecane (C11) 12 99 +/- 0.02 
7 n-Dodacane (C12) 12 99 +/- 0.02 
8 n-Tetradecane (C14) 12 99 +/- 0.02 
9 n-Hexadecane (C16) 10 99 +/- 0.02 
10 n-Octadecane (C18) 5 99 +/- 0.02 
11 n-Eicosane (C20)  2 99 +/- 0.1 
12 n-Tetracosane (C24) 2 99 +/- 0.1 
13 n-Octacosane (C28) 1 99 +/- 0.1 
14 n-Dotriacontane (C32) 1 99 +/- 0.1 
15 n-Hexatriacontane (C36) 1 99 +/- 0.1 
16 n-Tetracontane (C40) 1 99 +/- 0.1 
17 n-Tetratetracontane (C44) 1 99 +/- 0.1 
Solvent  Methylene chloride   99.8  

Table 3.2  Composition of Reference Standard 
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The calibration standard was diluted with methylene chloride solvent 

(chromatographic grade) and various concentrations of solutions were prepared. This 

allowed the calibration of FID response to a particular compound over a range of 

concentrations. Figure 3.2 shows a chromatogram for one calibration run for the 

simulated distillation method. 

 

Figure 3.2  Calibration Run for Simulated Distillation 
 

Response factors for the components of a calibration standard of known composition 

are calculated using Equation 3.1. 

K =M/P (3.1) 

Where, 

K = response factor 

M = weight of component in reference standard, μg 

P = peak area of each component  

The concentration of each of the components in the unknown sample is then 

calculated using Equation 3.2 

M = P × K (3.2) 

Where, 
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M = weight of component in unknown sample 

P = peak area of each component in unknown sample 

K = response factor. 

Response factors of n-paraffins were calculated over a range of concentrations and 

averaged to get best fit. Response factors of n-paraffin compounds not present in the 

calibration mix were extrapolated from the plot of Carbon Number vs. Response Factor. 

Average retention time of every paraffinic compound present in the calibration mix from 

the calibration runs was correlated with its atmospheric equivalent boiling point (AEBP). 

The atmospheric equivalent boiling range of single carbon number fractions from a 

generalized properties table (After Katz and Firoozabadi 1978) was superimposed on the 

boiling point and elution time correlation obtained from calibration runs. Using this 

superimposition the boiling range of single carbon number fractions was correlated with 

elution times.  

3.3 Determination of Density of Stock Tank Oil 

The density of oil at stock tank conditions is required to calculate the plus fraction 

specific gravity, an important parameter required to predict the critical properties of plus 

fraction and to check consistency of compositional data. Most commonly used 

correlations for estimation of critical properties of plus fraction require molecular weight, 

specific gravity or normal boiling point of the same. 

The experimental set-up is designed to measure density of sample at atmospheric 

pressure. It consists mainly of an Anton-Paar digital density meter DMA 45 and a 

circulating constant temperature bath (Brookfield TC-500). This experimental set-up was 

used in conjunction with the most current revision of ASTM D4052, Density and 

Relative Density of Liquids by Digital Density Meter, to analyze the density and relative 

density of petroleum distillates and viscous oils by digital densitometer. The sample 

temperature is maintained through the circulation of an ethylene glycol water mixture. 

The density meter DMA 45 determines the density of liquids and gases by measuring the 

period of oscillation electronically. The oscillator is excited by the electronic part of the 

meter. The period of oscillation is measured by a built-in quartz clock, every two 

seconds. The value is transmitted to a built-in processor which calculates density and 

displays the value in the digital display. Prior to measuring the density of each sample 

using the density meter DMA 45, the equipment was calibrated. The constants A and B 
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relate the density of the fluid with measured period of oscillation. After each density 

measurement, the samples were flushed from the sample tube by giving a proper toluene 

wash followed by an acetone wash and drying the tube using air. 

 

 

Figure 3.3  Anton-Paar Densitometer Used for Density Experiments 

3.3.1 Calibrating Procedure 

To calibrate the densitometer, the desired temperature was set on the constant 

temperature bath and allowed to equilibrate. Calibration constants A and B are required 

to calculate the specific gravity of a sample at particular conditions. Constants A and B 

are functions of temperature and pressure. The calibration constants A and B were 

determined by injecting water and air into the densitometer and measuring the period of 

oscillation, Tw and Ta (by setting the display selector beneath the cover plate on top of the 

DMA 45 density meter to position “T”). After recording the value of Ta and Tw at a 

particular temperature, the density of air at the set temperature was calculated by using 

Equation 3.3a (Igbokwe 2006). 

( )
760

*/15.273001293.0)/( PTmlga =ρ  (3.3a) 

Where, 

T = temperature, K 

P = barometric pressure, torr 
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Using a sample calculation for the density of air at 22°C and from Equation 3.3a: 

( ) 760
*

*00367.01
0012930.0 P

ta 







+

=ρ  

 

( ) 1*
22*00367.01

0012930.0








+

=  

aρ   =  0.001196402 g/cc 

The density of water at the various test temperatures was obtained from the table 

illustrating the density of water (refer to the Laboratory Manual for standard ASTM D 

4052-96, 1996). Thus, the constants A and B in Equations 3.3b and 3.3c, respectively, 

were calculated from the observed T-values and reference density values for air and 

water using the following: 

( )
( )aw

aw TT
A

ρρ −
−

=
22

 (3.3b) 

)*(2
aa ATB ρ−=  (3.3c) 

3.3.2 Experimental Procedure 

1. The selector switch was set to position “ ρ ” to measure density. A small 

quantity of sample (about 0.7 cc) was introduced into the clean, dry sample 

tube using a suitable syringe. The amount of sample introduced was enough to 

fill beyond the suspension point on the right-hand side.  

2. The sample was allowed to equilibrate to the test temperature before 

proceeding to evaluate the test sample for the presence of unseen air or gas 

bubbles. The illumination light was switched “off” immediately after 

verification, because the heat generated could affect the measurement 

temperature.  

3. The value on the display was recorded once the instrument displayed a steady 

reading to four significant figures for density and five for T-values, indicating 

that equilibrium density or temperature respectively had been attained. 

4. The sample tube was flushed, dried and the density calibration checked prior 

to introducing another sample. Steps 1 to 4 were repeated each time a new 

sample was introduced.  
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3.4 Determination of Molecular Weight of Stock Tank Oil 

Molecular weight of the stock tank oil is required to calculate the molecular weight of 

the plus fraction component. Cryette A (Figure 3.4) is a precise instrument for measuring 

the molecular weight of a substance by tracking freezing point depression. The freezing 

point of a solution is a measure of its concentration or molecular weight. Cryette A 

consists of specially designed refrigerator with controls to maintain a reproducible 

environment for the sample, a precision thermometer, and apparatus to hold and seed the 

sample. Addition of seed could contaminate the sample causing it to freeze unexpectedly 

hence the seeding is initiated by agitation, thereby preventing the contamination. Cryette 

A is capable of measuring the freezing point change of 0.001°C.  

 
 

 

Figure 3.4  Cryette A for Molecular Weight Measurement of Stock Tank Oil. 
 

3.4.1 Calibration of Instrument 

Prior to use calibrate the equipment for the range of interest. The Cryette A is 

calibrated for the range of interest by running a solute of known molecular weight in 

benzene solvent. The following procedure was adapted for calibrating Cryette A for 

organic solutions. 
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1. The Range switch was placed in left position and bath temperature was 

allowed to stabilize. 

2. Benzene saturated with water to arrest the evaporation losses, was run and 

allowed to seed. After seeding, the head switch was lifted and lowered again. 

Adjustment (by moving trimpot to left of the Range switch) on solvent zero 

was continued until the display read 000. 

3. Another sample of water saturated benzene was run and this time calibrator I 

was adjusted so that the display read 000. 

4. Sample of Hexadecane (Mol wt 226.45) diluted with benzene was run and 

calibrator II was adjusted until the display reading indicated an equivalent 

freezing point depression resulting in a molecular weight of 226.45. Equation 

3.4a relates the freezing point depression with molecular weight and solution 

concentration. Using Equation 3.4a the freezing point depression (ΔFP) 

corresponding to molecular weight of Hexadecane was calculated. 

gofsolvent
Mw
W
WKf

FP solvent

Solute

1000

=∆  (3.4a) 

Where,  

Kf = freezing point depression of benzene 5.12°C/mol 

Mw = molecular weight of solute  

SoluteW  = weight of solute. gms 

solventW = weight of solvent, gms 

3.4.2 Operating Procedure 

1. Solutions of crude oil with benzene were prepared with a weight ratio of 

solute to solvent at least 1:25. With lower concentration of solute the variation 

in Kf is reduced.  

2. A 2.5 ml sample was placed into the refrigerator well. The operating head was 

lowered so that the stirrer and probe entered the sample in the tube.  

3. The display reading is -1 when the probe is at ambient temperature and 

indicates cooling of the sample by becoming positive towards 000 and then 

running to 1000. 
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4. On reaching 1000 the seeding takes place by a one-second high amplitude 

vibration of the rod. 

5. The seed light will blink once or twice as sample is successfully seeded. The 

display was read when the red light turns on. This reading is the actual 

freezing point depression due to presence of the solute.  

6. Equation 3.4b was applied to calculate the molecular weight of the oil. 

gofsolvent
FP

W
WKf

Mw solvent

Solute

1000
∆

=  (3.4b) 

3.5 Recombination of Stock Tank Oil 

At stock tank conditions oil contains a negligible amount of gas. To simulate live oil, 

the gas needs to be dissolved into dead oil at the existing gas/oil ratio. ANS live heavy 

oils when flashed at 65°F yielded separator gas with 96.9% and 98.3% methane for 

separator pressures of 114.7 psia and 314.7 psia, respectively (Roper 1989). CP grade 

methane was recombined with stock tank ANS oils at reservoir conditions and at the 

known gas/oil ratio. Experiments to quantify phase behavior of heavy oils were carried 

out on these recombined oils. Recombination was carried out in a PVT cell capable of 

withstanding high pressures (up to 10,000 psig) equipped with a rocking mechanism to 

speed up the dissolution of gas into the oil. Guidelines provided by McGuire et al. (2005) 

were followed for the recombination. 

3.6 PVT Apparatus Set-up  

The schematic of the PVT set-up used in this study is shown in Figure 3.5. The PVT 

cell capable of handling pressures up to 10,000 psi and temperature up to 350°F is housed 

in a constant temperature air bath for maintaining the test temperature. An integrated 

system of valves and tubing is used for purpose of charging and withdrawing the sample. 

A window is located in one end of the cylinder and is compressed sealed on the 

periphery. The PVT cell piston has a connecting rod attached to a linear variable –

displacement transducer (LVDT) for measuring the position of the piston. The cell is 

provided with a rocking system and designed so that rocking speed and rocking angle can 

be easily adjusted as desired. A variable speed motor mounted to the outside oven wall 

works through a shaft to rock the cell. The liquid contents of the cell may be observed 



50 
 

and measured using software (Smartlevel-3) and a camera located outside the air bath. 

Operating procedure for PVT cell system is described in the following sections. 

 

 

Figure 3.5  Schematic of PVT Cell (Temco Inc.) 

3.6.1 Computation of Pressure and Temperature Factors  

Under pressure and temperature the PVT cell expands slightly. This increases the 

volume of the system. This cell expansion was calibrated with the pressure and the 

temperature through the pressure factor and the temperature factor. 

1. A measured amount of fluid of known compressibility (water) was injected on 

sample side of the cell and the cell was pressurized to 100 psig.  

2. Pressure was increased in steps of 1000 psi until maximum operating limit, 

noting the volume at each step by recording the piston position. 

3. The ratio of calculated volume (with compressibility of fluid injected) and 

measured volume is the expansion factor of the cell.  

4. The thermal expansion coefficient for stainless steel was taken as temperature 

expansion factor. 



51 
 

3.6.2 Recombination Procedure 

1. The two piston halves were tightened using the bolts to energize the seal on 

the piston. 

2. The PVT cell was evacuated through the lower valve by connecting the valve 

to a vacuum pump. 

3. A gas cylinder was connected to the sample outlet valve. The bottom valve of 

the PVT cell was kept closed as the sample outlet line was filled and the 

system was checked for possible leaks. 

4. If no leaks were observed, the recombination gas was injected into the PVT 

cell by slowly opening the bottom valve of the PVT cell and the pressure on 

the sample side of the PVT cell was recorded. 

5. Gas injection was stopped once the required moles of gas were injected. 

6. The back pressure regulator (BPR) was set to a value somewhat higher than 

equivalent of the cell pressure.  

7. The cell should be pointing upwards. 

8. Close the valve and, using the BPR, set the pressure to the specified bubble 

point for the sample.  

9. An Isco syringe pump was used to pressurize the PVT cell. The Isco pump 

was connected to the PVT cell piston end through an air-actuated CV series 

valve. This valve requires 80 psig of air supply to actuate and allow the pump 

to pressurize the PVT cell. 

10. Using another Isco (syringe pump), the dead oil was charged from the sample 

cylinder through the sample inlet valve into the PVT cell at a pressure higher 

than the gas pressure in the PVT cell. 

11. Once the required amount of oil sample was charged into the cell, the pump 

was stopped. LVDT reading will indicate how much sample has been injected 

into the cell. 

12. With the cell drain open initially, the air in the pump was pushed out through 

cell drain. Once water starts draining into reservoir, the cell drain valve was 

closed. 

13. The drive air pressure was increased beyond 80 psig and the pump was started 

with the pressure isolation valve closed and the back pressure regulator set to 

maximum position.  
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14. Once the sample side pressure reached the bubble point pressure, the pressure 

isolation valve was opened and the BPR was adjusted to equivalent of 

hydraulic pressure. 

15. Temperature of the constant temperature bath was set to reservoir temperature 

and the motor was switched on so the cell starts rocking. All the sample inlet 

and outlet valves were in closed position at this stage. 

16. The sample was rocked for 36 hours and then kept standing for 8 hours before 

any test could be conducted on the sample. 

17. It was ensured that the sample was in single phase by recording the images 

with a camera before testing for phase behavior. 

3.6.3 Constant Composition Expansion 

1. The pressure on the sample was increased well beyond the anticipated bubble 

point (600-700 psi) with help of a pump and the BPR was set to an equivalent 

value. 

2. The pump was stopped by reducing the drive air pressure below 80 psig. 

3. Pressure on the sample side was decreased in steps of 100-200 psi by turning 

the BPR counterclockwise. The PVT cell was rocked until pressure 

equilibrated. 

4. LVDT reading was recorded by initiating the logging in the software (Smart 

level3). 

5. The cell was observed through a camera for possible bubble formation. (Cell 

has to be in upward position to see first bubble). When the sample first 

reaches two-phase (formation of bubble), the bubble point pressure had been 

reached. 

6. This procedure was continued below bubble point. 

3.6.4 Differential Liberation Test 

Differential liberation study is performed by reducing the pressure within the cell by a 

fixed amount at constant temperature.  Once equilibrium has been reached, the gas and 

liquid volumes are measured. Equation of state tuning and viscosity modeling requires 

density and viscosity data of residual oil at every step of the differential liberation test as 

gas is removed from cell. Measurement of density and viscosity was carried out by 

connecting a densitometer and a viscometer online with the PVT cell in series through the 
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lower sampling valve. Figure 3.8 shows the assembly of the PVT cell with a densitometer 

and a viscometer. The following sections briefly explain operating procedure for the 

online densitometer and viscometer. 

3.6.4.1 Density Measurement of Live Oil Sample 
A DMA 512 P density measuring cell was used to measure the densities of live oil 

samples. This cell is designed to measure density of liquids and gases under high 

pressures and high temperatures. Pressure range for continuous operation is 0 to 10000 

psia and the temperature range is -10°C to 150°C. When used for high temperature high 

pressures measurements, the DMA 512 P forms one part of the complete set-up. 

Evaluation unit mPDS1000 is a powerful processor and display unit connected to the 

DMA512 P cell as shown in Figure 3.6. 

 
 

 

Figure 3.6  Connection of DMA 512 P Cell with mPDS Evaluation Unit 
 

3.6.4.2 Calibration of Densitometer (DMA 512 P) 
For calibration of the DMA 512 P two calibration parameters must be fed to the 

mPDS1000 unit. These calibration parameters, namely A and B, are functions of pressure 

and temperature for a particular fluid. Two standards of known densities at different 

temperatures and pressures were used for calibration. An mPDS evaluation unit was kept 

in mode, in which the period of oscillation is displayed. Standards selected were distilled 

water and nitrogen. These standards were injected into the DMA 512 P cell kept in 

constant temperature bath to maintain the required temperature. With the use of different 

calibration standards there is chance of contamination hence it is important to have clean 
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and dry tubing, for accurate and relatively stable readings. The densitometer was 

connected to PVT cell through the lower sampling valve and a digital pressure gauge was 

connected to the outlet of U tube of densitometer. Periods of oscillation were recorded for 

a range of pressures and temperatures for both the standards. The range was decided by 

operating pressures and temperatures of phase behavior experiments. Following 

equations were used to calculate the calibration parameters A and B. 
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Where, 

1ρ  = density of standard 1, g/cc 

2ρ  = density of standard 2, g/cc 

t1 = period of oscillation of for standard 1, µs 

t2 = period of oscillation of for standard 2, µs 

3.6.4.3 Operating Procedure  
1. Values of A and B at prevailing condition of pressure and temperature were 

stored into the memory of the mPDS evaluation unit before measurement.  

2. The mPDS evaluation unit was set to indicate density values in units of 

choice. Sufficient time (about 5 minutes) was allowed for density readings to 

stabilize and the time average reading was taken as final reading. 

 

3.6.4.4 Viscometer 
A Cambridge SPL 440 viscometer (Figure 3.7) was connected to the outlet of the 

densitometer U tube (Figure 3.8). This viscometer is designed to withstand high pressures 

up to 10,000 psia and high temperatures up to 150°C. Two electromagnetic coils move 

the piston back and forth at a constant force. The piston’s two-way travel time is used to 

measure absolute viscosity of the fluid surrounding it. A built-in temperature detector 

(RTD) senses the actual temperature in the sampling chamber. Fluid flows through ¼ 

inch OD, (0.086 inch ID) tubing into the measurement chamber. Fluid viscosity is 

measured under low flow or static conditions. The system measures viscosity, 

temperature, and temperature compensated viscosity.  
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Figure 3.7  Cross-Sectional View of Cambridge VISCOLAB PVT Viscometer (SPL 
440). 
 
 

 
 
 

PVT Cell 
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Figure 3.8  Assembly of PVT Cell with Online Densitometer and Viscometer 

3.6.4.5 Operating Procedure for Differential Liberation 
1. The system was evacuated through the intermediate valve in the PVT set-up 

and was checked for any leaks. 

2. The PVT cell was initially brought to desired operating conditions of pressure 

and temperature. Pressurized oil was passed through inline densitometer and 

viscometer by sequentially opening the online valves. 

3. The cell was rocked until the pressure indicated on the intermediate pressure 

gauge stabilized.  

4. Density constants A and B were entered into the mPDS evaluation unit, 

placed outside the constant temperature bath. Rocking of the cell was 

continued until the single phase condition was reached. 

5. The viscosity reading was noted on the viscometer digital display (Visco 

Pro2000) placed outside the constant temperature bath.  

6. The computer connected to PVT cell panel, was initiated to record the 

pressure, temperature, piston position, and pump pressure readings. 

7. The pressure was decreased in steps of 100-200 psi.  

8. Once the bubble point pressure was passed ,the image acquisition from the 

camera mounted outside the constant temperature bath, was initiated for 

measuring the phase volumes. Phase volume measurement involves locating 

the gas/oil interface. Once a clear interface was obtained the gas volume was 

measured. (Refer to Figure 3.9) 

9. Gas was removed through the upper sampling valve at constant pressure on 

the top of PVT cell with the cell in a horizontal position. (Refer to Figure 3.5) 

Steps 3 to 7 were repeated for every pressure stage. 

10. The gas was trapped between the upper sampling valve and the sample outlet 

valve. 

11. The trapped gas was passed into a gasometer (Ruska) where it was expanded 

to atmospheric pressure and its volume was measured. 

12. Toward the test end the sample pressure was reduced to atmospheric pressure 

by opening the BPR completely. There could be a build-up of pressure as gas 

is released on decreasing the pressure. The upper sampling valve was kept 

open to 14.7 psia pressure and the gas was measured in gasometer. 
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13. Residual liquid volume was measured and then the cell temperature was 

decreased to 60°F. 

14. Finally liquid volume at 60°F was measured.  

15. Using a hydraulic pump the remaining oil sample was displaced from the cell 

through the lower sampling valve (upper sampling valve closed) and the 

volume measured. This reading should be close to the liquid volume readings 

of the previous two steps. 

16. The cell was cleaned by cycling cleaning solvents (Toluene and Acetone) 

through the PVT cell and auxiliary lines to ensure a clean system for future 

runs. 
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Figure 3.9  Measurement of Phase Volumes through Acquired Image 
 

3.6.5 Viscosity Measurement of Stock Tank Oil Samples  

Viscosity modeling requires data on the viscosity of flashed oils as a function of 

pressure and temperature. A separate set-up (Figure 3.10) was constructed to measure 

dead oil viscosity data. The set-up consists of a viscometer connected in series with a 

floating piston sample cylinder. The downstream end of the viscometer was connected to 

a digital pressure gauge. Temperature control was achieved by placing the viscometer in 

a constant temperature oven. An Isco syringe pump, mounted outside the constant 

temperature oven, was used to pressurize the sample in the sample cylinder. Viscosity 

measurements were carried out for oil (medium-heavy to heavy) samples from ANS 

between the temperature range of 28°C and 45°C and pressure range of 14.7 psia and 

2,500 psia. 
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Figure 3.10  Set-up for Viscosity Measurement of Flashed Oils 
 

3.7 Measurement of MMP Using VIT Technique 

3.7.1 Experimental Set-up 

In this study, the ADSA technique for pendant drop analysis was used to measure the 

dynamic and equilibrium IFT between the oil/gas systems. Figure 3.4 shows the 

experimental set-up of the VIT apparatus and Figure 3.5 shows the inside of the optical 

cell. The IFT set-up consists of a high-pressure optical cell made of stainless steel 

manufactured by Temco, with glass sapphire windows on the opposite side. The optical 

cell consists of a capillary tube (needle) at the top, through which oil drops are allowed to 

hang within the surrounding gas phase. A fluid handling system consisting of a piston 

pressure vessel and high pressure pumps was used to achieve elevated pressures. The 

glass windows allowed the capture of drop profile images by using a light source on one 

side and a camera system on the opposite side. A CF memory flash card stored the 

pictures recorded by the camera, which were later transferred to a computer for drop-

shape analysis.  

Piston cylinder 

Cambridge SPL 440 Viscometer 
Pressure gauge 

Visco Pro2000 

Constant temperature oven 
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Figure 3.11  Experimental Set-up of MMP Apparatus 

 

Figure 3.12  Inside Optical Cell 
 

The components (letter codes) shown in Figures 3.11 and 3.12 are described as 

follows: 

A.  Optical Cell 

The optical cell used in the set-up is rated for use up to 5,000 psi at 300°F. The cell is 

made of stainless steel and is manufactured by Temco. The cell was heated to the desired 
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temperature using metallic heating bands clamped to the outer periphery of the cell. The 

temperature was controlled using a Temco temperature controller “C”, which sensed the 

temperature from thermocouple “O”. The inside of the cell consists of an adjustable 

stainless steel needle “S” with an O.D. of 3 mm. The pressure inside the cell was 

maintained by the injection of pressurized miscible gas and was read from the digital 

Heise pressure gauge “K”. 

B.  Non-Return HIP Valve (Oil Inlet Valve) 

The non-return HIP valve is made of stainless steel and is capable of handling 

pressures up to 15,000 psi. The valve was connected to the needle “K”. The valve was 

instrumental in adjustment of the flow rate of the oil droplets. By precisely adjusting the 

knob the desired shape of the oil droplets could be formed in the optical cell “A”. 

C.  Temco Temperature Controller 

The temperature controller was used to maintain a desired temperature inside the 

optical cell. The thermocouple “O” was connected to the temperature controller for 

adjusting the temperature. 

D, E, &N.  Controller for ISCO D Series Pump “E” 

The ISCO pump is a positive displacement pump used to maintain the pressure inside 

the oil and gas accumulators. The pump is capable of delivering 3,750 psi and can handle 

500 ml of water, used for pressurizing. The controller was used on constant pressure 

mode to enable the pump to deliver the constant pressure required. The water used was 

de-ionized water, as per the instruction manual.  

F & M.  Accumulators for holding oil and gas 

The accumulators used were manufactured by Temco and are made of stainless steel. 

The accumulators are capable of handling 10,000 psi, and contain a PVC piston which 

helps in pressurizing the fluids contained inside them. The fluid to be pressurized was 

injected on top of the piston and the bottom part of the piston was pressurized by 

injecting water using the ISCO pump. The accumulators were heated using silicon heat 

tapes which were controlled by controllers “I” and “L”. The heating tapes were covered 

with cotton insulation to avoid heat loss. 

G.  Camera 

A Canon EOS 10D camera was used to record the drop shape images inside the 

optical cell. The camera was equipped with a high power macro lens for photographing 
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better pictures of the drop shapes. The camera was operated in sports sequence 

photography mode so that images of the drop trajectory could be effectively captured. 

H, I, & L.  Temperature Controllers 

Glass-col temperature controllers were used to maintain the temperatures inside the 

accumulators and the tubing. The temperature in the accumulators and tubing was read 

off the Fluke thermometer “J”. Thermocouples were placed inside the accumulators and 

on the side of the tubing. These thermocouples were connected to the thermometer “J” to 

regulate and control the desired temperature. 

J.  Fluke Thermometer 

The Fluke thermometer has multiple inlet ports for plugging in the thermocouples. 

The thermometer has a digital display and temperatures can be read in °C or K. 

K.  Heise Pressure Gauge 

The Heise pressure gauge has dual input ports for determining pressures of two 

points. The gauge is capable of handling pressures from the range of 0-5,000 psi. The 

digital display screen on the gauge makes it easy to read correct pressure inside the 

optical cell. 

P.  Gas Inlet Valve 

Swagelok high pressure valves were fixed to the optical cell for a gas inlet into the 

cell. The valves were capable of handling pressures of up to 5,000 psi. 

R.  Drain/Vacuum Port 

The drain/vacuum port was connected to the following: 

1. A Welch duo-seal vacuum pump at the start of the experiment to remove 

traces of air present in the entire set-up. 

2. A conical flask to collect the oil/gas mixture after the experiment was over.  

3.7.2 Calibration of the Set-up 

The cell was calibrated using water and nitrogen. The surface tension of water with 

nitrogen at atmospheric pressure is known to be 72 dynes/cm.  The cell was calibrated in 

the following manner: 

1. The set-up was vacuumed using a Welch duo-seal vacuum pump to remove 

any impurities. 

2. Nitrogen was injected into the optical cell from the gas cylinder at a 15 psi 

pressure. 
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3. Water was then injected through the needle at a pressure of 20 psi. A higher 

pressure was selected so that water droplets could be introduced into the cell 

by gravity force. 

4. The shape of the droplets was recorded using the camera. 

5. The density of the nitrogen and water mixture was simulated using CMG’s 

WinProp software. 

6. The shapes of drops recorded earlier were analyzed for drop shape factor 

values. 

7. The value obtained was compared to the value of surface tension from 

literature. 

8. Steps 1 through 7 were repeated for different pressures. The values of surface 

tension and drop shape pictures are shown in Chapter 4 and APPENDIX C. 

9. After every sample run, the cell was cleaned using toluene and acetone and 

then purged with nitrogen.  
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3.7.3 Experimental Procedure 

 

Figure 3.13  Schematic of MMP Set-up 
 

The experimental procedure is described as follows: 

1. The optical cell was pressurized by using de-ionized water up to a pressure of 

3,750 psi and was checked for leaks. 

2. The cell was cleaned using toluene and acetone, and then purged with 

nitrogen to remove any traces of acetone present. The rubber O-rings were 

changed and connections were properly fastened to prevent leaks and 

subsequent pressure drops. The set-up was connected as shown in the 

schematic diagram (Figure 3.6). 

3. All the valves were first kept in closed position.  



65 
 

4. The valves at the bottom of the accumulators connected to the ISCO pumps 

were opened, and the pumps were kept running at the desired pressure of 

operation. 

5. All the valves, except V5 and V6, were then opened. 

6. The drain/vacuum line was then connected to the Welch duo-seal vacuum 

pump to remove any traces of acetone or air present in the set-up. The pump 

was kept running until the reading in the Heise pressure gauge showed 

absolute vacuum. 

7. All the valves were then closed and, using the temperature controllers, the 

temperature in the entire set-up was brought to 95°F. The controllers were left 

running for about 6 hours to ensure constant temperature throughout the set-

up. 

8. Valve V5 was then slowly opened and the gas was allowed to come out at 

constant pressure and temperature. The temperature and pressure of the gas 

were read from pressure/temperature indicator 2. 

9. Similarly, valve V6 was slowly opened and the oil was allowed to come out at 

constant pressure and temperature. The valves on the oil were opened very 

slowly so as to avoid flashing of oil. The temperature and pressure of the oil 

were read from pressure/temperature indicator 3. 

10. Valve V1 was carefully opened and a few drops of oil were allowed to enter 

the optical cell. 

11. Valve V1 was closed immediately after a few drops had been collected in the 

cell. 

12. Valve V3 was then opened and a gas at a selected pressure was allowed to 

enter the optical cell. The gas pressure was maintained slightly lower than the 

oil pressure so that the gas did not push the oil back. 

13. Valve V4 was then opened to measure the temperature and pressure in the 

optical cell using pressure/temperature indicator 1. Valve V3 was then closed. 

14. Valve V1 was slowly opened and pendant drops were allowed to form in the 

optical cell at a slow flow rate. The image of the first pendant drop of crude 

oil at the tip of the needle in the optical cell was captured with the digital 

camera as soon as it contacted the gas phase. Valve V1 was closed once a few 
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drops entered into the optical cell. The drop shape factors were measured and, 

using initial densities, the First Contact Miscibility was determined.  

15. The fluids were allowed to equilibrate for about 2 hours at the experimental 

conditions. A pendant drop of the recombined reservoir fluid was allowed to 

form at the tip of the needle in the optical cell in the gas phase that had 

already interacted with the oil residing at the bottom of the cell. This image 

was captured and drop shape analysis was performed. The density was 

determined by using CMG WinProp software and the IFT was calculated.  

16. The same procedure was repeated for about 8-10 pendant oil drops. 

17. The pressures of the oil and gas were increased using the ISCO pump and 

Steps 12 to 17 were repeated. 

18. The runs were carried out at different pressures up to 3,750 psi, the maximum 

pressure for pump operation. 

19. After each run the drain/vacuum valve was carefully opened and the sample 

was allowed to flash in a conical flask.  

20. The set-up was cleaned using alternate runs of toluene and acetone and then 

purged with nitrogen. The O-rings were then replaced in the optical cell and 

connections were fastened. The entire assembly was vacuumed to remove any 

traces of air or nitrogen present. 

21. All the above steps were repeated for different gas-oil sample runs. 

3.8 Viscosity Data Compilation 

The heavy oil viscosity data are not readily available in literature. Experimental 

measured viscosity data are lacking in the literature and are needed for viscosity 

modeling purposes. In the early stages of this study, many professionals from academia 

and the industry were contacted successfully. This resulted in the generation of six 

different data sets. For three of the sets, the viscosity data are available as a function of 

pressure for three different temperatures. Altogether twelve data sets were used. The data 

represent major oil producing provinces around the world. The molar composition and 

the plus fraction properties of all of the data sets are summarized in Table 3.3. Data Set A 

was obtained from Hernandez (2001) while Data Set B was obtained from Lindeloff et al. 

(2004). Data Sets C, D, E, and F are confidential. 

 
Component Set A Set B Set C Set D Set E Set F 
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H2S 0.00 0.00 0.00 0.00 0.00 0.00 
N2 0.05 0.31 0.17 0.18 0.37 0.14 

CO2 0.00 0.06 0.30 0.33 0.32 0.22 
C1 40.70 14.99 3.19 3.63 12.68 25.17 
C2 3.44 1.13 2.07 2.67 5.80 0.29 
C3 2.15 0.28 4.91 5.02 6.73 0.04 

i-C4 0.89 0.59 1.05 1.10 1.18 0.02 
n-C4 1.13 0.15 3.68 3.52 4.56 0.03 
i-C5 0.74 0.33 1.92 1.52 1.87 0.01 
n-C5 0.54 0.09 3.37 2.37 3.20 0.01 
C6  0.53 0.48 5.66 3.86 4.69 0.02 
C7+ 49.83 81.59 73.69 75.78 58.60 74.05 

MWC7+ 433 343 355 363 292 404 
γC7+ 0.9759 0.9480 0.9325 0.9336 0.9181 0.9689 

 
Table 3.3  Molar Composition (Mole %) and Plus Fraction Properties 
 

Of the above data, Set A represents Venezuelan oil while Sets B and F represent the 

oils from the North Sea. Sets C, D, and E are obtained from Middle East. The detailed 

viscosity data for all of the fluid samples are given by Raut (2007). 

In addition to the literature data stated above, two more data sets were generated in-

house. These data sets represent the viscosity measurements performed on ANS heavy 

dead oil samples, recombined with pure methane (99.5% pure) to simulate live oil 

samples. These two oil samples will be referred to as samples G and H. Phase behavior 

experiments conducted using samples G and H are discussed in the Chapter 4. 
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Chapter 4 EXPERIMENTAL RESULTS AND DISCUSSIONS 

4.1 Compositional Characterization of Oil Samples 

The gas chromatographic simulated distillation method was used to analyze the 

flashed ANS oil samples G and H. In this method, the boiling range of single carbon 

number (SCN) fractions, defined in the generalized property table (Katz and Firoozabadi 

1978) was calibrated with retention time on gas chromatography. A mixture containing 

normal paraffin corresponding to each carbon number fraction was run on GC at various 

concentrations. Their responses at different concentrations were recorded and 

incorporated into group response factor computations. The SCN fractions from C6 to C24 

were calibrated through n-paraffins belonging to the corresponding SCN group for their 

elution times and response factors. Elution time of SCN fraction was determined by 

averaging the elution times of n -paraffins at different concentrations of calibration 

standard mixture, belonging to that particular group. The compositions of flashed oil 

samples G and H are listed in Tables 4.1 and 4.2, respectively, whereas stock tank oil 

properties are listed in Table 4.3 

Component (SCN) Area Area % Concentration µg % wt 
C6 0 0.000 0.00000 0.0000 
C7 0 0.000 0.00000 0.0000 
C8 11087487 2.053 0.00004 0.7748 
C9 21326948 3.950 0.00016 2.9486 
C10 19488486 3.609 0.00014 2.5279 
C11 21268152 3.939 0.00015 2.7206 
C12 33912916 6.281 0.00024 4.3524 
C13 35844196 6.638 0.00026 4.8514 
C14 45350536 8.399 0.00032 5.9509 
C15 43833652 8.118 0.00031 5.7688 
C16 25211838 4.669 0.00018 3.3228 
C17 37082060 6.868 0.00028 5.2393 
C18 34405712 6.372 0.00025 4.5203 
C19 27602118 5.112 0.00020 3.6551 
C20 28903392 5.353 0.00022 4.1457 
C21 22910256 4.243 0.00018 3.2275 
C22 16042830 2.971 0.00013 2.3332 
C23 23653088 4.381 0.00019 3.4627 
C24 13424586 2.486 0.00011 1.9515 

C25+ 71574408 13.256 0.00208 38.2466 
Total 532922661 100.000 0.00543 100 

 
Table 4.1  Compositional Analysis by Simulated Distillation on GC for Sample G 
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Component Area % Area Concentration Wt %  

C6 23189016 0.648 0.00122 2.6307 
C7 18691080 0.522 0.00023 0.4920 
C8 18453358 0.516 0.00007 0.1507 
C9 41998580 1.174 0.00032 0.6788 
C10 70357088 1.966 0.00050 1.0667 
C11 113210800 3.163 0.00079 1.6930 
C12 135063840 3.774 0.00094 2.0264 
C13 244910992 6.843 0.00180 3.8751 
C14 227000336 6.343 0.00162 3.4822 
C15 304689824 8.514 0.00218 4.6878 
C16 172116864 4.809 0.00123 2.6518 
C17 233254112 6.518 0.00178 3.8527 
C18 196186896 5.482 0.00140 3.0133 
C19 284764288 7.957 0.00205 4.4082 
C20 175946752 4.916 0.00135 2.9502 
C21 149935984 4.19 0.00115 2.4693 
C22 138242384 3.863 0.00109 2.3504 
C23 159460944 4.456 0.00126 2.7291 
C24 82144416 2.295 0.00073 1.5729 

C25+ 774474240 21.64 0.02471 53.2184 
Total      0.046423215 100 

 
Table 4.2  Compositional Analysis by Simulated Distillation on GC for Sample H 
 

Stock Tank Oil Property Oil Sample G Oil Sample H 

Molecular Weight lb/lb mole 
303 347.5 

Density of Stock tank oil (60°F and 14.7 psia) 
g/cc 

0.9466 0.9496 

 
Table 4.3  Stock Tank Oil Properties 
 

The molecular weight of plus faction was calculated by component material balance 

knowing the molecular weight of the oil sample. The result of simulated distillation is 

weight % of the SCN. The compositional simulators and viscosity models require 

composition in mole %. The compositional results, in weight % were transformed into 

mole %, using molecular weights listed for SCN fractions in the generalized property 

table. The oil samples were recombined with the CP grade methane of composition 

shown in Table 4.4 at field GOR to simulate live oils. The final recombined oil 

composition was calculated by material balance technique. The recombined oil 

composition was used for compositional reservoir simulations, equation of state tuning 
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and viscosity modeling. Tables 4.5 and 4.6 list the recombined oil compositions for 

sample G and sample H, respectively. 

 
Component   Mol%  

CO2 0.01001 
N2 0.4002 

CH4 99.4597 
C2H6 0.0600 
C3H8 0.0600 

C4H10  + 0.0100 
Total  100 

 
Table 4.4 Gas Composition of CP Grade Methane 
 

 
                   
 
 
 

 
Table 4.5  Composition Oil Sample G Table 4.6  Composition Oil Sample H 
 
Plus fraction properties:  Oil G Plus fraction properties:  Oil H 
Molecular weight = 561.28 Molecular weight = 531.18 
Specific gravity = 1.0511 Specific gravity = 1.0014 
 

4.2 Constant Composition Expansion  

Constant Composition Expansion tests were conducted on two viscous oil samples at 

their respective reservoir temperatures of 84°F and 81°F. The results are listed in Tables 

4.7 and 4.8 and displayed in Figures 4.1 and 4.2. The data consist of cell contents total 

Component Mole % 
      CO2 0.00229 

N2 0.09173 
C1 22.7938 
C2 0.01376 
C3 0.01376 
C4 0.00229 
C8 1.69248 
C9 5.69580 
C10 4.40944 
C11 4.32582 
C12 6.31872 
C13 6.47970 
C14 7.32070 
C15 6.54554 
C16 3.49845 
C17 5.16712 
C18+ 25.62861 
Total 100.00000 

Component Mole % 
CO2      0.003483 
N2 0.13933 
C1 34.62326 
C2 0.02090 
C3 0.02090 
C4 0.00348 
C6 7.09448 
C7 1.16109 
C8 0.31915 
C9 1.27082 
C10 1.80359 
C11 2.60887 
C12 2.85121 
C13 5.01616 
C14 4.15167 
C15 5.15493 

   C16+ 33.7566 
Total 100.00000 
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volume as a function of pressure. At the bubble point pressure an abrupt change in slope 

of the total volume vs. pressure plot was observed. The slope of total volume vs. pressure 

plot above the bubble point yields compressibility of the oil. Relative oil volume was 

determined by the ratio of total volume of cell content to total volume at bubble point 

pressure. The bubble point pressure measured was found to agree with the range of 

values reported by McGuire et al. (2005). The gas evolution below the bubble point is 

very slow for heavy oils and a longer time is required to reach equilibrium. 

 
Pressure psia Total Volume cc Relative Volume 

1919.2 200.23 0.9783 
1785.9 200.87 0.9814 
1658.4 201.50 0.9845 
1548.5 202.13 0.9876 
1427.9 202.77 0.9907 
1332.7 203.40 0.9938 
1182.9 204.67 1.0000 
998.8 209.12 1.0217 
769.7 215.14 1.0512 
484.0 231.65 1.1318 

 
Table 4.7  CCE Data for ANS Viscous Oil Sample G 
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Figure 4.1  Pressure-Volume Relationship of Viscous Oil Sample G 
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Table 4.8  CCE Data for ANS Viscous Oil Sample H 
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Figure 4.2  Pressure-Volume Relationship of ANS Viscous Oil Sample H 

4.3 Differential Liberation 

Differential liberation (DL) tests were performed on both viscous oil samples from 

the ANS. The results of the tests are listed in Tables 4.9 and 4.10 for oil sample G and oil 

sample H, respectively. The starting point of the differential liberation test is the bubble 

Pressure psia Total volume cc Relative Volume 
2604.2 111.10 0.97284 
2489.3 111.46 0.9759 
2342.7 111.99 0.9806 
2214.5 112.44 0.9846 
2097.7 112.69 0.9868 
2001.2 112.99 0.9894 
1890.1 113.19 0.9911 
1822.2 113.27 0.9918 
1740.3 113.31 0.9922 
1654.0 114.02 0.9984 
1596.2 114.40 1.0017 
1572.0 114.22 1.0000 
1386.1 118.40 1.0368 
1009.7 124.41 1.0894 
832.6 129.29 1.1321 
635.8 139.05 1.2176 

Pb 
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point pressure but for the purpose of density and viscosity measurements, the test was 

started at a pressure above bubble point pressure. 

Pressure 
Psia 

Rs 
Scf/STB 

Bo 
bbl/STB 

Bt 
bbl/STB 

1904.0 123 1.0980 1.0980 
1762.0 123 1.1053 1.1053 
1625.0 123 1.1110 1.1110 
1513.0 123 1.1223 1.1223 
1406.0 123 1.1337 1.1337 
1183.0 123 1.1455 1.1455 
959.0 118 1.1210 1.1335 
749.0 93 1.1014 1.1972 
462.0 72 1.0618 1.3435 
225.0 37 1.0320 2.0162 
143.0 28 1.0188 2.7616 
14.7 0 1.0060 23.9393 

 
Table 4.9  Differential Liberation Test of ANS Viscous Oil Sample G at 84°F 
 

The solution GOR was calculated by the ratio of the volume of gas liberated at a 

particular pressure below bubble point to the volume of gas when expanded to 14.7 psia 

pressure and at 60°F. Volumetric properties like oil formation volume factor (Bo) and 

two-phase formation volume factor (Bt) were obtained by visual measurement of the oil 

volume. Figures 4.3 and 4.4 illustrate the behavior of Rs, Bo, and Bt as functions of 

pressure. Since the oil is in single phase above the bubble point, Bo and Bt are identical.  
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Figure 4.3  Solution GOR vs. Pressure for ANS Viscous Oil G at 84°F 



74 
 

 

0.98
1

1.02
1.04
1.06
1.08
1.1

1.12
1.14
1.16

0 500 1000 1500 2000

Pressure psia 

B
o 

bb
l /

S
TB

0

5

10

15

20

25

30

B
t b

bl
/S

TB

 
 
Figure 4.4  Single-Phase and Two-Phase Formation Volume Factors for ANS Viscous 
Oil G at 84°F 
 

It can be seen that the solution GOR increases with increase in pressure until the 

bubble point pressure. Beyond the bubble point pressure no more gas is available for 

dissolution into oil so the GOR remains constant. The sample G exhibits a low GOR of 

123 SCF/STB, a typical characteristic of heavy oils. 

Pressure 
psia 

Rs 
Scf/STB 

Bo 
bbl/STB 

Bt 
bbl/STB 

2510.7 194 1.0650 1.0650 
2396.7 194 1.0750 1.0750 
2303.7 194 1.0858 1.0858 
2189.7 194 1.0840 1.0840 
2050.7 194 1.1030 1.1030 
1886.6 194 1.1240 1.1240 
1709.7 194 1.1430 1.1430 
1586.7 194 1.1600 1.1600 
1264.7 189 1.1100 1.1247 
1002.7 182 1.0860 1.1218 
836.7 159 1.0650 1.1560 
646.7 132 1.0570 1.2736 
422.7 98 1.0350 1.5184 
217.7 47 1.0334 2.7300 
14.7 0 1.0000 36.1889 

 
Table 4.10  Differential Liberation of ANS Viscous Oil Sample H at 81°F 
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Figure 4.5  Solution GOR vs. Pressure for ANS Viscous Oil H at 81°F 
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Figure 4.6  Single-Phase and Two-Phase Formation Volume Factors for ANS Viscous 
Oil H at 81°F 
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4.4 Density and Viscosity Measurements 

The residual oil viscosity and density were measured at every step of differential 

liberation for both the oils.  Tables 4.11 and 4.12 tabulate the acquired data for oil sample 

G and oil sample H, respectively.  

 
Pressure  psia  Μ cP Density g/cc 

1904.3 232.7 0.9352 
1761.7 224.2 0.9345 
1624.7 221.7 0.9342 
1512.7 214.9 0.9339 
1405.5 210.5 0.9335 
1183.0 191.5 0.9326 
959.0 208.6 0.9329 
748.7 221.0 0.9375 
461.7 242.0 0.9398 
224.7 267.5 0.9407 
142.7 299.6 0.9423 
14.7 359.8 0.9440 

 
Table 4.11  Density and Viscosity Measurements of Sample G at 84°F 
 

Pressure  psia  Μ cP Density g/cc 
2510.7 322.3 0.9420 
2396.7 314.2 0.9405 
2303.7 304.9 0.9398 
2189.7 297.4 0.9390 
2050.7 291.6 0.9379 
1886.6 286.3 0.9369 
1709.7 281.9 0.9355 
1586.7 274.7 0.9348 
1264.7 283.9 0.9357 
1002.7 292.8 0.9362 
836.7 303.2 0.9370 
646.7 323.9 0.9377 
422.7 341.6 0.9382 
217.7 383.2 0.9395 
14.7 429.23 0.9429 

Table 4.12  Density and Viscosity Measurements of Sample H at 81°F 
 

Figures 4.7 and 4.8 display the residual oil density at every step of the differential 

liberation test as a function of pressure for oil samples. Density of the oil increases with 

pressure above the bubble point due to oil compression. The composition of the oil 

remains unaltered above bubble point and the density increase can be attributed to 
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pressure. Below the bubble point, pressure effect and compositional effect reciprocate 

each other. As pressure decreases, gas comes out of solution and the oil becomes heavier, 

which explains the increase in density. Below the bubble point, the compositional effect 

dominates the pressure effect and oil density increases with decrease in pressure (see 

Figures 4.7 and 4.8). A similar trend was observed for oil viscosity as pressure decreases 

below the bubble point (see Figure 4.9). It should be noted that both the density and 

viscosity plots are indicative of the bubble point pressures of 1,183 psia and 1,572 psia 

for oil G and oil H, respectively. 
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Figure 4.7  Density as a Function of Pressure for Oil Sample G 
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Figure 4.8  Density as a Function of Pressure for Oil Sample H 
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Figure 4.9 Viscosity as a Function of Pressure for Oil G and Oil H 
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4.5 Viscosity Measurements of Flashed Oils 

The viscosities of five flashed oil samples from various heavy oil pools in ANS were 

measured within the range of the operating pressures and temperatures of field 

operations. These oil samples are named ANS1 through ANS5. Figures 4.10-4.14 

illustrate that the viscosity of the oil samples varies exponentially with pressures at all 

temperatures. The exponent of the pressure effect on viscosity at every test temperature 

was obtained by fitting an exponential equation to the experimental data points. 

 

 
 
Figure 4.10  Flashed Oil Viscosity as a Function of Pressure at Different Temperatures 
for Sample ANS1. 
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Figure 4.11  Flashed Oil Viscosity as a Function of Pressure at Different Temperatures 
for Sample ANS2 
 

 

 
 
Figure 4.12  Flashed Oil Viscosity as a Function of Pressure at Different Temperatures 
for Sample ANS3 
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Figure 4.13  Flashed Oil Viscosity as a Function of Pressure at Different Temperatures 
for Sample ANS4 
 

 
 
Figure 4.14  Flashed Oil Viscosity as a Function of Pressure at Different Temperatures 
for Sample ANS5 
 

Viscosity measurements were collected for medium-heavy or viscous oils (<100cP) to 

highly viscous oils (>300 cp). The exponent of the viscosity behavior is found to vary 

with respect to temperature for a particular oil. In order to generalize the relationship of 

the exponent of viscosity behavior as a function of pressure for different oils, it is 

expressed as a function of molecular weight and temperature. Equation 4.1 defines 

functional expression of exponent of viscosity in terms of molecular weight and 
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temperature. The equation then is related to the exponent of viscosity behavior with 

pressure through a third order polynomial fit. 

y = 80948.33482x3 - 3471.13947x2 + 49.62322x - 0.23638
R2 = 0.98969
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Figure 4.15  Functional Expression of Exponent of Viscosity Behavior with Respect to 
Pressure 
 

fn = 5867.0

155.0

6.1

8318.0

T
MW

T
MW −

+  (4.1) 

Where,  

MW = molecular weight of the oil  

T = temperature, °R 

With this correlation, the pressure effect on the viscosity of dead oil can be obtained 

with knowledge of molecular weight and temperature. This relation can be used to predict 

the ANS dead oil viscosity under pressure conditions, which in turn can be incorporated 

into live oil viscosity models.  

4.6 MMP Measurements at 95°F 

4.6.1 MMP Calculations by IFT Measurements (Pendant Drop Experiments) 

The experimental densities obtained were used to tune the parameters in CMG 

WinProp’s two phase flash simulations. Using the two phase flash calculations, densities 

were determined at different pressures of oil-gas interactions. The volume of the cell with 

respect to the volume of drop was determined and the experiments were performed with a 



83 
 

constant gas-oil molar ratio of Rm = 0.7/0.3. The changes in drop shape for CO2-dead oil 

Sample A is shown in Figure 4.16.   

It was difficult to measure the drop shape factor at higher pressures. The 

measurement of S values at higher pressures was difficult because the Niederhauser and 

Bartell (1947) tables report values only up to a drop shape factor ratio of 1. Therefore, in 

all the cases the values of IFT where the drop shape factor equaled 1 were used to 

extrapolate to “zero” dyne/cm. The pressure corresponding to extrapolated “zero” IFT 

was termed Minimum Miscibility Pressure (MMP). 

  
 
Figure 4.16  CO2-Dead Oil Sample A Drop Shape Analysis 
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The composition at each step was determined using two-phase flash calculations. The 

values of IFT measurements for different gas-oil samples are shown in the following 

tables, and the extrapolated graph for MMP calculations are shown in the figures 

following the tables. Also, included in the tables are the equilibrated one-phase 

compositions of the oil-gas systems at MMP conditions.  

P, psi σ, dyne/cm Δρ (density difference), g/cc 
700 12.8645 0.7803 
800 12.2484 0.7514 
900 11.4267 0.7224 
1000 10.8845 0.6823 
1100 9.7785 0.6174 
1200 8.7648 0.5788 
1300 6.7309 0.2927 
1400 5.9667 0.2438 
1500 4.9473 0.1996 
1600 4.2216 0.1748 

 
Table 4.13  IFT Measurements for CO2-Dead Oil Sample A 
 
 
Components % Mole at MMP  
CO2 70.0028  
C 8 0.65871  
C 9 2.2167  
C 10 1.71609  
C 11 1.683567  
C 12 2.45919  
C 13 2.52183  
C 14 2.84913  
C 15 2.54745  
C 16 1.36155  
C 17 2.01099  
C 18+ 9.9744  

 
Table 4.14  Equilibrium Composition of CO2-Dead Oil Sample A at MMP 
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Figure 4.17  MMP Measurement for CO2-Dead Oil Sample A 
 
 

 
 
Figure 4.18: MMP Measurement for CH4-Dead Oil Sample G 
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P, psi σ, dynes/cm Δρ, g/cc 
1000 19.9234 0.829 
1200 18.8902 0.8117 
1400 18.2434 0.8022 
1500 17.8845 0.7939 
1700 17.001 0.7866 
1900 16.6255 0.7672 
2100 15.973 0.7542 
2300 14.98823 0.7397 
2500 14.2724 0.7249 
2700 13.5135 0.7101 
3000 12.783 0.6931 
3300 11.8256 0.6792 
3500 11.0823 0.6635 
3600 10.6769 0.6541 

 
Table 4.15  IFT Measurements for CH4-Dead Oil Sample G 
 
Components % Mole at MMP  
C 1 69.9921  
C 8 0.65871  
C 9 2.2167  
C 10 1.71609  
C 11 1.683567  
C 12 2.45919  
C 13 2.52183  
C 14 2.84913  
C 15 2.54745  
C 16 1.36155  
C 17 2.01099  
C 18+ 9.9744  

 
Table 4.16:  Equilibrium Composition of CH4-Dead Oil Sample A at MMP 
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P,  psi σ, dynes/cm Δρ, g/cc 
1000 15.821 0.802 
1200 14.232 0.7821 
1300 13.003 0.7747 
1400 11.9764 0.7671 
1500 10.8023 0.7582 
1600 9.9992 0.7466 
1700 8.8923 0.7382 
2000 6.4111 0.7037 
2100 5.3846 0.6924 
2200 4.4253 0.689 

 
Table 4.17  IFT Measurements for VRI-Dead Oil Sample G 
 
 
Components % Mole at MMP 
CO2 0.8379 
C 1 54.88 
C 2 6.2328 
C 3 4.1433 
C 4 2.9393 
C 5 0.7903 
C 6 0.15099 
C 7 0.02877 
C 8 0.65871 
C 9 2.2167 
C 10 1.71609 
C 11 1.683567 
C 12 2.45919 
C 13 2.52183 
C 14 2.84913 
C 15 2.54745 
C 16 1.36155 
C 17 2.01099 
C 18+ 9.9744 

 
Table 4.18  Equilibrium Composition of VRI-Dead Oil Sample H at MMP 
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Figure 4.19  MMP Measurement for VRI-Dead Oil Sample A 
 

 
 
Figure 4.20  MMP Measurement for CO2-Dead Oil Sample H 
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P, psi σ, dyne/cm Δρ, g/cc 
700 13.7235 0.8213 
800 13.1486 0.7922 
900 12.6237 0.7612 
1000 11.7244 0.7241 
1100 10.8210 0.6514 
1200 9.7623 0.6167 
1300 7.6333 0.3381 
1400 6.8671 0.2840 
1500 5.8481 0.2337 
1600 5.2164 0.2161 
1700 4.5723 0.1933 

 
Table 4.19  IFT Measurements for CO2-Dead Oil Sample H 
 
Components % Mole at MMP 
CO2 69.459  
C 6 3.2598  
C 7 0.53352  
C 8 0.1464  
C 9 0.583938  
C 10 0.82875  
C 11 1.19877  
C 12 1.3101  
C 13 2.3589  
C 14 1.90767  
C 15 2.36868  
C 16+ 15.5064  
 
Table 4.20  Equilibrium Composition of CO2-Dead Oil Sample B at MMP 
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P, psi σ, dynes/cm Δρ, g/cc 
1000 20.553 0.865 
1200 19.8167 0.8477 
1400 18.902 0.8382 
1500 18.1134 0.8299 
1700 17.6845 0.8226 
2000 16.2955 0.8032 
2200 15.6255 0.7902 
2400 15.0973 0.7757 
2500 14.9823 0.7609 
2600 14.4724 0.7461 
2800 13.7135 0.7291 
3000 13.2783 0.7152 
3300 12.7256 0.6995 
3600 11.6823 0.6901 

 
Table 4.21  IFT Measurements for CH4-Dead Oil Sample B 
 
 
Components % Mole at MMP 
C 1 70.0012 
C 6 3.2598 
C 7 0.53352 
C 8 0.1464 
C 9 0.583938 
C 10 0.82875 
C 11 1.19877 
C 12 1.3101 
C 13 2.3589 
C 14 1.90767 
C 15 2.36868 
C 16+ 15.5064 
 
Table 4.22  Equilibrium Composition of CH4-Dead Oil Sample B at MMP 
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Figure 4.21  MMP Measurement for CH4-Dead Oil Sample H 
 
 

 
 
Figure 4.22  MMP Measurement for VRI-Dead Oil Sample H 
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P, psi σ, dynes/cm Δρ, g/cc 
1000 16.144 0.838 
1200 15.134 0.8181 
1300 14.143 0.8107 
1400 12.792 0.8031 
1500 11.763 0.7942 
1600 10.233 0.7826 
1700 9.424 0.7742 
2000 7.0942 0.7397 
2100 6.0985 0.7284 
2200 5.0986 0.725 

 
Table 4.23: IFT Measurements for VRI-Dead Oil Sample H 
 
Components % Mole at MMP 
CO2 0.8379 
C 1 54.88 
C 2 6.2328 
C 3 4.1433 
C 4 2.9393 
C 5 0.7903 
C 6 3.4108 
C 7 0.56229 
C 8 0.1464 
C 9 0.583938 
C 10 0.82875 
C 11 1.19877 
C 12 1.3101 
C 13 2.3589 
C 14 1.90767 
C 15 2.36868 
C 16+ 15.5064 

 
Table 4.24  Equilibrium Composition of VRI-Dead Oil Sample H at MMP 
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P, psi σ, dynes/cm Δρ, g/cc 
1400 9.0112 0.44647 
1500 8.5785 0.3634 
1600 7.6309 0.3092 
1700 7.0018 0.2706 
1750 6.724 0.2653 
1800 6.022 0.2406 
1850 5.755 0.2343 
1900 5.152 0.2161 
1950 4.627 0.1992 

 
Table 4.25  IFT Measurements for CO2-Live Oil Sample G 
 
 
Components % Mole at MMP 
CO2 70.000687 
N2 0.027519 
C 1 6.83814 
C 2 0.004128 
C 3 0.004128 
C 4 0.000687 
C 8 0.507744 
C 9 1.70874 
C 10 1.322832 
C 11 1.297746 
C 12 1.895616 
C 13 1.94391 
C 14 2.19621 
C 15 1.963662 
C 16 1.049535 
C 17 1.550136 
C 18+ 7.688583 

 
Table 4.26: Equilibrium Composition of CO2-Live Oil Sample G at MMP 
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Figure 4.23  MMP Measurement for CO2-Live Oil Sample G 
 
 

 
 
Figure 4.24  MMP Measurement for CH4-Live Oil Sample G 
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P, psi σ, dynes/cm Δρ, g/cc 
1550 18.1134 0.7859 
1700 17.6845 0.7672 
2000 16.2955 0.7242 
2300 14.8255 0.6997 
2500 14.2973 0.674 
2800 13.823 0.6371 
3000 13.1724 0.6138 
3300 12.2135 0.5897 
3600 11.2783 0.5551 

 
Table 4.27  IFT Measurements for CH4-Live Oil Sample G 
 
 
Components %  Mole at MMP 
CO2 0.000687 
N2 0.027519 
C 1 76.83814 
C 2 0.004128 
C 3 0.004128 
C 4 0.000687 
C 8 0.507744 
C 9 1.70874 
C 10 1.322832 
C 11 1.297746 
C 12 1.895616 
C 13 1.94391 
C 14 2.19621 
C 15 1.963662 
C 16 1.049535 
C 17 1.550136 
C 18+ 7.688583 

 
Table 4.28  Equilibrium Composition of CH4-Live Oil Sample G at MMP 
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P, psi σ, dynes/cm Δρ, g/cc 
1550 11.6764 0.746 
1700 10.4452 0.7314 
1850 9.2692 0.7162 
2000 8.4479 0.7022 
2150 7.2529 0.6877 
2300 6.4923 0.6732 
2450 5.3111 0.6593 
2600 4.2319 0.6454 
 
Table 4.29  IFT Measurements for VRI-Live Oil Sample G 
 
 
Components % Mole at MMP 
CO2 0.84477 
N2 0.027519 
C 1 61.71814 
C 2 6.236928 
C 3 4.147428 
C 4 2.939987 
C 5 0.7903 
C 6 0.15099 
C 7 0.02877 
C 8 0.507744 
C 9 1.70874 
C 10 1.322832 
C 11 1.297746 
C 12 1.895616 
C 13 1.94391 
C 14 2.19621 
C 15 1.963662 
C 16 1.049535 
C 17 1.550136 
C 18+ 7.688583 

 
Table 4.30  Equilibrium Composition of VRI-Live Oil Sample G at MMP 
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Figure 4.25  MMP Measurement for VRI-Live Oil Sample G 
 
 

 
 
Figure 4.26  MMP Measurement for CO2-Live Oil Sample H 
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P, psi σ, dynes/cm Δρ, g/cc 
1800 6.941 0.253 
1850 6.2282 0.239 
1900 5.8736 0.2257 
1950 5.415 0.2133 
2000 4.963 0.202 
 
Table 4.31  IFT Measurements for CO2-Live Oil Sample H 
 
 
Components % Mole at MMP 
CO2 70.001045 
N2 0.00418 
C 1 10.38698 
C 2 0.00627 
C 3 0.00627 
C 4 0.001044 
C 6 2.164344 
C 7 0.348327 
C 8 0.095745 
C 9 0.381246 
C 10 0.541077 
C 11 0.782661 
C 12 0.855363 
C 13 1.504848 
C 14 1.245501 
C 15 1.546479 
C 16+ 10.12698 

 
Table 4.32  Equilibrium Composition of CO2-Live Oil Sample H at MMP 
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P, psi σ, dynes/cm Δρ, g/cc 
1800 17.8845 0.6752 
2000 17.001 0.6322 
2300 16.6255 0.6077 
2500 15.973 0.582 
2800 14.98823 0.5451 
3000 14.2724 0.5218 
3300 13.25135 0.4977 
3600 11.783 0.4631 

 
Table 4.33  IFT Measurements for CH4-Live Oil Sample 
 
 
Components % Mole 
CO2 0.001045 
N2 0.00418 
C 1 65.267 
C 2 6.23907 
C 3 4.14957 
C 4 2.340344 
C 6 2.31533 
C 7 0.377097 
C 8 0.095745 
C 9 0.381246 
C 10 0.541077 
C 11 0.782661 
C 12 0.855363 
C 13 1.504848 
C 14 1.245501 
C 15 1.546479 
C 16+ 10.12698 

 
Table 4.34  Equilibrium Composition of CH4-Live Oil Sample H at MMP 
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Figure 4.27  MMP Measurement for CH4-Live Oil Sample H 
 
 

 
 
Figure 4.28  MMP Measurement for VRI-Live Oil Sample H 
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P, psi σ, dynes/cm Δρ, g/cc 
1800 12.2764 0.7124 
2000 10.9452 0.6918 
2300 8.6692 0.6687 
2500 7.3923 0.6472 
2800 5.6111 0.6211 
3000 4.2428 0.6018 

 
Table 4.35  IFT Measurements for VRI-Live Oil Sample H 
 
 
Components % Mole at MMP 
CO2 .841383 
N2 0.027519 
C 1 61.71814 
C 2 6.236928 
C 3 4.147428 
C 4 2.939987 
C 5 0.7903 
C 6 0.15099 
C 7 0.02877 
C 8 0.095745 
C 9 0.381246 
C 10 0.541077 
C 11 0.782661 
C 12 0.855363 
C 13 1.504848 
C 14 1.245501 
C 15 1.546479 
C 16+ 10.12698 

 
Table 4.36  Equilibrium Composition of VRI-Live Oil Sample H at MMP 
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Chapter 5 FLUID PHASE BEHAVIOR AND VISCOSITY MODELING 
System pressure, temperature, fluid composition, and component chemistry dictate 

the reservoir fluid phase behavior. Accordingly, fluids can exist either in single phase or 

multiple phases. During the production process petroleum fluids undergo changes in 

pressure and temperature. Changes in reservoir fluid compositions are introduced when a 

solvent is injected into the reservoir for enhanced oil recovery. These changes are 

responsible for controlling the fluid phase equilibrium. Even the viscosities of petroleum 

fluids are impacted by equilibrium phase properties. Compositional reservoir simulators, 

surface facility designing, and pipeline flow calculations require prediction of the 

equilibrium phase properties quantitatively and qualitatively. The most reliable source for 

obtaining data on equilibrium fluid phases is laboratory experiments. However, 

measuring fluid properties at all conditions of pressures and temperatures through 

laboratory studies is time consuming and not practical. Thus, equations of state (EOS) 

models are employed to carry out the vapor-liquid equilibrium calculations and predict 

the phase properties. These EOS models can simulate laboratory tests like CCE, DL, and 

MMP and can also be incorporated into compositional reservoir simulations for 

predicting the phase properties at each grid block in whole reservoir. 

5.1 Equation of State Modeling 

An equation of state  is an analytical expression that relates the pressure, temperature, 

and volume of the fluid. One of the simplest EOS is the ideal gas law, which is roughly 

accurate for gases at low pressures and high temperatures. However, this equation 

becomes increasingly inaccurate at higher pressures and lower temperatures and fails to 

predict condensation from a gas to a liquid. In order to improve predictions for the liquid 

phase, a number of accurate EOS have been developed for gases and liquids. At present, 

there is no single EOS that accurately predicts the phase properties of all the fluids at all 

temperatures and pressures. The Peng-Robinson equation, developed in 1976 with 

modification introduced in 1978, and the Soave–Redlich–Kwong equation are widely 

used in most PVT simulators and compositional reservoir simulators. The Peng-Robinson 

EOS performs similar to the Soave equation, although it is generally superior in 

predicting the liquid phase densities of many fluids, especially nonpolar ones. In this 

work the Peng-Robinson EOS was used to simulate PVT tests and predict the phase 

behavior of heavy oils. 

http://en.wikipedia.org/wiki/Ideal_gas_law�
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Normally most EOS predictions are not accurate. Parameters like bubble point, liquid 

phase densities, and compositions may be off by several percent from experimental 

values. These inconsistencies in EOS predictions are due to insufficient characterization 

of the plus fractions, inadequate binary interaction coefficients, or incorrect overall 

composition. The predictions of an EOS can be improved by tuning the parameters in the 

EOS to match experimental fluid phase properties. Most of the time critical pressure (Pc), 

critical temperature (Tc), and the acentric factor (ω) of the plus fraction or direct 

multipliers on EOS constants can be modified for matching experimental data obtained 

from PVT studies on the reservoir fluid. The following sections present EOS modeling 

and tuning results for experimental PVT data listed in Chapter 4 for ANS viscous oil 

samples G and H. 

5.1.1 Equation of State Tuning  

The Peng-Robinson (1978) EOS was used to simulate phase behavior of viscous oil 

samples. A compositional PVT simulator (WinProp®), developed by Computer 

Modeling Group (CMG), was used for this task. Figures 5.1 through 5.4 display the 

results of regressed PR-EOS for sample G. The sample G was characterized 

compositionally until C18+ and used in a PVT simulator. Figures 5.1 to 5.5 show the 

match for the solution gas/oil ratio, saturation pressure, and density of oil is satisfactory 

whereas the liquid formation volume factor, the average deviation between experimental, 

and regressed EOS prediction increases after 500 psia. The match of density and 

saturation pressure was given preference over formation volume factor mainly because 

density measurements are more likely to be accurate compared to formation volume 

factor, which is a ratio. A small error in measurement of oil volume at standard 

conditions can give rise to relatively large error in oil formation volume factor.  
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Figure 5.1  Predictions of Tuned Peng-Robinson EOS for Relative Oil Volume of ANS 
Viscous Oil Sample G 
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Figure 5.2  Predictions of Tuned Peng-Robinson EOS for Solution Gas/Oil Ratio of ANS 
Viscous Oil Sample G 
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Figure 5.3  Predictions of Tuned Peng-Robinson EOS for Oil Formation Volume Factor 
of ANS Viscous Oil Sample G 
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Figure 5.4  Predictions of Tuned Peng-Robinson EOS for Oil Density of ANS Viscous 
Oil Sample G 
 

Critical properties (Pc, Tc), acentric factor (ω), and molecular weight of the plus 

fraction along with omega A and omega B parameters for methane, were used as 
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regression parameters for tuning PR-EOS of Oil sample G. Additionally, volume shift 

parameters were used to match volumetric data without affecting the equilibrium 

calculations. Similarly, the PR-EOS was tuned for PVT results of Oil sample H. Figures 

5.5 through 5.8 display results of tuning PR- EOS for oil sample H.  
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Figure 5.5  Predictions of Tuned Peng-Robinson EOS for Relative Oil Volume of ANS 
Viscous Oil Sample H 
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Figure 5.6  Predictions of Tuned Peng-Robinson EOS for Density of ANS Viscous Oil 
Sample H 
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Figure 5.7  Predictions of Tuned Peng-Robinson EOS for Solution Gas Oil Ratio of ANS 
Viscous Oil Sample H 
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Figure 5.8  Predictions of Tuned Peng-Robinson EOS for Liquid Formation Volume 
Factor of ANS Viscous Oil Sample H 
 

For tuning EOS for Oil sample H along with critical properties of the plus 

fraction, omega A, omega B of methane, volume shift parameters and interaction 

coefficients between each of C1, N2 CO2 with C16+ were selected as regression 
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parameters. As with regression variables the bubble point pressure, densities of oil at 

various pressures from the differential liberation experiment, and initial solution gas/oil 

ratio were selected over other experimentally measured properties due to relatively higher 

accuracy in their measurement. 

5.2 Methodology for Viscosity Computation 

5.2.1 Characterization of the Plus Fraction 

For accurate predictions of phase equilibrium, it is necessary to characterize the plus 

fraction. Exponential and gamma distributions are the two commonly used distribution 

schemes for the splitting of the plus fraction. Of these, the exponential distribution 

scheme is appropriate for the gas condensates and lighter fluids while the gamma 

distribution is applicable for all types of fluids (WinProp, 2005). For heavy oils, the 

gamma distribution scheme is commonly employed. However, it requires an 

experimentally determined parameter, α. This parameter is analogous to the slope 

parameter used for the exponential distribution types. If extended analysis data are 

available and α is not specified, it is determined by minimization to best fit the 

experimental data. Due to the larger number of adjustable parameters in the gamma 

distribution, the α parameter must be specified if no extended analysis is available. In the 

absence of this extended analysis, there is no reliable prediction method. 

Recently, Pedersen et al. (2004) modified their earlier exponential distribution 

characterization method for heavy oils. This method allows characterizing the plus 

fraction to a single carbon number as high as 200. Moreover the authors recommended 

using this distribution scheme with their new viscosity model for heavy oils (Lindeloff et 

al., 2004). Due to a large bulk of pseudo-components (C7 - C200), they are then lumped 

together by the well known Whitson lumping scheme (Whitson, 1983). For almost all of 

the oil samples studied, this lumping procedure resulted into a generation of nine pseudo-

components. The simplistic Kay's mixing rule is used to find the properties of an 

individual component. 

5.2.2 Estimation of Pseudo-Component/Plus Fraction Properties 

For most purposes, the plus fraction specific gravity and the molecular weight are 

available. Twu (1984) physical properties correlation is used to internally estimate the 

boiling point of the plus fraction. This boiling point, in addition to known specific 
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gravity, is then used for the estimation of the critical properties (Tc, Pc) of the plus 

fraction by Twu (1984) critical properties correlation. For eccentric factor estimation, the 

Kesler-Lee (1976) correlation is used.  

A similar approach is used to compute the pseudo-component properties. The 

generalized molecular weight and specific gravities (Whitson, 1983) are used whenever 

necessary. For the Pedersen et al. (2004) characterization scheme, the pseudo-component 

molecular weight is calculated by the proposed correlation, while the specific gravity is 

determined by the internally consistent correlation. The critical properties of these 

pseudo-components are estimated by the EOS specific correlations presented by the 

authors in the same paper. 

5.2.3 Binary Interaction Parameters (BIPs) 

The importance of the interaction parameters, δij, in the accuracy of the phase 

behavior calculations, especially saturation pressures, has been demonstrated by Peng and 

Robinson (1976). Theoretically, BIP is introduced to account for the molecular 

interaction between dissimilar molecules. Their values are usually obtained by fitting the 

predicted saturation pressure curves to the experimental data for binary systems. 

The hydrocarbon (HC) and non-hydrocarbon (Non-HC) interaction parameters used 

are from the Computer Modeling Group Ltd. (CMG) database. These values are 

essentially taken from Oellrich et al. (1981). The HC-HC interaction coefficients are 

estimated in the following correlation: 
θ
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In the above equation, θ is used as an adjustable parameter that can be tuned to match 

the experimental data. Oellrich et al. (1981) have suggested that this value is usually 

constant and can be set to 1.2 for most calculations. Note that the units of the critical 

volumes should be consistent with the rest of the calculations. In this work the units of 

the critical volumes are set to cu ft/lb-mole. If the Pedersen et al. (2004) characterization 

scheme is used, then the HC-HC BIPs are set to zero as suggested by the authors. 

5.2.4 Volume Shift 

The Volume Translation technique is used for improving the prediction of phase 

density with EOS. Since density is an input parameter for some of the viscosity 
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calculation methods, it is of the utmost importance to correct the liquid-phase volume 

predicted by the EOS. The Peneloux et al. (1982) method of improving volumetric 

predictions by introducing a third parameter into a two-parameter EOS is applied to the 

PR-EOS. This method is particularly attractive because the third parameter does not 

change the vapor/liquid equilibrium conditions determined by the modified, two-

parameter equation, but modifies the phase volumes by effecting certain translations 

along the volume axis. For simplicity, temperature-independent volume shifts generated 

by CMG's WinProp module are used in the calculation routines. This shift parameter 

calculation method is based on the procedure proposed by Jhaveri and Youngren (1988). 

For the Pedersen et al. (2004) characterization scheme, the temperature dependent 

volume translation is used. The necessary equations are presented in the aforementioned 

reference. 

5.2.5 Estimation of the Bubble Point Pressure (Pb) 

The bubble point pressure is calculated by PR-EOS. The procedure is generic and is 

readily available in the literature (Dandekar, 2006). 

5.2.6 CCE and DL Simulation 

The CCE and DL tests are mainly required to obtain the compositional profile and 

reservoir engineering data for every pressure reduction step below the bubble point 

pressure. As with bubble point pressure, the simulation procedure is very generic. The 

simplistic review is provided by Dandekar (2006). The initial guess for the flash 

calculations is computed from the relationships summarized by Riazi (2005). This guess 

is very important for the convergence of the flash calculations. 

5.2.7 Regression 

The EOS parameter tuning is a nonlinear minimization problem. The phase behavior 

simulated with any EOS often does not match with the experimental data. Hence, it is 

always necessary to ‘tune’ certain parameters to accurately simulate the experimental 

data. These parameters are generally the ones with less confidence in their estimated 

values, e.g., typically the Pc, Tc, and ω of the plus fraction or the pseudo-components. 

The objective function can be expressed as: 

( ) ( )[ ]{ }∑
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−•=
N

i
iii xelwxF

1

2
modexp  (5.2) 
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Here x is a vector of tunable parameters. N, w, exp, and model denote the number of 

data points, the weight factor, and the experimental and model-calculated values, 

respectively. The typical experimental data points are the bubble point pressure, bubble 

point density, API gravity, liquid phase densities at different pressures, solution gas/oil 

ratio, formation volume factors, etc. The weighing factors are generally kept at unity 

except, in some cases, for the bubble point pressure and density can be set at higher 

values depending upon the match needed. 

This problem is solved with the commonly employed Levenberg-Marquardt 

algorithm as listed by Agarwal et al. (1990) and Zuo and Zhang (2000). Agarwal et al. 

have introduced an additional modification to dynamically select the most meaningful 

regression parameters from a larger set of variables. This selection is extremely useful in 

EOS fitting because it alleviates the problem of deciding in advance the best regression 

variables, which is extremely difficult. In order to avoid significant programming efforts 

to introduce the above modification, a readily available algorithm in MatLab® was used. 

MatLab® has a built-in ‘lsqnonlin’ solver available for nonlinear least squares problems 

in its Optimization Toolbox. It has two different algorithms available to solve these 

problems: 

1. Large Scale 

2. Medium Scale – Levenberg-Marquardt 

The comprehensive description of these algorithms can be found in the MatLab’s 

Help section. The large-scale method for lsqnonlin does not solve underdetermined 

systems; it requires that the number of equations (i.e., the number of elements of F) be at 

least as great as the number of variables. In the underdetermined case, the medium-scale 

algorithm was used instead. For example, data set A does not have any PVT data 

available except the bubble point pressure. In this case one has to use the medium-scale 

algorithm. The prominent tuning parameters are Pc, Tc, and ω of the pseudo-components. 

It must be stated here that only these commonly employed tuning variables have been 

used to tune the phase behavior data. No significant efforts were expended to devise the 

best possible tuning strategy, since the main focus of the project is to model the 

viscosities. The bounds on these variables were typical in the range of ±20%, ±20%, and 

±5%, respectively. In rare circumstances these bounds were exceeded. 
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5.2.8 Calculation Scheme 

1. Basic input parameters: T, P, composition, and MW and specific gravity of the 

plus fraction 

2. Characterization of plus fraction (optional) 

3. Modified Exponential Distribution (Pedersen et al., 2004) 

4. Estimation of pseudo-component/plus fraction properties 

5. Physical and critical properties (Twu, 1984) 

6. Acentric factor (Kesler and Lee, 1976) 

7. Estimation of bubble point pressure (Pb) 

8. PR-EOS 

9. Liquid volume correction (volume shift) 

10. Binary Interaction Parameters (BIP) 

11. Constant Composition Expansion (CCE) simulation 

12. Differential Liberation (DL) simulation 

13. Evaluation of viscosity with different compositional models 

14. Regression of the experimental data and tuning 

15. Application of the tuned parameters to various viscosity models 

The above calculation scheme is followed to evaluate the data sets. For the given 

data, an input Microsoft® Excel® file is created. MatLab® is used as a programming 

platform. The output is written back to the same Excel file in the designated cells. 

5.3 MMP Calculations by EOS and by Using Correlations 

As described in Section 3.5, the Peng-Robinson (1978) EOS was used to perform 

numerical calculations to determine MMP. CMG WinProp’s MCM simulator was used to 

perform these calculations. The EOS was tuned by the procedure mentioned in Section 

5.5.1. The VIT technique involved contact of fresh reservoir oil with pre-equilibrated 

CO2 gas by placing a small amount of oil at the bottom of the optical cell. This process 

simulated a dynamic (multiple-contact) displacement process occurring in the reservoir, 

where the injected gas interacts with reservoir oil as it moves ahead in the reservoir, and 

gradually there is an alteration in composition due to mass transfer between fluid phases 

so as to become miscible with the original oil. The definition of multiple contact is an 

approximation which serves well to explain the “continuous interaction” that actually 

occurs in an reservoir. It is an approximation because an infinite number of such contacts 
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between phases will be required in order to truly approach the result of their continuous 

interaction. 

Since the IFT measurements were made using the pendant drop technique after 

complete equilibrium and stabilization of the mass transfer between the fluid phases, it 

was concluded that the terms “Equilibrium IFT” and “Equilibrium Miscibility” are 

appropriate to use for this type of an experimental study. Equilibrium IFT typically 

simulates a real reservoir where the injected CO2 gas interacts continuously with crude 

oil as it flows to the producing well. This continuous interaction enables counter-

directional mass transfer (vaporizing and condensing) between the fluid phases, thereby 

allowing the system to attain equilibrium miscibility. The simulations performed using a 

MCM simulator helped in determining the dominant mass transfer process. In the case of 

CO2, the mass transfer occurred by condensing drive, while condensing-vaporizing drive 

and vaporizing drive were dominant for VRI and CH4 injections, respectively. The 

percent deviation between MMP calculated by pendant drop experiments and those 

obtained from MCM simulations was about 4.86%. The results are shown in Table 5.1. 

 

Oil Sample CO2 MMP CH4 MMP VRI MMP 
Expt. Simulated Expt. Simulated Expt. Simulated 

Sample A Dead Oil 2150 2178 6432 6450 2725 2754 

Sample B Dead Oil 2215 2243 6618 6645 2884 2900 

Sample A Live Oil 2478 2505 6652 6690 3206 3215 

Sample B Live Oil 2586 2625 6988 7013 3550 3577 

 
Table 5.1  Comparison of MMP Calculations 
 

MMP was calculated using various correlations described in Section 2.1.10. It should 

be noted that Equations 2.5 and 2.6 only consider temperature as a parameter for MMP 

calculations, and hence the results were found to be the same for different CO2-oil 

systems at the same temperature. An important assumption while using Equations 2.5 and 

2.6 is that, for reservoirs below 120°F, the bubble point pressure should be considered as 

the MMP. The values obtained by Equation 2.7 were based on temperature and 

composition of the plus fraction along with composition of methane in oil phase. It 

should be noted that these correlations were developed for different sets of oil samples 

which are comparatively different from oil samples used here. Therefore, the values of 
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MMP using correlations only serve as a base and should not be used for comparisons. 

The values obtained by MMP correlations are reported in Table 5.2. 

 

Oil Sample CO2 MMP CH4 MMP 
equation 2.5 equation 2.6 equation 2.7 equation 2.8 

Sample 1 Dead Oil 1163.176 1275.94 2411.23 6623.74 
Sample 2 Dead Oil 1163.176 1275.94 2623.16 6815.23 
Sample 1 Live Oil 1395 1395 2843.12 7125.44 
Sample 2 Live Oil 1786 1786 3012.58 7297.61 

 
Table 5.2  MMP Calculations by Correlations 
 

A comparison between the MMP calculated by simulations and experiments and 

those by using correlations are shown in Figures 5.9, 5.10, and 5.11, respectively. Note 

that for calculating values of CO2-oil systems, only Equation 2.7 was used.  

 

 
 
Figure 5.9  CO2-Oil Samples MMP Variations 
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Figure 5.10  CH4-Oil Samples MMP Variations. 
 
 

 
 
Figure 5.11  VRI-Oil Samples MMP Variations. 
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Chapter 6 COMPARATIVE STUDY OF VISCOSITY MODELS 

6.1 Evaluation Procedure 

In this chapter, a comparative study is presented for the LBC and Pedersen class 

models. The Lindeloff model (Lindeloff et al., 2004) is dealt with separately in the next 

chapter. The calculation scheme explained in the previous chapter is followed to evaluate 

each data set. A series of M-files (MatLab® files) is created to calculate the bubble point 

pressure, CCE and DL simulation, and viscosities by various models. These files are run 

in the aforementioned order to generate an output. The runs are carried out by two 

methods: uncharacterized oil sample and after characterizing with the Pedersen et al. 

(2004) scheme. For most of the oil samples, the molar compositional data was available 

until C7+. For an uncharacterized oil sample, the plus fraction data (C7+) are used as is. 

Table 6.1 shows the comparison of the experimental and calculated bubble point 

pressures. 

 

Data 
Set 

Temp, 
oF 

Experimental 
Pb, psia 

Calculated Pb, psia % Deviation 

Uncharacterized Characterized Uncharacterized Characterized 

Set A 130 2324 4497.8 3731.9 94% 61% 
Set B 171 754 1002.0 1133.7 33% 50% 

Set C1 100 178 200.0 232.0 12% 30% 
Set C2 140 201 232.7 268.9 16% 34% 
Set C3 180 225 267.2 307.6 19% 37% 
Set D1 100 165 228.0 261.8 38% 59% 
Set D2 140 180 264.8 303.3 47% 69% 
Set D3 180 195 302.5 346.1 55% 77% 
Set E1 80 510 693.4 877.3 36% 72% 
Set E2 120 575 800.0 1005.0 39% 75% 
Set E3 160 640 902.0 1127.0 41% 76% 
Set F 114 1046 1715.5 1676.0 64% 60% 
Set G 84 1183 1376.5 1493.6 16% 26% 
Set H 81 1587 2562.2 2674.1 61% 69% 

     41% 57% 
 
Table 6.1  Experimental vs. Simulated Bubble Point Pressures 
 

Table 6.1 shows the experimental and calculated bubble point pressures do not match. 

Hence, it is of the utmost importance to match these pressures before any comparison is 

done. To accomplish this, it is necessary to tune certain variables (e.g. Pc, Tc, of pseudo-

components) to match the bubble point pressure. In this study, only the critical pressure 
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of plus fraction or that of pseudo-components is varied to obtain the match. However, no 

attempt was made to match bubble point viscosities. Without this, it is difficult to make 

one-on-one comparison. However, the main purpose of the comparative study is to 

evaluate the raw prediction capabilities of different viscosity models. So, it is still 

possible to carry out a qualitative comparison. 

Instead of presenting the results for all samples, the representative results are 

presented only for Data Set C1. This, however, allows discussing the results in great 

detail for each and every viscosity model considered for this study. Essentially the same 

trend is observed for all the other data sets with minor variations. The results for the Data 

Sets A and F are summarized in Raut (2007). The experimental viscosity versus the 

pressure profile for set C1 is plotted in Figure 6.1. 
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Figure 6.1  Plot of the Experimental Data for Set C1 at 100°F 
 

Figures 6.2 and 6.3 summarize the simulation results for different viscosity models. 

The results are classified into two main categories: Uncharacterized sample and 

Characterized sample. 
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Figure 6.2  Results for Uncharacterized Oil Sample (Data Set C1) 
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Figure 6.2  (continued) Results for Uncharacterized Oil Sample (Data Set C1) 

Moharam and Fahim (1995)
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Figure 6.3  Results for Characterized Oil Sample (Data Set C1) 
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Figure 6.3 (continued)  Results for Characterized Oil Sample (Data Set C1) 
 

The above results are further summarized in Figures 6.4 and 6.5. 
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Legend Index:  Exp – Experimental Data; LBC – LBC Model, Xu – Xu and Khurana 
Model, D’kar – Dandekar Model, Al-Syabi – Al-Syabi Model, Ped 'sen– Pedersen 
Model, Aas-Pet – Aasberg-Petersen Model, Dex'mer – Dexheimer Model, Moh'm – 
Moharam and Fahim Model 
 
Figure 6.4  Summary of Simulation Results for Uncharacterized Oil Sample (Data Set 
C1) 
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Legend Index: Exp – Experimental Data; LBC – LBC Model, Xu – Xu and Khurana 
Model, D’kar – Dandekar Model, Al-Syabi – Al-Syabi Model, Ped 'sen– Pedersen 
Model, Aas-Pet – Aasberg-Petersen Model, Dex'mer – Dexheimer Model, Moh'm – 
Moharam and Fahim Model 
 
Figure 6.5  Summary of Simulation Results for Characterized Oil Sample (Data Set C1) 
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6.2 Discussion of the Results 

6.2.1 LBC Class Models 

Figures 6.4 and 6.5 show that all the LBC class models greatly underpredict the 

medium-heavy oil viscosities irrespective of whether the sample is characterized or not 

(the thick bottom line in both of the above figures represents all LBC class models). In 

addition to this, most of the LBC class models show discrepancy for saturated viscosities 

(Figures 6.2 and 6.3); the viscosities decrease with reduction in pressure. Since this 

anomaly is generally not observed with light oil samples, it may be specifically related to 

heavy oils. After careful observation, it is seen that the increase in the critical viscosity 

parameter, ξ, offsets the increase in the density-powered right hand side of Equation 2.12 

for each pressure reduction step in the saturated region. Since it is believed that the 

critical properties and the densities of these oils are predicted with sufficient accuracy, it 

is the form of the model that is causing this anomaly. Moreover, the terms in the model 

like µ* and 10-4 are representative of light oils. Since these terms are kept unaltered in all 

the modified LBC models, they do not support the modeling of the heavy oil viscosities.  

The Xu model (Xu and Khurana, 1996) also seems to underestimate the viscosities 

after tuning and significantly overpredicts before tuning the bubble point pressures. For 

the same data set with an untuned bubble point pressure, the model results are shown in 

Figure 6.6. The legends from Figure 6.4 and 6.5 also applies here. Figure 6.6 shows that 

the Xu model significantly overpredicts the viscosities. This model has been an upgrade 

of the original LBC model to account for higher viscosity oils. However, by introducing 

an exponential term, the model has become highly sensitive to density. Therefore, 

regressing the model coefficients to match the viscosities is not a good option because of 

the nature of this model. Additionally, the Dandekar model (Dandekar and Danesh, 1992) 

and Al-Syabi (Al-Syabi et al., 2001) model are also seen to heavily underpredict the 

viscosities irrespective of whether the sample is characterized or not. 
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Figure 6.6  Summary of Simulation Results for Uncharacterized Oil Sample (Untuned Pb) 
 

The original LBC model was designed to model the gas and light oil viscosities (≤ 1 

cP) and the model coefficients (and other terms in the model) were introduced 

accordingly to match the viscosities in this range. It can also be concluded that tuning the 

model coefficients is not a good idea as the form of the model will not support this 

procedure. Thus, in overall terms, the nature of these models makes them virtually 

unsuitable for predicting the medium-heavy oil viscosities. 

6.2.2 Pedersen Class Models 

For the Pedersen class models, the results are generally in the range of the 

experimental values. The original Pedersen model seems to be robust in replicating the 

shape of the viscosity-pressure profile. This model can be used for modeling the medium-

heavy oil viscosities, albeit after tuning. However, this model needs to be stretched 

beyond the range of its applicability as the apparent temperatures are observed to be as 

low as 35 K, which are significantly below the stipulated temperature of 65 K, as 

explained by the authors (Lindeloff et al., 2004). 

For the other two-reference component viscosity models, the Aasberg-Petersen 

(Aasberg-Petersen et al., 1991) and the Moharam (Moharam and Fahim, 1995) models, 
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the undersaturated viscosities seem to be decreasing with an increase in pressure. This 

trend was observed with most of the samples. After scrutinizing the results for the 

anomaly, it was observed that the mismatch between the viscosity predictions of the two 

reference components has resulted in this abnormal behavior. From Equation 2.19, the 

molecular weight of the oil sample (MWx) remains the same for the undersaturated 

viscosities.  With an increase in the pressure, the ratio ln(μr2/μr1) should increase. In this 

study this ratio decreased due to the disproportionate increase between the viscosities of 

the two reference compounds. In this work, for the Aasberg-Petersen model, the n-decane 

density was calculated with PR-EOS. This density was used as input to the n-decane 

viscosity calculation. In the original model, the specifically developed n-decane density 

correlation is used for this purpose. It seems that the density values obtained from PR-

EOS need to be tuned for the subsequent n-decane viscosity model. Since the authors 

(Aasberg-Petersen et al., 1991) have also stated that as far as petroleum mixtures are 

concerned the model results are comparable to the original Pedersen model, this model 

was not investigated further.  

In the Moharam model, the saturated viscosities of the reference components are 

pressure-effected by the Lucas correlation. The Lucas correlation was developed for 

reduced temperatures until 0.40 only. In most of the cases, the reduced temperatures were 

in the range of 0.34-0.38, the Lucas correlation seems to underpredict the pressure effect 

at lower reduced temperatures. The Lucas correlation almost returned flat viscosity 

profile with increase in pressure. The authors of this paper (Moharam and Fahim, 1995) 

have also briefly discussed the inadequacy of the Lucas correlation. These viscosity 

correlations are not exhaustive as those of methane and n-decane correlations used in the 

earlier models. Additionally, as with Aasberg-Petersen model, the mismatch between the 

viscosity predictions of the two reference components resulted in this anomaly. The 

Dexheimer model (Dexheimer et al., 2001) always returns a flat viscosity-pressure 

profile. While developing this model, methane is replaced with n-decane as a reference 

component in the original Pedersen model. It seems that the original model empirical 

parameters need to be recalculated for n-decane before application of this model. 

The purpose of selecting various Pedersen class models was to understand the effect 

of making the reference component heavier in order to model the more viscous fluids. In 

that case, the dead form of the oil itself can serve as an ideal reference component. 

However, very accurate density and viscosity correlations need to be developed to make 
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the models consistent, along with appropriate tuning of the model parameters. It is very 

difficult to define the behavior of a component not as heavy as n-eicosane. Additionally 

this qualitative study showed that the results will not be beneficial enough to spend these 

efforts as compared to the original Pedersen model. Moreover, at present, the industry 

practice is to tune the Pedersen model coefficients to match the viscosities. However, as 

stated earlier, this model is already stretched beyond the range of its applicability and as 

oils become heavier, this is not a good strategy. Hence there is need for a completely new 

viscosity model. The recently proposed Lindeloff model for medium-heavy and heavy 

oils shows great promise. This model is discussed in depth in the next chapter. 
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Chapter 7 LINDELOFF MODEL AND ITS MODIFICATIONS 

7.1 Original Lindeloff Model 

The existing LBC and Pedersen class models are not capable of accurately predicting 

medium-heavy (viscous) oil viscosity. The tuning of these models is also not advisable 

for the reasons explained earlier. Hence, it is seen that there is a need for a completely 

new viscosity model. The recently proposed Lindeloff et al. (2004) model has shown 

great promise as claimed by the authors. Theoretically, this model can not only be used to 

model medium-heavy oil viscosities but also extra heavy oil viscosities. 

This model can be applied only after characterizing the sample. The results obtained 

by this method (for the earlier discussed Data Set C1) are shown in Figure 7.1. 
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Figure 7.1  Results of Lindeloff Model for Data Set C1 and Corresponding Saturated 
Viscosities 
 

The model shows very high viscosities for the undersaturated region. Figure 7.1 

shows the model has a very low predictive capability. The model relies heavily on tuning 

the model parameters (coefficient 1.5 and exponent 0.5) to a match with the experimental 

data. Hence this model has been studied in great detail to investigate if its predictive 

capability can be improved.  

7.1.1 Modifications of the Model 

One observation of this model showed that the dead oil viscosity correlation used by 

the authors applies only until 30 cP. So it might be inappropriate to stretch the relation to 

hundreds of centipoises. Hence, another dead oil viscosity correlation, recently proposed 

by Hossain et al. (2005), was appraised. 
( ) ( ) ),&,(10 268047.8269024.013766.2271523.0 FTcPT OAPIAPI

od µµ −+−=  (7.1) 
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This correlation is based on the experimental data consisting of viscosities ranging to 

thousands of cPs. In above correlation, the API gravity is substituted in terms of the 

mixture molecular weight. The conversion between the API gravity and the molecular 

weight is carried out with the following relation by Lasater (1958): 

0386.1
1

9.7864






=

API
MW o  (7.2) 

In Equation 7.2, MW is the C5+ fraction molecular weight. In practice, the numerical 

constants can be readjusted to make it a true mixture molecular weight (to include lighter 

components). Since the mixture molecular weight is often tuned to match the viscosities, 

no attempt has been made to modify the constants in Equation 7.2.  

Secondly, the authors have maintained the ratio of weight to number averaged 

molecular weights as a constant, 1.5. The authors further stated that this ratio can be used 

as a tunable parameter, if desired. This ratio can be obtained easily if a DL simulation is 

conducted for an individual oil at stock tank conditions. For the oil samples studied, this 

ratio was observed to remain in the range of 1.3 to 3.0. So this ratio appears to have a 

physical significance and it need not be a constant or tunable parameter, but should be 

evaluated for an individual oil sample. In addition to this, the pressure effect for the 

undersaturated region has been established by the commonly known exponential 

relationship: 

( )[ ]o
o

PPm −= exp
µ
µ  (7.3) 

In this correlation the coefficient of the pressure differential, m, is assumed to be a 

constant number. This coefficient is not invariable but is a function of many parameters 

such as temperature, oil gravity, etc. This is illustrated in Figure 7.2. 

 



130 
 

T emperature E ffec t on Unders aturated 
Vis c os ity (Data S et C 1)

0

20

40

60

80

100

120

0 1000 2000 3000 4000 5000

P res s ure, ps ia

V
is

co
si

ty
, c

P

T  = 100 deg F

T  = 180 deg F

 
 
Figure 7.2  Undersaturated Viscosities vs. Pressure Profile for Different Temperatures 
 

Figure 7.2 shows that as the temperature decreases, the pressure effect becomes more 

pronounced for the same oil studied (higher slope of the line). Many researchers have 

recognized this effect and have attempted to incorporate it appropriately. For example, 

Bergman and Sutton (2006) assimilated this effect in terms of bubble point viscosity. But 

all of these correlations are suited for black-oil simulators. For compositional modeling, it 

is ideal to have a correlation in terms of abstract variables, e.g. temperature. 

In the absence of such a correlation in the literature, one practical approach has been 

suggested. Ideally, live oil viscosity measurements have to be carried out as a function of 

pressure for various temperatures. Of the existing data, sets C, D, and E have viscosity 

data available as a function of pressure for three different temperatures. The 

undersaturated viscosity-pressure data present for these temperatures have been used to 

capture the above-mentioned effect. The coefficient m has been fitted as a function of 

temperature. It was also observed that m is a weak function of the molecular weight of 

the oil. As oil becomes heavy, the pressure effect seems to be enhanced. The relation is 

represented as follows: 

( )RTpsiam
T

MWm O,&,108086.1102489.11045023.6 1
2

75 −
−

−− ×
+×+×=

               (7.4) 

From this correlation, it is seen that m is a strong function of temperature and a very 

weak function of the oil molecular weight. The molecular weight, MW, in Equation 7.4, 

is the number-averaged molecular weight. After applying all of the suggested changes, 
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the model is left with only tunable parameter, the exponent 0.5. This can be tuned to get a 

match with the experimental data. 

7.1.2 Results and Discussion 

This modified Lindeloff model and the original model were applied to Data Set C1 

and the results compared. In the original model, all of the three parameters; coefficient 

1.5, exponent 0.5, and the pressure differential coefficient m, are tuned to get the match 

with the experimental data. The original paper (Lindeloff et al., 2004) recommended 

varying the first two parameters only. It is impossible to get a good match for the 

undersaturated region with the constant pressure differential coefficient (0.008 atm-1) 

suggested by the authors. Hence, the proposed m correlation was used for this purpose. 

However, for the modified model, only the exponent 0.5 was tuned to get the fit. The 

results are shown in the Figures. 7.3 and 7.4. 
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Figure 7.3  Comparison of Original and Modified Lindeloff models (Data Set C1) 
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Figure 7.4  Comparison of the Modified Molecular Weights (Data Set C1) 
 

Figure 7.3 shows that both the original and modified Lindeloff models seem to fit the 

experimental data very well for the undersaturated region. However, a more careful 

examination of the tuning of the parameters can be judged with the help of Figure 7.4. In 

all Pedersen class models, the mixture molecular weight is increased by a suitable factor 

before being applied in the viscosity model. The main reason for this is that heavy 

molecules contribute more toward the viscosity and need to be accounted for accordingly. 

It may be also that the gases in liquid phase impart more viscosity than in the gas phase 

itself. Hence, their molecular weights also need to be increased before substitution in the 

Pedersen class viscosity models. Carefully studying Figure 7.4, it is evident that the 

molecular weights have to be increased by a considerable amount in the original 

Lindeloff model, as compared to the modified model. The new upgrade seems to be 

fundamentally more accurate and has a higher predictive capability. The only tunable 

parameter remaining is the exponent 0.5, which can be effortlessly tuned to get a match 

with the experimental viscosity data. 

However, Figure 7.3 shows that the saturated viscosities match is just fine for the 

original and modified models. So it may be that the phase behavior of heavy oils needs to 

be restudied for this low pressure region. The phase behavior is utilized, as far as this 

model is concerned, only in terms of the mixture molecular weight at each pressure 

reduction step. Because of the high flexibility of this model, it was decided to try to tune 

the simulated ratio of the weight to number-averaged molecular weights (coefficient 1.5) 
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to see its effect on the viscosity prediction for the saturated region. Thus the tuning 

strategy can be summarized as follows. 

1. Tune the exponent 0.5 to match the viscosities; mainly the bubble point and 

the saturated region viscosities. 

2. Tune the m correlation to match the undersaturated viscosities. This can 

simply be done by multiplying the suitable factor to the m correlation to adjust 

the slope. 

3. Finally, fine tune the ratio of the weight to number-averaged molecular weight 

(coefficient '1.5') to improve a overall match. This may also warrant the final 

readjustment of the m correlation and the exponent 0.5. 

With this tuning strategy, the new result is shown in Figure 7.5. 
 

L indeloff Model

50

60

70

80

90

100

110

120

0 200 400 600 800 1000

P res s ure, ps ia

V
is

co
si

ty
, c

P E xperimental

Orig inal L indeloff

Modified L indeloff

 
 
Figure 7.5  Comparison of Original and Modified Lindeloff models with Additional 
Tuning of Coefficient 1.5 (Data Set C1) 
 

The Percent Average Absolute Deviation (%AAD) for this data set is found to be 

4.22%. As compared to Figure 7.3, a better match is achieved (In the earlier case, %AAD 

was 6.88%). In an earlier fit, the ratio of the weight to number-averaged molecular 

weight was found to be 1.76, which was tuned to 1.64 to get the above fit. The exponent 

0.5 was also readjusted. The molecular weight-pressure profile, shown in Figure 7.4, 

remained virtually invariant by the above combined change. In this data set, for the last 

pressure reduction step of 50 psia to 14.7 psia, the viscosity jumped from 72 cP to 114 

cP. If this atmospheric viscosity point is excluded, the %AAD improves to 2.25%. In 
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Figures 7.3 and 7.5, the results are presented to a pressure of 1000 psia to better illustrate 

the results for the saturated region. For both models, the undersaturated region viscosity 

match was always good.  

A similar strategy was applied to the other data sets. The Sets C, D, and E showed 

significant improvement over the original Lindeloff model. Since the m correlation was 

developed based on the Sets C, D, and E, these are presumed to give good results for the 

undersaturated viscosities. Instead, the results for Set A and Set F are presented below. 

These sets are presented to show the result of the pressure differential coefficient 

correlation, which was developed independent of these data. 

Figures 7.6 (A) and (B) show the results for Data Set A. Figure. 7.6 (A) shows that 

the m correlation, when used as is, under predicted the undersaturated region viscosities. 

To get a good match, the overall m value was tuned (multiplied by factor 1.7) to get a 

good match for the undersaturated region viscosities. Figure 7.6 (B) shows that the 

viscosities are accurately predicted. Again, for saturated region viscosities it is seen that 

for the last pressure reduction step from 300 psia to atmospheric pressure, the viscosity 

value jumped from 197 cP to 475 cP. If this atmospheric viscosity point is not 

considered, the %AAD for this data set becomes 3.35%. 

Figures 7.7 (A) and (B) show the results for Data Set F. After tuning the m 

correlation, the %AAD for this data set is found to be 5.5%. The model, however, failed 

to produce a good match for the saturated region viscosities. Since this phenomenon is 

observed with Data Set C1 and A as well, it seems that this viscosity model is incapable 

of predicting the viscosity behavior at very low pressures, especially close to atmospheric 

pressures. Thus this three-parameter model should be further improved to get a 

simultaneous good prediction for both the saturated as well as the undersaturated region 

viscosities. It may be also that the compositional changes, which are obviously quite 

significant, are not adequately captured by the EOS model. 

Though the original Lindeloff model also seems to give good results when compared 

to the modified model, as stated earlier, the mixture molecular weights need to be 

increased significantly as compared to the new modified model. Moreover, while 

applying the original model, the original constant pressure correction coefficient (0.008 

atm-1) was replaced by the new proposed correlation. Without using the proposed 

correlation it impossible to get a good match.  
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Figure 7.6 (A) and (B)  Lindeloff Model: Data Set A with Tuned m Correlation 
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Figure 7.7 (A) and (B)  Lindeloff Model: Data Set F with Tuned m Correlation 
 

The explicit nature of the Lindeloff model offers the greatest advantage: the various 

phase behavior properties, such as bubble point pressure, density, solution gas/oil ratio, 

etc., can be tuned independent of the viscosities. The commonly used tunable parameters, 

such as Pc, Tc, etc., are not featured in the Lindeloff model. This explicit nature allows 

carrying out tuning in commonly employed Microsoft® Excel® software. In this case, the 

above tuning strategy will certainly be practical. 

(A) 

(B) 
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7.2 Further Improvements 

As discussed earlier, the proposed modified Lindeloff model was incapable of 

predicting viscosities at very low pressures. Additionally, it was also concluded that the 

tuning of the entire viscosity-pressure profile is virtually impossible with the earlier 

modified three-parameter Lindeloff model. After evaluating various options, the model 

was split into two regions: undersaturated and saturated viscosities. While moving from 

the pivotal bubble point viscosity point, for the undersaturated region, the viscosities 

increase due to increase in pressure itself. On the other hand, for the saturated region, the 

viscosities increase due to an increase in heaviness of oil (due to compositional changes). 

The decrease in pressure actually decreases the viscosities. Since, for both the 

undersaturated and saturated region, the viscosity increase is due to a different physical 

phenomenon, it is logical to divide model into the two regions. Additionally, this split 

may better control the tuning procedure. 

The same calculations were performed for the two regions except the two Lindeloff 

parameters would have different values. Despite this, the viscosities close to atmospheric 

pressure (typically below 60 psia) were not able to produce a good match. This was the 

case with most of the data sets where the viscosity profile showed a sudden jump for the 

saturated region. As already known, the Lindeloff model mainly relies in adjusting the 

mixture molecular weight by a suitable factor to get the viscosity match. This multiplying 

factor, MF, is represented by following equation: 
5.0

5.1 







=

n

w

MW
MW

MF  (7.5) 

For any saturated viscosity-pressure profile, the ratio of the weight to number-

averaged molecular weight continuously decreases as the pressure is decreased. For Data 

Set C1, this is illustrated in Table 7.1. 
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Pressure, 

psia MWn MWw MWw / MWn 

5000 276.3 523.7 1.90 
4000 276.3 523.7 1.90 
3000 276.3 523.7 1.90 
2000 276.3 523.7 1.90 
1000 276.3 523.7 1.90 
500 276.3 523.7 1.90 
178 276.3 523.7 1.90 
170 276.8 523.7 1.89 
160 277.4 523.8 1.89 
150 278.0 523.9 1.88 
140 278.7 524.0 1.88 
120 280.1 524.3 1.87 
100 281.8 524.6 1.86 
80 283.7 524.9 1.85 
60 286.0 525.3 1.84 
50 287.2 525.5 1.83 

14.7 300.0 529.1 1.76 
 
Table 7.1  Sample Calculation Showing Variation of Multiplying Factor with Pressure  
(Data Set C1) 
 

Table 7.1 shows that as the pressure is reduced below the bubble point, the ratio of 

the weight to number-averaged molecular weight decreases. The authors (Lindeloff et al., 

2004) claimed that for dead oil this ratio generally becomes 1.5 or less. For oil samples 

studied in this work, the lowest value for this ratio was found to be 1.44. For this 

particular data set in question, the ratio is found to be 1.76. Hence, MF also decreases 

accordingly for constant model parameters, coefficient 1.5 and exponent 0.5. Though the 

mixture molecular weight increases with decreases in pressure for the saturated region, 

this ever decreasing nature of MF makes it difficult to follow with the much higher low 

pressure region viscosities. This nature of MF is represented in Figure 7.8. 
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Figure 7.8  Multiplying Factor (MF) Nature for Data Set C1 
 

Figure 7.8 also shows the values of MF required to get a nearly exact fit with the 

experimental data. It is clearly seen that to match the low pressure region viscosities, it is 

necessary to increase MF. One option is to divide the saturated region at this particular 

point (about 60 psia for Data Set C1). It was decided to further split the saturated region 

at this point. The sum of the mole fractions of either light or heavy components, obtained 

during differential liberation test simulation, if plotted against corresponding pressure, 

usually shows a noticeable change in the slope at this split point. This criterion can be 

used to get the transition point analytically. Different expressions were evaluated to 

obtain the desired trend for the multiplying factor. But it was decided to use the same 

earlier expression (Equation 7.5) to maintain continuity in the analysis. 

In the Lindeloff model, only the molecular weights are tuned to get a match with the 

experimental data. This could very well mean that for the same molecular weights at the 

same temperature, the model will predict equal viscosities. But this is not the case. 

Compared to light oils, heavy oils are dominated by undefined components, and despite 

similar molecular weights, viscosities can differ significantly. Therefore, oil chemistry 

also needs to be taken into account. In absence of this, the model at least requires one 

more degree of confidence. Otherwise, it will be difficult to differentiate between the two 

oils with similar molecular weights. For this, the viscosity of the flashed oil (atmospheric 

pressure and reservoir temperature) is assumed to be known. This data point can easily be 

obtained and is as good as measuring the dead oil viscosity at a given reservoir 

temperature. This data point is then used to tune the dead oil viscosity correlation. This 
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correlation can then correctly represent the dead oil viscosities for varying molecular 

weights at different pressures below the bubble point pressure. 

The undersaturated viscosity versus pressure relation can take various forms, as 

summarized by Bergman and Sutton (2006). The relation can be mainly of two types: 1. 

Linear, and 2. Exponential, as shown in the following equations: 

Linear relation: 

( )bb PPm −+= µµ  (7.6) 

Exponential relation: 

( )b
b

PPm −=







µ
µln  (7.7) 

Where, 

Pb = bubble point pressure 

µb = corresponding viscosity 

For the calculations performed until this moment, the exponential relation was used. 

But careful observation showed that the linear relation can properly describe the 

undersaturated viscosity behavior. This is illustrated in Table 7.2. 

 

Data Set 
Coefficient of Determination (R2) 

Linear Relation Exponential Relation 

Set A 0.999 0.987 
Set C1 1.000 0.986 
Set C2 0.999 0.986 
Set C3 0.999 0.986 
Set D1 0.999 0.974 
Set D2 0.999 0.985 
Set D3 1.000 0.985 
Set F 0.999 0.988 

 0.999 0.985 
 
Table 7.2 Undersaturated Viscosity Behavior: Linear vs. Exponential Relation 
 

Table 7.2 shows that the linear relation better fits the viscosity versus pressure 

relation for all of the selected data sets. Therefore, in all of the prior calculations, the 

exponential relation is replaced with that of linear relation. 

In an earlier section, a separate correlation was developed for the pressure differential 

parameter, m. A similar correlation can be developed for the linear dependence and can 
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be equally applied here. But, for a given temperature, it was observed that the variation in 

the m is very small (as appropriately seen in the corresponding correlation, Equation 7.4), 

where change in the molecular weight has a very weak dependence on the value of m). 

Hence, m can be essentially kept the same for all three regions. Additionally, it was 

decided to keep m as a tunable parameter as the introduction of geographically diverse 

data sets would have voided the reliability of the earlier correlation.  

Figure 7.9 summarizes the new changes proposed to the already modified Lindeloff 

model. The basic steps behind the modeling can be stated here: 

1. Calculate the dead oil viscosity for a given molecular weight and temperature. 

2. Incorporate the pressure effect by applying the linear viscosity versus pressure 

relation, as stated earlier in Equation 7.6. 

Thus for any given pressure and temperature, irrespective of undersaturated or 

saturated region, viscosity is computed using the dead oil viscosity and the linear relation 

between the viscosity and the pressure. For any region, the slope of the line is assumed to 

remain the same. For tuning purposes, all three regions can be tuned simultaneously but 

independent of each other. 

7.2.1 Tuning Strategy 

As noted earlier, the explicit nature of Lindeloff model offers the greatest advantage- 

phase behavior can be tuned independent of the viscosities. Also, as discussed in Section 

5.2, the tuning of EOS is a nonlinear minimization problem. The built-in MatLab® 

'lsqnonlin' solver is used for this purpose. 

After setting up EOS with phase behavior data, the Lindeloff model parameters are 

tuned separately. With further improvements in the modified Lindeloff model, the 

following seven parameters available for tuning the new viscosity model; the two original 

Lindeloff model parameters (coefficient 1.5 and exponent 0.5) for three different regions 

and the slope m of the linear relationship. At first, the dead oil viscosity correlation is 

tuned with the experimental dead oil viscosity data point for the given reservoir 

temperature. The linear slope, m, is fitted exclusively for the undersaturated viscosity 

data and subsequently employed for the saturated viscosities. 
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Figure 7.9  Conceptual Representation of Lindeloff Viscosity Model with New 
Modifications 
 

All three regions are fitted simultaneously but independent of each other. The 

coefficient 1.5 has a significance of the ratio of the weight-averaged to number-averaged 
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molecular weight at the stock tank conditions. For the data sets studied, this ratio varied 

between 1.3 and 3.0. Instead of using the numeral 1.5 in Equations 2.16 and 2.17 as a 

criterion to determine mixture molecular weight, the ratio of the weight to number-

averaged molecular weight for the dead oil itself is used. This forces the atmospheric 

viscosity data point to match the experimental dead oil viscosity. Additionally for the 

exponent 0.5, based on the simulation experience, the lower and upper bounds are set to 

be -1.0 and 2.0 respectively. The negative lower bound suggests that in some cases, the 

dead oil viscosity correlation predicts higher viscosities for the given number-averaged 

molecular weights and these molecular weights need to be decreased before proceeding 

further. For the linear slope m these values are 10- 05 and 0.5 psia-1, respectively. The 

bounds set for the slope m are a bit more relaxed. It must be noted that these bounds are 

based on the data sets studied so far and can have different values as more data becomes 

available.  

7.2.2 Results and Discussion 

The new concepts were applied to already existing data sets. At first, only Data Set C 

is reported in detail. It will be followed by the remaining data sets. For Data Set C, the 

phase behavior data are available for three different temperatures: bubble point pressure 

and density, API gravity, undersaturated liquid phase densities, and ROV for constant 

composition expansion tests. Pc, Tc, and ω of the pseudo-components are tuned so that 

the tuned values match the data at all three temperatures. The two most important 

parameters, bubble point pressure and corresponding liquid phase density, are compared 

in Table 7.3 for the three temperatures. Table 7.3 shows that a good match is achieved. 

 

Data Set T, °F 
Bubble point Pressure, 

psia 
Bubble point Liquid 

Density, lbm/ft3 

Exp Tuned Exp Tuned 
C1 100 178 173.6 55.6 55.38 
C2 140 201 202.1 54.6 54.33 
C3 180 225 231.9 53.4 53.26 

 
Table 7.3  Comparison of the Experimental and Tuned PVT Data (Data Set C) 
 

After setting up the EOS with the experimental phase behavior data, the viscosity data 

were fitted with the tuning strategy proposed earlier. The results are shown in Figure 
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7.10. This figure shows that it is possible to get a very good match with the experimental 

data by using the new modified Lindeloff model. The percent average absolute deviation 

(%AAD) values for above three data sets are 0.91, 1.69, and 1.43, respectively. Table 7.4 

summarizes the tuned Lindeloff model parameters for the three data sets. 

 
Data 
Set T, °F 

Region I Region II Region III 
m, psia-1 

1.5 0.5 1.5 0.5 1.5 0.5 

C1 100 1.9626 0.429 2.6402 0.052 1.4000 0.012 0.0094 
C2 140 1.9945 0.478 3.0000 0.030 1.4000 0.031 0.0034 
C3 180 1.9462 0.416 2.8314 0.042 1.4000 0.034 0.0017 

 
Table 7.4  Tuned New Lindeloff Model Parameters for Data Set C 
 

Table 7.4 shows that, as expected, the slope m decreases as temperature increases. 

The rest of the tuned parameters also fall within the given bounds, although on few 

occasions they reach the limits. However, tuned parameters do not show any monotonic 

trends as temperature increases for the above data sets. It may have to do with the initial 

tuning of the dead oil viscosity correlation which might have changed the reference point. 

Nevertheless, the model parameters in individual regions are pretty close to each other 

and it shows that the model is consistent in nature. The results of this new model for the 

remaining data sets are shown in Figures 7.11-7.17. 

Figures 7.11 through 7.17 summarize the results of the new Lindeloff model for the 

remaining data sets. Data Sets G and H, represent the samples characterized by Alurkar 

(2007), representing oils from the ANS. For Data Sets D and E1, the bubble point 

pressures are very low (<500 psia) compared to the pressures used during the 

experimental measurements (5000 psia). Hence, a separate analysis is provided for the 

saturated viscosities. The results can be best judged with the %AADs. Table 7.5 shows 

the values of model parameters for all data sets and corresponding %AADs. As also 

depicted by Figs. 7.11 to 7.17, Table 7.5 equally shows that very good match can be 

achieved with the experimental data. The %AADs are very low and for Data Sets G and 

H, representing ANS oils, the %AADs are less than one. For Data Set E, only the first 

subset (E1) was simulated as the remaining subsets viscosity values are in single digits 

(equivalent temperatures, To, are greater than 65 K). Hence these viscosities are not truly 

representative of medium-heavy oils. For the twelve data sets represented above, the 

average AAD is 1.37%. 
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Figure 7.10  Results of New Lindeloff Model for Data Set C (C1, C2, and C3) with 
Corresponding Saturated Viscosities 
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Figure 7.10 (continued)  Results of New Lindeloff Model for Data Set C (C1, C2, and 
C3) with Corresponding Saturated Viscosities 
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Figure 7.10 (continued)  Results of New Lindeloff Model for Data Set C (C1, C2, and 
C3) with Corresponding Saturated Viscosities 

New Lindeloff Model (Set C3)
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New Lindeloff Model (Set A)
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Figure 7.11  Results of New Lindeloff Model for Data Set A 
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Figure 7.12  Results of New Lindeloff Model for Data Set B 
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Figure 7.13  Results of New Lindeloff Model for Data Set D (D1, D2, and D3) with 
Corresponding Saturated Viscosities 
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Figure 7.13 (continued)  Results of New Lindeloff Model for Data Set D (D1, D2, and 
D3) with Corresponding Saturated Viscosities 
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Figure 7.13 (continued)  Results of New Lindeloff Model for Data Set D (D1, D2, and 
D3) with Corresponding Saturated Viscosities 

New Lindeloff Model (Set D3)
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Figure 7.14  Results of New Lindeloff Model for Data Set E (E1 only) with 
Corresponding Saturated Viscosities 
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New Lindeloff Model (Set F)
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Figure 7.15  Results of New Lindeloff Model for Data Set F 
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Figure 7.16  Results of New Lindeloff Model for Data Set G 



154 
 

New Lindeloff Model (Set H)
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Figure 7.17  Results of New Lindeloff Model for Data Set H 
 

Data 
Set T, oF 

Region I Region II Region III m, 
psia-1 

% 
AAD 1.5 0.5 1.5 0.5 1.5 0.5 

A 130 2.25 0.18 2.17 0.39 1.78 -0.71 0.0128 3.59 
B 171 1.59 0.63 1.61 0.61 1.55 0.20 0.0021 0.64 

C1 100 1.96 0.43 2.64 0.05 1.40 0.01 0.0094 0.91 
C2 140 1.99 0.48 3.00 0.03 1.40 0.03 0.0034 1.69 
C3 180 1.95 0.42 2.83 0.04 1.40 0.03 0.0017 1.43 
D1 100 2.02 0.52 1.86 -0.68 1.68 0.14 0.0072 1.66 
D2 140 2.02 0.52 3.00 0.03 1.77 -0.57 0.0036 1.80 
D3 180 2.10 0.63 3.00 0.05 1.74 -0.41 0.0017 2.56 
E1 80 1.77 0.85 1.80 0.94 1.78 0.79 0.0014 0.37 
F 114 1.80 0.80 1.67 0.54 1.62 0.36 0.0299 0.24 
G 84 1.44 0.65 1.44 0.67 1.39 0.22 0.0573 0.79 
H 81 1.65 0.97 1.59 0.87 1.57 0.77 0.0477 0.73 

 
Table 7.5  Summary of New Lindeloff Model Results for All Data Sets 

7.3 Predictive Nature of the New Modified Lindeloff Model 

It was already shown that it is very difficult to make the new modified Lindeloff 

model predictive. With the data samples from different geographical locations around the 

world, it is not possible to describe any mathematical relationship between the tuned 

parameters. However, the Data Sets C, D, and E have viscosity data available for three 
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different temperatures. Hence, as far as the temperature effect is concerned, the proposed 

model can be tested in the predictive mode. Data Set E is not considered for present 

analysis for the reasons stated earlier. To demonstrate this, at first, Data Sets C2 and C3 

were simulated with the tuned model parameters for Data Set C1 only. The results are 

represented in the Figures 7.18 and 7.19 respectively. The results show that a 

considerably good match can be achieved. The AADs for these two data sets are 3.93% 

and 2.30%, respectively. As far as Data Set D is concerned, the subsets D1 and D3 are 

simulated with the model parameters for Data Set D2 only. The results are represented in 

Figures 7.20 and 7.21, respectively. 

The AADs for these two data sets are 7.5% and 10.8% respectively. Considering this 

wide range (80°F), both the data sets have responded remarkably in the predictive mode. 

The above results are not completely predictive though. The atmospheric pressure 

viscosity data point in addition to the pressure differential coefficient, m, was also 

assumed to be known for individual data set. Ideally, the atmospheric viscosity can be 

predicted if the dead oil correlation can be tuned specifically for similar oils from one 

particular geographic region. Similarly, a suitable m correlation can be developed for 

these oils if sufficient data are present. Then the model parameters can be tuned to one 

particular data set only and can be subsequently used for the prediction of the viscosities 

of the oils of similar nature.  
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Figure 7.18  Simulation Results for Data Set C2 (and Corresponding Saturated 
Viscosities) with the Tuned Parameters for Data Set C1 
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Figure 7.19  Simulation Results for Data Set C3 (and Corresponding Saturated 
Viscosities) with the Tuned Parameters for Data Set C1 
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Figure 7.20 Simulation Results for Data Set D1 (and Corresponding Saturated 
Viscosities) with the Tuned Parameters for Data Set D2 
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Figure7.21  Simulation Results for Data Set D3 (and Corresponding Saturated 
Viscosities)  
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7.4 Strategies for Perfecting the New Modified Lindeloff Model 

The new modified Lindeloff model has shown that a very good fit can be achieved. A 

careful observation of the saturated viscosities, however, shows that there is a 

characteristic discontinuity in the otherwise continuous curve. This is represented in 

detail in Figure 7.22 (Data Set D2). The discontinuity is present as a result of the way the 

data were fitted. In the above figure, the data points between C and C’, including point C 

and C’, are used to fit the Region I. While the data points between B and B’ (both 

inclusive) and A and A’ (both inclusive) are used to fit the Region II and Region III, 

respectively. The last data point in the Region III represents the dead oil viscosity at 

reservoir temperature. This independent tuning of different regions results in a 

discontinuous curve. However, this is purely a mathematical inadequacy of the present 

model. The above shortfall of the model can be improved by including both, the bubble 

point viscosity and transition-point viscosity data points for fitting of Region II. It is not 

always possible to get the exact match of these data points. Hence, an average is sought 

between the fitted bubble point viscosity values for the Region II and Region III and the 

fitted transition-point viscosity values for the Region I and Region II respectively. This 

allows a smooth curve. This is demonstrated in Figure 7.23 (Data Set C2). 

The above strategy can be applied to all of the data sets studied.  It must be noted that 

the resultant fitted values for the model parameters also do change with the this 

modification. However, the %AAD value improved from 1.69 to 1.03 for the data set 

concerned. 

Another important observation is that the viscosity nature between points B and B’ is 

not a straight line, but concave in shape. For this particular data set, without knowing the 

actual intermediate data points, a straight line was assumed. Since the viscosity model 

almost always returns the curved fit, this explains the significant deviation between the 

experimental results and model predictions for this region. For Data Sets E1 and F, with 

considerable amount of viscosity data for this saturated region, a very good fit can be 

achieved as shown in Figures 7.14 and 7.15, respectively.  
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Figure 7.22  Discontinuous Saturated Viscosity-Pressure Curve 
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Figure 7.23  Results of New Lindeloff Model for Data Set C2 with and without the 
Smooth Curve 
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strict determination of the transition point. If above criterion fails, then the behavior of 

the two-phase formation volume factor, Bt, can be used to determine the transition point. 

Bt significantly increases due to reduction in pressure below the bubble point pressure. At 

lower pressures, Bt shows sudden increase due to the evolution of increasing amounts of 

gas. The pressure at which this sudden change occurs usually coincides with the 

transition point.  

In general, the Region III represents viscosities close to atmospheric pressure. Since 

these very low pressures are generally not encountered in the reservoirs, this region is not 

studied in great depth in literature. However, the viscosity prediction in this region is 

important as far as heavy oil transportation and designing of the surface facilities are 

concerned. Hence, it is imperative that the heavy oil phase behavior needs to be 

understood properly for a successful theoretical determination of the transition point.  
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Chapter 8 RESERVOIR SIMULATION 
An equation of state compositional reservoir simulation was conducted to evaluate 

heavy oil recovery from the West Sak reservoir by applying enhanced oil recovery 

techniques. The EOS models were tuned using phase behavior data obtained in this study. 

The following sections describe the reservoir simulation methodology and results. 

8.1 Equation of State Model Tuning 

The Peng-Robinson equation of state (PR-EOS) was used for the reservoir simulation 

for the following reasons: 

• The PR-EOS uses a universal critical compressibility factor of 0.307, which is 

closer to the experimental values for heavier hydrocarbons and somewhat 

lower than the Redlich-Kwong value of 0.333. 

• The PR-EOS gives more accurate and satisfactory volumetric predictions for 

vapor and liquid phases when used with volume translation. 

The experimental data used for carrying out the equation of state modeling consisted 

of the following: 

• Compositional analysis of the West Sak oil up to C21+ 

• Saturation pressure at the reservoir temperature of 80°F  

• Pressure-Volume-Temperature experimental data, mainly differential 

liberation (DL), constant composition expansion (CCE) 

To study how well the data fits the PR-EOS, initial runs were carried out using just 

the compositional data. The shape of the phase envelope was studied along with the 

predicted saturation pressure. When it was found that the predictions were erroneous in 

the absence of tuning, experimental data was used to fit the predicted values by 

regression of EOS parameters. The initial regression runs were carried out using the 

original West Sak oil composition distribution to narrow down the number of EOS 

parameters used for regression. Different EOS parameters were selected and regression 

was carried out until a good match between the experimental data and the values 

predicted by WinProp was obtained. Careful attention was paid to the number of data 

points used in the tuning. Too many data points would add to the complexity of 

regression and the flexibility of the EOS parameters. Too few data points would not give 

good predictions. Likewise, oil viscosity, liquid volume %, and relative volume were 
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selected as the experimental data set because it difficult to get a good match of these data 

points. The main objective during such runs was obtaining a good match of saturation 

pressure values, oil viscosities, and oil densities. However, the predictions of other PVT 

properties were maintained within a reasonable range. Apart from changing the 

combination of EOS parameters selected for regression, different property correlations 

and the effect of inclusion of binary interaction parameters (BIP) on the EOS predictions 

were also studied. The percent deviation in the values of the EOS parameters used for 

tuning was maintained within a permissible range defined by the parameter itself and the 

regression model. 

Once a good match between the experimental values and EOS predictions was 

obtained, lumping was carried out to reduce the number of components. Lumping reduces 

the time required for reservoir simulation. Different lumping schemes were used and the 

results were studied. The main aim was to reduce the number of components without 

compromising on the accuracy of EOS predictions. A step by step procedure adopted for 

the EOS model development is given by Moyre (2007). 

The same procedure used for a characterized oil sample was adopted to tune the EOS 

for the lumped sample. Finally, a tuned EOS with the lumped sample was developed and 

used for West Sak reservoir simulation purposes.  

8.2 Reservoir Simulation 

After developing the model for the EOS, the next task was to study the potential of 

the West Sak reservoir for enhanced oil recovery (EOR) using gas injection. As West Sak 

is a very large reservoir, for simulation purposes a 40-acre area was chosen. Initially a 

comparative study was performed for different gases to be used as the injectant for 

enhanced oil recovery. A vertical 5-spot injection pattern was selected with the four 

injectors at the four corners and a producer well at the center. The project life was 25 

years, from Jan 2006 to Dec 2030. After performing a detailed analysis for this vertical 

injection pattern, the gas with the best performance was selected for study of its 

effectiveness in a horizontal well pattern case. 

CMG’s GEM, a reservoir simulation application, was used for the study. GEM 

provides features such as the building of grid blocks to define the reservoir and its 

properties (porosity, permeability, sand layer thickness, depth, water saturation, relative 

permeability). Operating conditions such as the temperature and pressure can also be 
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defined. Reservoir performance can be analyzed under various operating parameters such 

as the well bottom-hole pressure and production rates of oil and gas. 

8.2.1 Model Development 

To define the reservoir, a three-dimensional Cartesian coordinate system was used for 

the study. Accordingly, I, J, and K defined the three directional axes; I and J axes 

perpendicular to each other and in the same plane, and K axis was perpendicular to the IJ 

plane. The West Sak reservoir was defined to have five producing layers with definite 

porosity and permeability values, with alternate shale layers embedded in between the 

sand layers. The shale layer was considered to be impermeable with zero porosity. The 

entire reservoir was built in the form of grid blocks in all the three directions. 

Accordingly, for a 40-acre area, there were 25 grid blocks each in the I and J direction 

and 9 such planes of grid blocks in the K direction making a total of 5625 grid blocks for 

the entire reservoir. A pictorial view of the reservoir configuration with marked locations 

of producer and injectors is shown in Figure 8.1. The reservoir properties are listed in 

Table 8.1. Relative permeability data required for the reservoir model was taken from 

Bakshi (1991). 

 
 
Figure 8.1  West Sak Reservoir Model View 
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Layer No. Sand Interval 
(ft) 

Avg. 
Porosity 

(%) 

Avg. water 
saturation, 

(%) 

Net pay 
(ft) 

9-topmost Upper 1 3544-3584 30 24 30 

7 Upper 2 3614-3640 31 31 21 

5 Lower 1 3660-3686 23 45 3 

3 Lower 2 3695-3760 25 47 3 

1-bottommost Lower3 3776-3814 27 41 17 
 
Table 8.1  West Sak Reservoir Properties (Bakshi, 1991) 
 

8.2.2 Enhanced Oil Recovery 

After building the reservoir model, reservoir simulation studies of enhanced oil 

recovery for the West Sak reservoir using gas injection were performed. The first task 

was the selection of gases to be used as injectant in the study. Since this was intended to 

be a comparative study, gases covering a wide spectrum of compositional variations were 

considered. The basic requirement for such a selection was the availability of the gases 

on the Alaska North Slope (ANS). Patil (2006) has proposed geologic sequestration of 

CO2 as an option to control its emissions on the ANS. This sequestered CO2 can be 

utilized as an injectant in EOR. Sharma et al. (1988) estimated the Prudhoe Bay field to 

contain approximately 29 trillion cubic feet of natural gas, composed mainly of methane. 

Such a large reservoir of gas can definitely serve as the source gas in any gas injection 

scheme. Miscible Injectant 1 (MI 1), Miscible Injectant 8 (MI 8), and West Sak Viscosity 

Reducing Injectant (VRI) are the gases currently used as injectant gases by BP 

Exploration (Alaska) Inc. (BPXA) on the ANS under various EOR schemes. All these 

gases were employed for EOR after careful study of the reservoir and the conditions 

present. West Sak VRI is one such gas designed by BPXA for the West Sak reservoir. 

VRI simply stands for viscosity reducing injectant and is manufactured by mixing heavy 

components with the produced gas which is generally lean on the ANS. Some amount of 

CO2 stripping is required to achieve miscibility conditions. MI 8 was another such gas 

used on the ANS. It is an extremely rich gas stripped completely of the heavier fractions 

(C7+) and CO2. It has 42% of intermediates mainly rich in C3 and C4. MI 1 is a very lean 
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gas having almost 95% of methane. Figure 8.2 shows a comparison of the compositional 

variation of the injection gases selected for the present study. 

 
 
Figure 8.2  Component Distribution Comparison for the Gas Injectants  
 

Having carefully selected the gases for the EOR study, the next step was designing 

the project. Project life was chosen to be for 25 years. Necessary pore volume (PV) 

calculations were done and it was decided to use 10%, 20%, 30%, 40%, and 50% as 

injection PV for different runs. Reservoir operating parameters are of prime importance 

in any reservoir simulation model. Due consideration to the integrity of these parameters 

should be given while making this selection. An obvious choice was to select bottom-

hole pressure and production rate as the operating parameters. The values of these 

parameters were fixed after giving due considerations to all the constraints. Some of these 

considerations were reservoir pressure, reservoir fracture pressure, drawdown, and daily 

production rates. Accordingly, bottom-hole pressure was set at 1,400 psi and the 

production rate at 500 bbl/day. These operating parameters were kept fixed for all the 

gases and all the PV runs to make a uniform comparison. Gas injection pressure for the 

injector well was determined by the reservoir fracture pressure constraint and was set at a 

value of 3,000 psi. Gas injection rates are determined depending upon the PV of gas 

being injected. A vertical 5-spot injection pattern was chosen as shown in Figure 8.3. 
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Figure 8.3  Top View of the Reservoir Model Showing the Location of Producer and 
Injector Wells for a 5-spot Injection Pattern 
 

To compare the potential of different gases as an EOR agents, we compared the 

production profiles for the entire life of the project for all the gases at different PVs. A 

simplistic comparison would be to just compare the cumulative recovery calculated in 

terms of original oil in place for all individual cases.  

Plots of percentage pore volume of gas injected versus production rate were drawn to 

study the results. For the purpose of the comparative analysis of the performance of 

various gases, percentage pore volume of gas injected versus cumulative recovery was 

plotted.  

After careful evaluation of results for a vertical five-spot injection pattern, simulation 

runs were conducted to study the performance of the West Sak reservoir for a horizontal 

producer with a horizontal injector case. Accordingly, two producers and two injectors 

were placed alternately (Figures 8.4 and 8.5). Only three producing layers out of a total of 

five were perforated because the remaining two layers were too thin to drill a horizontal 

well. The gas, MI 8, that performed the best in the case of vertical five-spot injection 

pattern was chosen as the injectant gas for the horizontal case. The same scheme of 

injection runs was employed for the horizontal case. Likewise, 10%, 20%, 30%, and 40% 
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PV injection runs were carried out. Reservoir operating parameters were optimized. It 

was found that using a bottom-hole pressure of 1,400 psi, which was used for the vertical 

injection case, the gas breaks through very quickly. It was inferred that in the case of the 

horizontal injector, since the gas has a much larger space to expand, it expands quickly. 

Hence the drawdown of 300 psi is too large for this case. After numerous runs, the well 

bottom-hole pressure was optimized at 1,650 psi. Conditions for the injector wells were 

maintained at 3,000 psi of injection pressure. Similar plots as those made for the vertical 

well case were made for horizontal injection to study the behavior. Accordingly, 

cumulative oil produced was plotted against time.  

 

 
 
Figure 8.4:  Three-dimensional Pictorial Representation of West Sak Reservoir with 
Alternate Horizontal and Producer Wells 
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Figure 8.5  Top View of the Reservoir Model with the Producers and Injectors 

8.3 Asphaltene Deposition Modeling 

Asphaltene deposition is great concern during enhanced oil recovery operations like 

CO2 flooding. CO2 can cause the asphaltene to deposit and reduce the original 

permeability of the reservoir rock. The main focus of this study is to analyze the change 

in recovery caused by asphaltene deposition in a reservoir simulation model of the West 

Sak reservoir from the ANS.  

For this study a reservoir model of the West Sak reservoir was made using the 

Computer Modeling Group (CMG) STARS software. This model is based on a previous 

CMG GEM model (Morye, 2007) of the West Sak reservoir. This model was checked for 

accuracy by comparing the oil recovery values obtained by this model with those 

obtained by the GEM model. After a satisfactory match was obtained with between the 

two models, the STARS model was modified to account for the effects of asphaltene 

deposition. A sensitivity analysis was then carried out to understand the effect of 

asphaltene deposition under different flooding rates. 
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8.3.1 West Sak Reservoir Model: 

A model of the West Sak reservoir was made in CMG builder using the existing 

CMG GEM model (Morye, 2007) as reference. The following properties were used in 

designing the reservoir model. The reservoir model is comprised of nine horizontal layers 

starting from layer 1 (bottom layer) to layer 9 (topmost).Average porosity, permeability, 

and other values for each of the layer were input in the model. A fluid model for the 

STARS model was obtained by modifying the GEM fluid model (Table 8.2). This fluid 

model was then imported into the STARS simulator. The oil recovery obtained from the 

simulation of the new STARS model was then compared with the GEM model to confirm 

the new model had all the required data. 

 

 

Table 8.2  West Sak Reservoir Properties (Bakshi, 1992) 
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Figure 8.6  West Sak Reservoir Model 3D Views (CMG STARS) 
 

A comparison of the two models shows a very good match in terms of the ultimate 

recovery obtained as well as the production rate. The graph below shows the production 

profile during simulation with 10% pore volume CO2 injection using CMG STARS (red 

curve) and CMG GEM (blue curve). A good match is indicated since during most of the 

production period there was less than 10 bbl/day difference between the oil rates 

calculated by the STARS and the GEM simulators. 
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Figure 8.7  Oil Rate Comparison at 10% Pore Volume CO2 Injection 
 

After a satisfactory match between the STARS and the GEM model results, the 

STARS model was modified to take into account the effects of asphaltene deposition. 

This was done by introduction of an asphaltene deposition reaction, introduction of a 

blockage factor, and splitting the C7+ fraction. 

• An asphaltene deposition reaction was introduced in the model and tuned to 

remove any mass balance errors. This reaction helps the simulator in 

calculating the amount of asphaltene deposited due to CO2 injection.  

• A blockage factor was then introduced to model the reduction in permeability 

due to asphaltene deposition; this blockage factor was based on the example 

provided in CMG STARS. 

• To correctly model asphaltene deposition the C7+ component was split into 2 

identical components C7+A and C7+B. 

8.3.2 Sensitivity Analysis 

Once the model was ready, a sensitivity analysis was performed to understand the 

effects of asphaltene deposition. This was done by running the simulator using different 

injection rates and different ratios of the C7+A and C7+B fractions. The results were 
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analyzed by comparing curves of cumulative oil produced versus the time over 9,000 

days at different injection rates and C7+ fraction split ratios. 
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Figure 8.8  Effects of Asphaltene Deposition at 10% PV CO2 Injection 
 

 

Figure 8.9  Effects of Asphaltene Deposition at 50% PV CO2 Injection 
 

8.4 EOS Tuning Results 

8.4.1 Equation of State Performance 

The performance of the untuned equation of state in predicting the phase envelope 

and the saturation pressure of the West Sak oil is shown in Figure 8.6. 
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Figure 8.10  Phase Envelope Generated by the Untuned EOS 
 

The saturation pressure value for the West Sak oil predicted by the untuned equation 

of state was 2,783.869 psia at the reservoir temperature of 80°F. The experimental value 

was 1,704 psia. The percentage difference in the two values was 63.37%, indicating a 

significant error in the prediction of saturation pressure. The phase envelope (Figure 8.6) 

is also indicative of the erroneous predictions of the untuned EOS.  

The EOS was then tuned using CMG WinProp. The tuning process improved the 

prediction of saturation pressure value and the value obtained was 1,702 psia which was 

much closer to the experimental value of 1704 psia. The improvement in the phase 

behavior predictions can be seen from the phase envelope generated by the tuned EOS 

(Figure 8.7). 
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Figure 8.11  Phase Envelope after Tuning the EOS 
 

8.4.2 Regression Scheme 

The C21+ fraction was split first to C45+ using the gamma probability distribution 

function as the splitting model. The critical properties of the components after splitting 

were calculated using the Twu correlation. Lumping of components was then performed. 

Accordingly, components heavier than C7 were lumped together into a single component 

fraction as C7+. This plus fraction had components from C7 to C21+. Lumping was done to 

reduce the simulation time in the reservoir simulator. The component compositions and 

properties after lumping are given below in Table 8.2. 
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Components Composition Pc atm Tc  Acentric 
Factor Mol. Wt. 

C02 0.0001597 72.8 304.2 0.225 44.01 

N2 0.0003194 33.5 126.2 0.04 28.013 

C1 0.3826031 45.4 190.6 0.008 16.043 

C2 0.0085537 48.2 305.4 0.098 30.07 

C3 0.0035832 41.9 369.8 0.152 44.097 

NC4 0.0017866 37.5 425.2 0.193 58.124 

NC4 0.0006388 33.3 469.6 0.251 72.151 

FC6 0.0019962 32.46 507.5 0.275 86 

C7+ 0.6003593 12.269 889.54 0.961 368.85 
 
Table 8.3  Composition and Physical Property Data for the Lumped Components 
 

This lumped data series was used for further tuning of the EOS. For the purpose of 

tuning, several experimental data points were selected and given a weight. This weight 

scheme acts as the guideline for the regression model signifying the importance of that 

particular data point. The more a particular data point was weighted, the more forcibly 

the model tried to fit it. Since the top most priority of any tuning scheme is first achieving 

a very good match of the saturation pressure, it is always weighted the most. But in this 

case, the liquid density was found to be very difficult to match and was therefore 

weighted the most The experimental data points selected and their weights are tabulated 

in Table 8.4. 

 
Data Point Weight 
Saturation Pressure 30 
Liquid Density 50 
Oil Specific Gravity SG 50 
Relative Oil Volume 1 
Liquid Volume % 1 

 
Table 8.4  Weight Distribution for EOS Parameters 
 

The next task was to select the regression parameters. The following parameters were 

finally selected. 
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1. Critical Pressure of C7+ (PC) 

2. Critical Temperature of C7+ (TC) 

3. Acentric Factor of C7+ (AF) 

4. Volume Shift (SH) 

5. Coefficients of Pedersen’s corresponding states viscosity model 

a. MW mixing rule coefficient (MU1) 

b. MW mixing rule exponent (MU2) 

c. Coupling factor correlation coefficient (MU3) 

d. Coupling factor correlation density exponent (MU4) 

e. Coupling factor correlation MW exponent (MU5) 

The percentile changes in the values of these parameters during regression are given 

below in Table 8.5. 

Variable Initial Value Final Value % Change 

PC 12.269 12.1 -1.37 

TC 889.54 823.04 -7.48 

AF 0.961 0.63607 -33.81 

SH 0.11515 0.16844 46.29 

MU1 0.00013 0.00016 22.7 

MU2 2.303 2.4263 5.35 

MU3 0.00738 0.00885 20 

MU4 1.847 1.4776 -20 

MU5 0.5173 0.55698 7.67 
 
Table 8.5  Percentage Changes in Values of EOS Parameters Selected for Regression 

 
The performance of tuned and untuned EOS in matching different PVT properties 

like the oil viscosity, relative volume, and liquid volume %, is ascertained with the help 
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of composite plots showing direct comparisons between the values before and after 

regression. The following plots (Figures 8.8-8.10) show such comparisons, clearly 

indicating a better match of the experimental values by the EOS after tuning. It is seen 

that the values obtained after regression (tuned EOS) exactly matches with the 

experimental values. In the absence of any tuning, it is seen that values before regression 

(untuned EOS) do not match with the experimental values. EOS predicted values at 

higher and lower pressures show a good match with the experimental values. The values 

at moderate pressures (1,000 psia to 2,000 psia) show much deviation from the 

experimental values. Since these pressures fall within our current operating range, they 

should be matched accurately. 

 

 
 
Figure 8.12  Regression Summary for Relative Volume 
 
 



181 
 

 
 
Figure 8.13  Regression Summary for Liquid Volume % 
 

 
 
Figure 8.14  Regression Summary for Oil Viscosity 
 

After successfully tuning the EOS, the consistency of the tuned EOS was verified. 

This was done by comparing the predicted values of the tuned EOS with the experimental 
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data not used for tuning purposes. Gas formation volume factor (FVF), deviation factor z, 

and solution gas/oil ratio (GOR) were experimental data sets not used in the tuning 

operation. The success of the tuned EOS will depend upon how well it predicts the values 

of these properties. Figures 8.15-8.17 show the comparisons between the experimental 

data set and tuned EOS. There is a good match between the EOS predicted values and 

experimental values. 

 

 
 
Figure 8.15  Experimental and EOS Predicted Values for Gas FVF 
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Figure 8.16  Experimental and EOS Predicted Values for Deviation Factor z 
 

 

Figure 8.17:  Experimental and EOS Predicted Values for Solution GOR 
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8.5 Reservoir Simulation Results 

8.5.1 Vertical Five-spot Injection Pattern 

Reservoir simulation to study the potential of EOR using gas injection was carried out 

next. Accordingly, 10%, 20,%, 30%, 40%, and 50% PV injection runs for all the injection 

gases were performed. To make a comparative analysis, composite plots of cumulative 

oil produced and cumulative recovery obtained versus time were plotted for different PV 

injection runs and for all injection gases used in the study. MI 8, a rich gas, showed the 

best performance in terms of percentage recovery achieved at breakthrough (Figure 8.18). 

The onset of breakthrough can be determined by observing the cumulative recovery plot. 

It is observed that breakthrough is delayed for lower PV injections of the injectant. 

Hence, for a 50% PV injection the breakthrough occurred after 11.5 years and for a 20% 

PV injection it occurred after 21.5 years. Thus, a decreasing trend is observed in the 

occurrence of breakthrough with an increase in PV of gas being injected. But the 

cumulative oil recoveries shows a positive trend, increasing with the increase in PV of 

gas being injected. The recoveries achieved with MI 8 are as high as 44% for a 50% PV 

injection run (Figure 8.18). Daily production plots for rich gas injection are also plotted 

in Figure 8.19. Using these plots we studied the production profile along the life of 

project and found the production rate increases until breakthrough and decreases after 

breakthrough, typical for any injection case. The fluctuations observed in these plots 

should not be confused with phenomenon of viscous fingering or phase trapping. These 

fluctuations simply indicate the numerical instability of the model. The model tries to 

satisfy two operating constraints (bottom-hole pressure and production rate) and when it 

reaches the limit of one of the operating constraints it switches to the other, resulting in 

numerical instability.  

Figure 8.20 shows that we have a single curve representing all PV injection runs 

when oil recoveries are plotted versus time in dimensionless form. This is expected 

because a higher total volume of gas injection would result in higher oil recovery. 
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Figure 8.18  Composite Cumulative Oil Recovery Plot for Rich Gas Injection 
 

 
 
Figure 8.19  Composite Oil Production Plot for Rich Gas Injection 
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Figure 8.20  Dimensionless Recovery Plot for Rich Gas Injection 
 

The change in the oil saturations in the reservoir over the period of time can also be 

monitored (Figures 8.21 through 8.23). However, it is not practical to observe the 

phenomenon of viscous fingering in these profiles. This is because the size of the grid 

block is much larger than the length or width of the viscous finger. Viscous fingering 

usually takes place when a lighter phase displaces a much heavier phase. To observe 

viscous fingering, we would have to select a much finer grid size. (UAF has license for 

just 10,000 grid blocks and the grid block sizing for the study was selected keeping this 

limitation in mind)  
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Figure 8.21  Oil Saturation Profile at Time t=0 Years 
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Figure 8.22  Oil Saturation Profile at Time t=12 Years  
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Figure 8.23  Oil Saturation Profile at Time t=25 Years 
 

Figure 8.24 shows that CO2, as an injection gas, has a much earlier breakthrough than 

the rich gas injection case. For a 10% PV injection run, we don’t see a clear breakthrough 

point. For a 20% PV injection run, breakthrough occurs around 12 years. For a 50% PV 

injection run breakthrough is achieved around 7.5 years. The cumulative recovery for a 

20% PV injection run at breakthrough is 14.8% while the ultimate recovery for the entire 

project life is 18.75% (Figure 8.24). Thus we see that there is a slight increase in recovery 

even after breakthrough is achieved.  
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Figure 8.24  Composite Cumulative Oil Recovery Plot for CO2 Injection 
 

For lean gas injection, we experience very early breakthrough (Figure 8.25). Thus, for 

a 10% PV injection run breakthrough is achieved in less than 7 years. The cumulative 

recoveries are far less when compared to the rich gas injection case. For a 50% PV 

injection run, ultimate recovery is just 14.9%. Also, not much oil is recovered after 

breakthrough. 

 

 
 
Figure 8.25  Composite Cumulative Oil Recovery Plot for Lean Gas Injection 
 

For the PBG injection case (Figure 8.26), we see a substantial amount of oil is 

recovered after breakthrough is achieved. Thus for a 50% PV injection run, we see that 
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the cumulative oil recovery at breakthrough is 17.5% while the ultimate recovery is 

25.5%, indicating that a substantial amount of oil is recovered even after breakthrough. 

 

 
 
Figure 8.26  Composite Cumulative Oil Recovery Plot for PBG Injection 
 

In the West Sak VRI injection case (Figure 8.27), a substantial amount of oil is 

recovered after breakthrough is achieved. Thus for a 50% PV injection run, the 

cumulative oil recovery at breakthrough is 17.5% and the ultimate oil recovery is 28.3%. 

Even though the recoveries at breakthrough for PBG and West Sak VRI are the same, in 

the case of the West Sak VRI injection slightly more oil is recovered when compared to 

the PBG injection case. 
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Figure 8.27  Composite Cumulative Oil Recovery Plot for West Sak VRI Injection 
 

Figure 8.28 is a composite oil recovery plot of all the injection gases for a 30% PV 

injection run. For the rich gas injection case, we experience a much delayed breakthrough 

when compared to the other injection gases. Also the cumulative oil produced is much 

greater for the rich gas injection when compared to other gases. It is seen that curves for 

different gases are represented by a single curve until breakthrough, and it branches out 

after breakthrough for the respective gas. This kind of behavior is expected for any gas 

injection scheme and hence it verifies the authenticity of the simulation model. 
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Figure 8.28  Composite Cumulative Recovery Plot for all Injection Gases for 30% PV 
Injection 
 

Figure 8.29 shows a direct comparison for all the injection gases in terms of ultimate 

recoveries obtained. The ultimate recoveries of CO2, West Sak VRI, and PBG fall in the 

same range. A much superior recovery performance for rich gas injection is seen. 

 

 
 
Figure 8.29  Comparison of Ultimate Recoveries Obtained for all Injection Gases 
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8.5.2 Horizontal Injection Pattern  

The performance of the reservoir with horizontal well injection was analyzed the 

same way as the vertical injector case. Accordingly, cumulative production of oil and 

cumulative oil recovery versus time for 10%, 20%, 30%, 40%, and 50% PV rich gas 

injection were studied. A sample recovery plot for 30% PV injection is shown in Figure 

8.30. Cumulative recovery increases with the increase in PV of gas being injected. 

Recoveries obtained for the respective PV are also plotted. A horizontal well is found to 

have a little less recovery than a vertical well for a particular PV of gas being injected 

(Figures 8.31 and 8.32). This is mainly because the horizontal well acts as a line drive as 

the producing layer is represented by only one grid block in the vertical or z-direction. 

 
 

 
Figure 8.30  Cumulative Oil Produced and Cumulative Recovery Obtained for 30% PV 
Rich Gas Injection 
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Figure 8.31: Comparison of Performance between Horizontal and Vertical Injection for a 
40% PV Rich Gas Injection 
 

 
 
Figure 8.32  Comparison of Ultimate Recoveries for Horizontal and Vertical Injection for 
Rich Gas Injection 
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Chapter 9 CONCLUSIONS 
A comprehensive research program was undertaken to study the phase behavior and 

fluid properties of viscous oils from the Alaska North Slope. Phase behavior of heavy oil 

samples from ANS was studied experimentally and through EOS modeling. 

Compositional and semi-empirical viscosity models were evaluated for predicting 

viscosity of medium-heavy (viscous) oils. Modifications were made to the Lindeloff 

model to improve its predictive capabilities for viscous oils. A compositional reservoir 

simulation study using tuned EOS was performed to evaluate various EOR scenarios for 

ANS viscous oil from the West Sak reservoir. A simulation study to analyze the effects of 

asphaltene deposition was also conducted as a part of this study. The following 

conclusions were drawn from this study. 
 

1. Validity of simulated distillation by gas chromatography for compositional 

analysis has been demonstrated by application to heavy oils of ANS.  

2. An integrated set up of PVT system, online densitometer and viscometer was 

successfully designed and used for experimental study on phase behavior and 

fluid property measurements of ANS viscous oils. 

3. Profiles of viscosity and density measurements during differential depletion 

are in agreement with the proposed ones in theory. Above the bubble point, 

pressure effect dominates so both viscosity and density of the oil decrease 

with decrease in pressure. However, below the bubble point, compositional 

effect dominates and density and viscosity increase as pressure decreases. 

4. The experimental procedure developed to measure IFT closely matches the 

continuous interactions between the injected gas and crude oil occurring in the 

reservoir. The equilibrium time allowed in the VIT technique simulates the 

gas and reservoir oil to continuously interact and attain equilibrium. 

5. The dominance of the condensing drive mechanism for obtaining miscibility 

with CO2 injections can be attributed to the least interactions of CO2 with 

reservoir fluid to extract C2-C5 components from the reservoir fluid. The 

multiple contact mechanism leads to the enrichment of reservoir oil with 

intermediate molecular weight hydrocarbons until it becomes miscible with 

the injected gas. However, in some cases the vaporization drive was also seen 

to be dominant. 
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6. In the case of VRI injections, light intermediate hydrocarbons condense from 

the fresh injection gas into the oil, thus making it lighter. During the same 

time, middle intermediate hydrocarbons from the oil are stripped by the 

injection gas. Since none of these components are present in the injection gas 

they cannot be replenished back into the oil.  

7. CH4 is sparingly soluble in the reservoir oil at low pressures. Methane gas 

extracts the intermediate hydrocarbons from the reservoir oil until a sufficient 

quantity of these hydrocarbons exists at the displacement front to cause the oil 

to be miscibly displaced (frontal displacement). The miscibility stops at this 

point due to dispersion mechanism. When the miscibility doesn’t exist, the 

extraction or vaporization mechanism again occurs to re-establish miscibility. 

8. The amount of components extracted by the injection gases from the reservoir 

oils depends on the volumetric ratio between the oil and the gas. Results 

obtained from MCM simulations showed that MMP was lower for higher 

injection gas to reservoir oil ratios. 

9. The PR-EOS was successfully tuned to experimental data from constant 

composition expansion and differential liberation. A satisfactory match was 

obtained with PR-EOS for experimental saturation pressure, gas oil ratio, and 

liquid density. However predictions of formation volume factor were 

particularly devious on either sides of the bubble point pressure. 

10. The PR-EOS was successfully tuned to experimental data from IFT 

measurements. A satisfactory match was obtained with PR-EOS for 

experimental saturation pressure, gas oil ratio, liquid density, and MMP. 

11. The correlations used to measure MMP were based on parameters, 

components which may or may not be present in the gas-oil systems used 

here. Hence, there was a vast deviation between experimental results and 

those obtained by correlations. 

12. The MMP measurements obtained by MCM simulations prove that the results 

obtained by the pendant drop technique are accurate and reliable. These 

results show that the VIT technique is a fast and cost effective method for 

measuring gas/oil IFT, requiring small gas and oil samples. 

13. The VIT method is not applicable for measuring very low IFT values. As 

miscibility or the critical point between fluid/fluid phases is approached, due 
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to rapid diffusion of drops into the surrounding gas, it is difficult to measure 

the drop shape factor accurately. 

14. Viscosity of dead ANS crude oils showed an exponential relationship with 

pressure. An exponent of this behavior was correlated with molecular weight 

and temperature and a correlation was developed for predicting viscosities of 

dead ANS crude oil under pressure and temperature conditions. 

15. All LBC class viscosity models highly underpredict the medium-heavy oil 

viscosities. Most of these models show discrepancy for saturated viscosities of 

medium-heavy oils: the viscosities decrease with reduction in pressure. 

Tuning of the model coefficients is not a good idea considering the 

mathematical form of these models. 

16. For the Pedersen class models, only the original Pedersen model seems to be 

robust. This model can be tuned to characterize medium-heavy oil viscosities. 

However, for most of the medium-heavy oil samples considered in this study, 

the equivalent temperatures (To) are approximately 35-55 K. This is outside 

the correlation limits of the Pedersen class models (65 K).  

17. For the two-reference component viscosity models (Pedersen class), viz. the 

Aasberg-Petersen model (Aasberg-Petersen at al., 1991) and the Moharam 

model (Moharam and Fahim, 1995), the undersaturated viscosities decrease 

with increase in pressure. Accurate density and viscosity correlations need to 

be developed for the reference components to avoid this anomaly. However, 

the incremental benefit will not be enough to justify these efforts when 

compared to the original Pedersen model. Hence there is a need for a 

completely new viscosity model. 

18. Of the new generation viscosity models, the one proposed by Lindeloff et al. 

(2004) is a simple yet powerful model. This model was upgraded in this study 

for better prediction of medium-heavy oil viscosities including the low-

pressure saturated region viscosities. The new changes have significantly 

improved the model predictions for medium-heavy oils. 

19. Due to the geographic diversity of the data used, it is not possible to make a 

universal predictive model. However, based on the compiled data, the ranges 

for different model parameters are stated to reduce the ambiguity. For three 

data sets, the viscosity data was available for three different temperatures. 
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Considering a wide temperature range of 80°F, the new model predicted the 

temperature effect reasonably well. 

20. The new modified Lindeloff model can be tuned to the oils from one 

particular region, albeit after developing necessary correlations for the dead 

oil viscosity and the pressure differential coefficient m. This tuned model can 

then be used for predicting viscosities of the oils from the same geographical 

region. 

21. The PR-EOS was successfully tuned to predict West Sak viscous oil 

properties. Validity of the tuned EOS was substantiated by the strong 

agreement of the tuned EOS predicted values with the experimental values.  

22. Enhanced oil recovery using gas injection for production of the viscous West 

Sak oil was explored using commercial reservoir simulation software. It was 

found that substantial increase in oil recoveries can be accomplished with the 

proper selection of an injectant gas and reservoir operating conditions.  

23. Oil recoveries for a rich gas injection were as high as 44% for a 50% PV 

injection, indicating that it might be achieving miscible flow. The recoveries 

for an immiscible lean gas injection were extremely low.  

24. The reservoir model built had limitations in the form of the number of grid 

blocks that can be selected. Due to this, the vertical 5-spot injection pattern 

yielded slightly better recoveries as compared to the horizontal injection 

scheme used in the study. The main reason for this was that the horizontal 

well was essentially acting as a line drive and a 5-spot pattern always 

performs better than a line drive.  

25. Asphaltene deposition does not show an appreciable effect on the cumulative 

recovery at 10% PV CO2 injection (Figure 8.8). 

26. At 50% PV CO2 injection (Figure 8.9) the effects of blockage caused by 

asphaltene deposition are observed. 

27. An initial increase in oil production is seen with an increase in the C7+B 

fraction. Gas Mass Density distribution data in the reservoir seem to indicate 

an increase in the sweep efficiency with asphaltene deposition. 
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P Pressure psia, psig 
T Temperature oF, oR 
V Volume ft3 
w Weight factor - 
x Array of elements - 
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ABSTRACT 

A large proportion of Alaska North Slope (ANS) oil exists in the form of viscous deposits, 

which cannot be produced entirely using conventional methods. Microbially enhanced oil 

recovery (MEOR) is a promising approach for improving oil recovery for viscous deposits. 

MEOR can be achieved using either ex situ approaches such as flooding with microbial 

biosurfactants or injection of exogenous surfactant-producing microbes into the reservoir, or 

by in situ approaches such as biostimulation of indigenous surfactant-producing microbes in 

the oil. Experimental work was performed to analyze the potential application of MEOR to 

the ANS oil fields through both ex situ and in situ approaches.  

 

A microbial formulation containing a known biosurfactant-producing strain of Bacillus 

licheniformis was developed in order to simulate MEOR. Coreflooding experiments were 

performed to simulate MEOR and quantify the incremental oil recovery. Properties like 

viscosity, density, and chemical composition of oil were monitored to propose a mechanism 

for oil recovery. The microbial formulation significantly increased incremental oil recovery, 

and molecular biological analyses indicated that the strain survived during the shut-in period. 

 

The indigenous microflora of ANS heavy oils was investigated to characterize the microbial 

communities and test for surfactant producers that are potentially useful for biostimulation. 

Bacteria that reduce the surface tension of aqueous media were isolated from one of the five 

ANS oils (Milne Point) and from rock oiled by the Exxon Valdez oil spill (EVOS), and may 

prove valuable for ex situ MEOR strategies. The total bacterial community composition of 

the six different oils was evaluated using molecular genetic tools, which revealed that each 

oil tested possessed a unique fingerprint indicating a diverse bacterial community and varied 

assemblages.  

 

Collectively we have demonstrated that there is potential for in situ and ex situ MEOR of 

ANS oils. Future work should focus on lab and field-scale testing of ex situ MEOR using 

Bacillus licheniformis as well as the biosurfactant-producing strains we have newly isolated 

from the Milne Point reservoir and the EVOS environment. 
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1 
CHAPTER 1: INTRODUCTION 

1.1 Overview of the Alaska North Slope 

According to the Energy Information Administration Office of Oil and Gas (May 2001), the 

Alaska North Slope (ANS) is the source of approximately 15% of oil production in the 

United States. It also contains the largest estimated volume of undiscovered petroleum 

reserves of any domestic onshore sedimentary basin. Thus, the ANS oil fields offer a 

measure of independence from foreign oil sources to the nation. To the state of Alaska, North 

Slope oil offers financial security, as it generates more than 85% of the state’s general fund 

revenue. 

 

The ANS is located north of the Brooks Range, between the foothills and the Chukchi and 

Beaufort Seas, extending approximately 700 miles westward from the Canadian border to 

Point Hope. Figure 1.1 shows the geographical location of the ANS. The coastal plain 

portion is an arctic desert, receiving only 10 inches of precipitation annually. The average 

temperature ranges from 5°C in the summer to -30°C in the winter. Permafrost extends to a 

depth of approximately 2000 feet beneath the land surface. The barren, almost flat coastal 

plain gives way to treeless rolling hills as it extends southward toward the foothills of the 

Brooks Range. 
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Figure 1.1: Location of Alaska North Slope (www.columbia.edu/~ari2102/ North%20Slope/ 

map.jpg, August 2007).  

 

The U.S. Geological Survey (USGS) initiated petroleum exploration on the ANS in the early 

1900s. The Prudhoe Bay Field was discovered in 1968 as a result. Several other large fields 

were also discovered in the area including the Kuparuk River, Milne Point, Endicott-Duck 

Island, and Point McIntyre fields. Construction began on the Trans Alaska Pipeline System 

(TAPS) in 1974 to transport ANS oil to the U.S. market. The first oil flowed to the port of 

Valdez, Alaska, in 1977. 

 

Cumulative ANS oil production through 2000 was 12.941 billion barrels (Bbbl) of oil and 

condensate and 0.378 Bbbl of natural gas liquids (NGL) for a total liquids production of 

13.319 Bbbl. Net production of 13.306 Bbbl resulted from the injection of 0.013 Bbbl of 

liquid. Cumulative gas production was 42.069 trillion cubic feet (Tcf) with 38.040 Tcf 

injected, yielding a net production of 4.029 Tcf. Approximately 78% of cumulative oil, 
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condensate, and NGL, and 88% of cumulative gas production came from the Prudhoe Bay 

Field. Fifty-seven percent of current oil production is from the Prudhoe Bay Field. Peak ANS 

production occurred in 1988 when the production rate averaged 2.038 million barrels per day 

(MMbbl/d). Since then, production has been declining. In 2000, the average production was 

1.045 MMbbl/d. The North Slope currently accounts for 16% of U.S. oil production. Gas 

production averaged 9.132 billion cubic feet per day (Bcf/d) in 2000, but in the absence of a 

market, 8.430 Bcf/d of that was injected, while the remaining 0.702 Bcf/d was used locally. 

 
1.2 Heavy oils in ANS 

According to the Alaska Department of Revenue (2006) Revenue Sources Book, the term 

heavy oil refers to high-density oil and low American Petroleum Institute (API) gravity (less 

than 25°API to 20°API) due to the presence of a high proportion of heavy hydrocarbon 

fractions. In terms of the ability of the oil to flow underground within the formation, heavy 

oils are generally those with a viscosity greater than 100 cp—a measurement used to evaluate 

the ability of a liquid to flow at reservoir conditions. The higher the viscosity number, the 

slower the flow.  

 

In Alaska, the real issue is the ability of crude oil to flow, or its viscosity as it relates to 

ability to flow. One of the major reasons that Alaska’s oil is viscous is because it is located 

relatively close to the surface of the earth, where there is thick permafrost. The oil is not 

found deep in the earth, where the temperatures are warmer, but within 6000 feet of the 

surface, where temperatures are cooler, thereby reducing the oil’s viscosity or ability to flow. 

For oil production in Alaska, API gravity is not as important as reservoir temperature. Hence, 

these oil deposits are sometimes referred to as viscous oil deposits, rather than heavy oil. 

Permafrost affects production, as it cools the oil traveling through the permafrost zone. 

 

There are currently five fields producing viscous oil in Alaska: Orion, Polaris, Schrader 

Bluff, Tabasco, and West Sak. Four of these fields are shown in Figure 1.2. Not shown is 

Tabasco, which is a Kuparuk River Unit satellite. 
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Figure 1.2: Fields producing viscous oil in Alaska (BP Exploration Inc., 2005). 

 

The ANS is underlain by permafrost, which extends to about 1,800 feet in depth. The 

shallowest oil-bearing formation—Ugnu—is closest to the permafrost. The temperature in 

this formation is below freezing, its density is 1.014 g/ml, and it has very high oil viscosity. 

The billions of barrels of reserves in this formation are not presently economical to produce, 

but work is being done to find economical ways to produce these reserves. 

 

1.3 Developing viscous oil resources 

Developing viscous oil is difficult and expensive. Some heavy oils are too viscous to flow at 

reservoir conditions; they are usually found at relatively shallow depths that are too deep 

mine. At such depths, temperatures are low, so that viscosity is high. Heavy oils need special 

production technologies to facilitate their flow from reservoir to wellhead. Traditionally, 

these technologies have involved “steam flooding” techniques, which involve injecting hot 

steam to heat the oil in situ, thereby reducing its viscosity and allowing it to flow. Also used 

are techniques involving CO2 or natural gas injection.  
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1.4 Microbially enhanced oil recovery (MEOR) 

Microbial enhanced oil recovery (MEOR) is the use of microorganisms to retrieve additional 

oil from existing wells, thereby enhancing the petroleum production of an oil reservoir. In 

this technique, microbes are harnessed to produce harmless by-products which help to propel 

oil out of the well. MEOR may be achieved through in situ approaches such as biostimulation 

of indigenous microflora, or ex situ approaches in which selected microbes or microbial 

products are introduced into the well. Because these processes help to mobilize the oil and 

facilitate oil flow, they allow a greater amount of oil to be recovered from the well.  

 

Microbial enhanced oil recovery is used in the third phase of oil recovery from a well, known 

as tertiary oil recovery. Oil recovery usually requires two to three stages: Primary Recovery 

wherein 12% to 15% of the oil in the well is recovered without the need to introduce other 

substances into the well; Secondary Recovery wherein the oil well is flooded with water or 

other substances to drive out an additional 15% to 20% of oil from the well; and Tertiary 

Recovery wherein several different methods may be used, including MEOR, to recover up to 

11% more oil from the well. Microbial enhanced oil recovery technology is an attractive 

candidate for cost-effective solutions to viscosity reduction.  

 

1.5 Objectives 

To assess the potential for biosurfactant-mediated MEOR in ANS oil, we conducted research 

focused specifically on the microbiology of these heavy oil reservoirs. Our goal was to assess 

the amenability of ANS viscous oils for viscosity reduction processes relying on indigenous 

or introduced microbial populations. To explore ex situ methods, a microbial formulation 

suitable for application to MEOR was developed using a well-characterized biosurfactant-

producing bacterial strain. Several coreflooding experiments were performed to assess the 

effects of the microbial formulation on incremental oil recovery. Experiments were 

conducted to monitor the properties of the oil sample used for the experiments in order to 

study the effect of MEOR on these properties. Properties of oil such as composition, density, 

and viscosity were monitored. This study was used to propose the mechanism for incremental 
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oil recovery due to MEOR. Terminal restriction fragment length polymorphism (T-RFLP) of 

the oil sample was performed to analyze the microbial community present in ANS viscous oil 

and to monitor survival of the introduced bacterial strain. 

 

We also performed an assessment of the biological potential for MEOR in heavy oils from 

five important ANS reservoirs by characterizing the total and biosurfactant-producing 

indigenous microbial community in ANS heavy oils. By applying a combination of state-of-

the-art molecular genetic techniques and microbial cultivation methods, we isolated 

indigenous biosurfactant-producing bacteria native to five different ANS heavy oil reservoirs 

as well as those from an Alaskan marine oil spill environment (Exxon Valdez oil spill). 
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EXECUTIVE SUMMARY 

 Viscous oil reservoirs tend to be low-energy, low-gas/oil-ratio systems with high 
viscosities, and are difficult to produce, transport, and refine by conventional methods. The 
large viscous oil deposits in the ANS cannot be produced entirely by conventional methods 
like pressure displacement or waterflooding. Other methods such as miscible gas injection 
and water alternating gas (WAG) also have limited success. Microbially enhanced oil 
recovery (MEOR) is one approach for improving oil recovery for viscous deposits. MEOR 
can be achieved using either ex situ approaches such as flooding with microbial 
biosurfactants or injection of exogenous surfactant-producing microbes into the reservoir, or 
by in situ approaches such as biostimulation of indigenous surfactant-producing microbes in 
the oil. MEOR has not been applied yet in any form to the ANS fields. This study includes 
experimental work to analyze the potential application of MEOR to the ANS oil fields 
through both ex situ and in situ approaches.  
 
 A microbial formulation using a well-characterized biosurfactant-producing strain of 
Bacillus licheniformis was developed in order to simulate MEOR. Coreflooding experiments 
were performed to quantify the incremental oil recovery following MEOR simulation. 
Properties like viscosity, density, and chemical composition of oil were monitored to propose 
a mechanism of oil recovery. Terminal restriction fragment length polymorphism (T-RFLP) 
was performed on the oil samples to qualitatively study the effect of the microbial 
formulation on a molecular scale. The microbial formulation significantly increased 
incremental oil recovery, and molecular genetic analyses indicated that the strain survived 
during the shut-in period. 
 

The indigenous microflora of ANS heavy oils was investigated to fully characterize the 
microbial communities and identify indigenous surfactant-producing bacteria. Enrichment 
cultures using a variety of media were established using five different ANS oils as inoculum 
under aerobic conditions. Bacterial growth was obtained from oil from Milne Point and in a 
culture inoculated with microbes from Exxon Valdez oil spill (EVOS) oiled rocks. Bacteria 
grown were subjected to a high throughput screening test for their ability to reduce surface 
tension using an optical distortion assay. Over 90% of organisms screened from both cultures 
produced positive results. Seven morphologically different surfactant producers from the 
EVOS culture were isolated into pure culture and surface tension reduction, evaluated using a 
ring tensiometer. The total bacterial community composition of the five different oils was 
evaluated using T-RFLP fingerprinting. Each of the five oils tested possessed a unique 
fingerprint indicating a diverse bacterial community and varied assemblages, even from 
different production platforms associated with the same reservoir. Peaks corresponding to our 
surfactant-producing isolates were not detected in the oils, indicating that they likely 
originated from the EVOS environmental sample rather than the oil in which they were 
grown. The surfactant producers from EVOS and Milne Point crude oil are worthy of future 
study, as they may prove valuable for ex situ MEOR strategies.  

 
Collectively we have demonstrated that there is potential for in situ and ex situ MEOR of 

ANS oils. Future work should focus on lab and field-scale testing of ex situ MEOR using 
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Bacillus licheniformis as well as the biosurfactant-producing strains we have newly isolated 
from the Milne Point reservoir and the EVOS environment. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

The first or primary phase of oil production includes the use of natural stored energy to bring 

oil to the surface by expansion of volatile components and/or by pumping the individual 

wells to assist the natural drive. However, using this conventional technology, two-thirds of 

the oil in place remains unrecovered. The secondary phase of oil production is commonly 

known as waterflooding. Supplemental energy is added to the reservoir by injecting water. 

The basic approach in this phase is to maintain the reservoir pressure.  

 

Even with waterflooding a significant amount of oil may remain in place. This remaining oil 

after waterflooding is typically the target for enhanced oil recovery (EOR) processes. 

Enhanced oil recovery includes gas injection and chemical and thermal processes to increase 

oil production. These processes either improve the sweep efficiency in the reservoir or 

substantially alter the capillary number. The EOR methods that have been tried and tested in 

the oil fields include steam injection, in situ combustion, CO2 flooding, surfactant, polymer 

and caustic flooding, or a combination of these processes. Chemical methods such as 

surfactant, alkaline waterfloods, micellar-polymer, or caustic flooding attempt to reduce the 

interfacial tension, thus increasing the capillary number. Thermal methods tend to displace 

the fluids due to a combination of interacting physical changes like reduction in viscosity of 

the trapped phase and steam distillation. The injection of CO2 or organic solvents aims at 

miscibly displacing the oil. At reservoir pressures, CO2 becomes partially miscible with the 

oil, increases the effective oil saturation, and allows it to flow.  

 

Conventional EOR processes have several constraints (Teh, 1990). Carbon dioxide flooding 

is ideal for deep reservoirs and light oil operations. There are certain drawbacks such as early 

and premature breakthrough, tentative or unknown prediction of miscibility pressure, single 

contact phase properties and dynamic phase behavior, and precipitation of asphaltene. 
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Absorption, chemical reactions with various ions and clay minerals in the reservoir, reactions 

with the crude oil, and temperature instability are some of the most destructive factors related 

to surfactant flooding. 

 

In polymer flooding, chemical, mechanical, and microbiological instability can lead to 

ionization in contact with the organic acids in the petroleum. This reaction leads to the 

formation of macroscopic particles due to cross-linking. These particles can plug the pores, 

reducing permeability. (Brown et al., 1986) 

 

One of the problems involved in surfactant flooding is adsorption of surfactant on the surface 

in the reservoir rock. As a result, the concentration of surfactant required for injection in the 

reservoir to perform the task is increased. 

 

Adverse effects like gravity override and damage to the casing, tubing, pump, and well are 

encountered for in situ combustion. Also, premium petroleum is converted into useless coke. 

These constraints limit the applicability of these methods economically and technically 

(Brown et al., 1986). 

 

The necessity to overcome these limitations has encouraged several researchers to explore 

the technology of enhancing oil production by using microorganisms, commonly referred to 

as microbial enhanced oil recovery (MEOR) or microbial enhanced hydrocarbon recovery 

(MEHR). MEOR involves the injection of some selected microorganisms into the reservoir. 

It also deals with the stimulation and transportation of the growth products of 

microorganisms, such that these products will further reduce the amount of oil remaining in 

the reservoir after the secondary phase of recovery. 

 

Beckmann (1926) was the first to suggest the use of microorganisms to increase oil 

production. But it was Dr. Claude ZoBell who conducted a series of systematic laboratory 

investigations towards this cause 20 years later (ZoBell, 1946). ZoBell and his research 

group inoculated sulfate-reducing bacteria (SRB), particularly Desulfovibrio 
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hydrocarbonoclastius and D. halohydrocarbonoclastius in a nutrient solution of sodium 

lactate. The nutrient-covered Athabasca tar sand samples were placed in glass-stoppered 

bottles. The research team observed that the growth of SRB was accompanied by a gradual 

separation of oil or tar from the sand. Similar results were also obtained where oil appeared 

on the surface of the nutrient solution-covered oil-bearing cores. Based on the experiments 

conducted, ZoBell explained various reasons for the release of oil. His experimental 

techniques and suggested mechanisms for the release of oil from oil-bearing materials have 

been widely adopted and are followed even today. He also mentioned potential risks of 

MEOR if proper precautions were not taken during the application. Many other researchers 

like Updegraff and Wren (1954), Beck (1947), and others have conducted further research 

using different species of microorganisms. 

 

Since ZoBell (1947 a/b), significant research efforts have been directed towards MEOR 

throughout the world. Earlier, due to low oil prices, this work did not receive much attention. 

With the increase in oil prices, however, the MEOR process has gained importance, as it has 

become economically viable. Extensive research is conducted in leading universities and 

laboratories in the United States, the United Kingdom, Canada, China, and Russia. As a 

result of this research, many successful MEOR projects have already been initiated in many 

oil fields, some of which are described later in this chapter.  

 

This chapter discusses different aspects related to MEOR such as the fundamentals of the 

process, the different mechanisms leading to EOR by the use of microorganisms, the 

transportation of microbes into the porous media (i.e., the reservoirs), design parameters of a 

successful MEOR field application, the economic analysis of MEOR projects, and successful 

case studies of MEOR field applications. 

 

2.2 Fundamentals of MEOR 

Microbial enhanced oil recovery is used as an alternative to other conventional EOR 

processes. As with any other process, there are some beneficial and detrimental factors 

related to MEOR (Davis, 1967).  
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The beneficial effects related to microbes include the following: 

i. Origin of hydrocarbons: Oil contains compounds like porphyrins, steroids, and 

isoprenoids that directly indicate organic origin. Thus, microbes lead to the 

development of the reservoirs. 

ii. Micropaleontology: In the study and use of fossilized pollen and microbial spores, 

microbes can be used to identify the geology of particular formations. 

iii. Petroleum prospecting: Microbes present on the surface can be used to determine 

petroleum accumulations at depth. 

iv. Microbial enhanced oil recovery: The use of microbes to enhance oil recovery  

has numerous advantages over conventional EOR processes (Moses, 1983). For 

waterflooding, MEOR can be easily applied with typical surface equipment; it has 

low capital costs and is economically attractive for marginally producing fields. The 

process also has low chemical costs, as the cost of microbial injection fluid is 

relatively low, and its application is not affected by whether the price of crude oil is 

high or low. Microbial activity can be easily controlled by controlling the injection of 

nutrients; it can be applied to heavy as well as light oils. The microbes to be used can 

be selected and adapted for specific reservoir conditions. As with any other EOR 

process, MEOR also has some constraints (Moses, 1983): It cannot be applied in 

reservoirs having high temperatures (greater than 70°C) or high salinities (greater 

than 10%), and the presence of certain heavy metal ions in the reservoir can be toxic 

to microbes, leading to failure of the process. The application of MEOR requires 

laboratory compatibility testing and proper engineering design. 

 

There are three major detrimental effects involved with microbes: 

i. Corrosion: Corrosive effects include pitting of the tubulars used in production and 

injection wells and of the surface production equipment also. Sulfate-reducing 

bacteria, slime-producing bacteria, and iron-oxidizing bacteria are involved in the 

corrosion activity. Steel has a natural resistance to corrosion in the form of a 
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hydrogen layer. However, hydrogen disulfide produced by SRB can cause stress 

cracking in steel tubulars and souring of the hydrocarbons, and is also a health hazard. 

ii. Permeability reduction: Microbial permeability reduction occurs due to microbial cell 

debris, microbial polysaccharides (gums, slimy secretions, resins), or microbial 

precipitation of sulfides or calcite. The microbial precipitation of sulfides and calcite 

occurs due to the presence of SRB. It takes place mainly in the oil-water transition 

zone and the water zone. Plugging due to microbial cell debris and polysaccharides 

occurs near the wellbore, especially around the water injection wells. In order to 

counteract microbial plugging, installation of filtration units and stimulation 

techniques like acidizing or hydraulic fracturing are used more commonly. 

iii. Deterioration of petroleum reserves and drilling fluid additives: Microbes use the 

petroleum reserve as a carbon source and, in turn, degrade the reserves. The microbes 

also degrade drilling fluid additives like cornstarch, natural gums, and carboxymethyl 

cellulose or chrome lignosulphonates, which can lead to formation damage.  

 

Microorganisms can survive in a large variety of conditions: aerobic or anaerobic, acidic or 

basic (pH 2 to 9), low temperature or high temperature (from 0°C to nearly 100°C), and 

pressure up to 20,000 psi. Microbes are present in many oilwell environments, and they 

adapt, grow, and proliferate in the presence of nutrients. These activities lead to the 

formation of various bioproducts that facilitate oil recovery. Table 2.1 gives a brief summary 

of some of the common microbial species used in MEOR and their bioproducts. 
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Table 2.1: Microbial species used in MEOR (Bryant & Birchfield, 1989). 

Scientific Name Aerobic or Anaerobic Products 

Clostridium sp. Anaerobic Gases, acids, alcohols and 
surfactants 

Bacillus sp.  Facultative Acids and surfactants 
Pseudomonas sp. Aerobic Surfactants and polymers; 

can degrade hydrocarbons 
Xanthomonas sp. Aerobic Polymer 
Leuconostoc sp. Facultative Polymer 
Desulfovibrio sp. Anaerobic Gases and acids; sulfate 

reducing 
Arthrobacter sp. Facultative Surfactants and alcohols 

Corynebacterium sp. Aerobic Surfactants 
Enterobacter sp. Facultative Gases, acids 

 

The type of bioproducts produced depends on the type of nutrients consumed by the 

microbes from the environment. Nutrients required by the microbes basically consist of 

seven components, namely water, energy source, carbon source, electron acceptor, essential 

minerals, nitrogen source, and growth factor (Sugihardjo et al., 1999). 

 

The biosurfactants produced act as good emulsifying agents and reduce the interfacial tension 

between oil and water; they may also result in wetability reversal of the system (Rocha et al., 

1992). Some microbes need to use lighter hydrocarbons as their carbon source. These 

microbes degrade higher hydrocarbons for their use by breaking them into lighter 

hydrocarbons. This process causes conditional changes such as a decrease in oil viscosity and 

gas production (Knabe, 1984). The bioacids can change the structure of the carbonate rock by 

dissolving it, thus connecting the pores in the reservoir and facilitating the movement of oil. 

The gases formed, such as carbon dioxide, force the oil out of the pores or can dissolve in the 

oil to reduce viscosity. The biogas formation also helps in maintaining the reservoir pressure 

(Chisholm et al., 1990). The alcohols produced act as solvents, resulting in reduction of oil 

viscosity. The production of biopolymers can affect the mobility ratio between the displacing 

water and the displaced oil, resulting in a piston-like displacement. 
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The above-mentioned microbial activities can be exploited in two ways: The bioproducts that 

facilitate the recovery of oil can be produced on the surface by using conventional 

fermentation techniques. These products can then be injected into the reservoir. Though more 

capital- and labor-intensive, this ex situ approach is helpful in avoiding the injection of 

microbes into the reservoir, which can help avoid all the detrimental effects related to 

microbes. Alternatively, the in situ process, where the microbes and the nutrients are injected 

into the reservoir, is less expensive and, hence, more promising for a wider range of 

conditions. The in situ approach is widely used in field application. 

 

A general hydrocarbon reservoir is categorized into five microbial zones: the gas zone, the 

gas-oil transition zone, the oil zone, the oil-water transition zone, and the aquifer zone, as 

represented in Figure 2.1. The size of the transition zones depends on the capillary pressure 

relationship between the two fluids. 

 

 
Figure 2.1: A typical hydrocarbon reservoir (modified from Gregory, 1947). 

 

Microbial activity may occur in any of these zones to a variable extent. It is necessary to 

define certain parameters that will control any microbial inhabitance. Ten parameters related 

to pore structure and fluid in the rock (Sharpley, 1966) are defined as follows: 

GAS ZONE

GAS/OIL TRANSITION ZONE 

OIL ZONE OIL/WATER 
TRANSITION ZONE 

WATER ZONE 
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i. pH: All microbial species show an optimum pH for growth usually ranging from pH 5 

to 8. However, the minimum and maximum pH possible to sustain growth is 2 and 

9.5, respectively. 

ii. Eh: The electromotive force (Eh) is a quantitative expression of oxidizing and 

reducing intensity of the system. In an aerobic system, the Eh will be positive, 

whereas the Eh will be considered negative for an anaerobic system. 

iii. Temperature: Microbes can be categorized as a function of temperature: 

psychrophiles (grow best below 25°C), mesophiles (grow best between 25°C and 

40°C), and thermophiles (grow best between 45°C and 60°C). However, microbial 

population is also observed in the high temperatures of sulfur springs and the low 

temperatures of the polar ice caps. 

iv. Dissolved gases: The most important dissolved gas for the MEOR process is oxygen. 

Oxygen is usually supplied by using surface water to sustain aerobic microbes.  

v. There are four main groups of microbial oxygen usage: aerobic (require oxygen for 

growth), anaerobic (do not require oxygen for growth), microaerophilic (grow best in 

the presence of small amounts of oxygen), and facultative (grow either in aerobic or 

anaerobic conditions). 

 

2.3 Mechanisms of MEOR 

Over the years, considerable work has been done to postulate the mechanism for enhanced 

oil recovery using microorganisms (Peihui et al., 2001; Raiders et al., 1985; Anderson et al., 

1986; Sayyouh, 2002). However, the exact mechanism for the facilitation of oil recovery by 

microorganisms is still uncertain. The reviewed literature indicates that oil production usually 

can be increased by the following processes: 

i. Single well stimulation 

ii. Wellbore cleaning 

iii. Selective plugging 

Different mechanisms that contribute to the recovery of oil were observed by conducting oil 

displacement experiments in unconsolidated, thin reservoir flow cells (Kianipey and 

Donaldson, 1985). Three species of microorganisms namely Bacillus licheniformis, 
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Pseudomonas aeruginosa, and Clostridium acetobutylicum were used in these experiments. It 

was concluded that the observed increase in oil production was a direct result of in situ 

growth and metabolism of microorganisms. Microbial products can change the chemical and 

physical properties of oil, selectively plug high-permeability zones to improve sweep 

efficiency, and increase wellhead pressures in single-well injections. Oil production can also 

be increased by removing suspended debris and paraffin from the near-wellbore region.  

 

One of the major mechanisms for EOR due to microbial activity is the production of 

biosurfactants (McInerney et al., 1999). These biosurfactants include anionic surfactants as 

carboxylic acids (fatty acids) and certain types of lipids. The biosurfactants produced by 

microbes reduce the interfacial tension at the oil-water interface. A reduction in interfacial 

tension results in a reduction of capillary forces. These capillary forces trap residual oil in 

porous media. The reduction in capillary forces frees the oil droplets, allowing oil to be 

displaced and thus recovered. The reduction in interfacial tension also reduces the pressure 

drop across a phase boundary, enhancing the microscopic sweep efficiency. This further 

increases oil recovery.  

 

The production of biogases such as CO2 and methane by bacteria as a result of metabolic 

activity has also been stressed as the mechanism for EOR. It has been proposed that these 

produced gases increase pressure in the reservoir and thus aid in the release of oil. However, 

the amount of gas needed to pressurize an entire reservoir is large and could not be easily 

produced. The produced gases introduce a third flow phase in the reservoir, increasing the 

mobility of oil by reducing the viscosity and swelling of individually trapped droplets of 

crude oil caused by solubilization of gas. 

 

Bioacids and other solvents, such as ketone and alcohols, are produced as a result of 

microbial activities. These cause a removal of sludge and inorganic fine particles from the 

surface of sand grains in the flow cell. The acids dissolve the carbonate from the porous 

matrix, increasing permeability and the oil recovery. Alcohol generation can also lower 

interfacial tension, promote emulsifications, and possibly help to stabilize microemulsions. 
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Surfactants can also alter the relative permeability of rock to oil by changing the wettability 

of reservoir rock, thereby increasing oil recovery. Wettability changes toward more water-

wet systems have been observed in many cases. This change contributes to the reduction of 

residual oil saturation, since the oil in water-wet systems is less apt to cling to the porous 

matrix. 

 

Selective plugging of the pores by microorganisms is also a well-established mechanism for 

EOR (Stepp et al., 1996). The basic approach is fluid diversion. Producing zones have 

variable permeability due to stratification, depositional environment, or digenesis. The 

invading fluid moves rapidly through the more permeable zones, establishing a flow path. A 

major portion of the injected water flows through this established path. Thus, more oil is 

swept from the higher permeability zones as compared to the lower permeable portions, 

significantly affecting oil recovery efficiency. Selective plugging of highly permeable zones 

by microorganisms can improve sweep efficiency. Plugging can be accomplished by using 

either non-viable or viable cells. Non-viable or dead cells do not produce slime, precipitates, 

etc., so they act as particulate agents. Viable cells have the ability to adhere to rock and 

produce extra-cellular polysaccharides that cover cells and rock surfaces, forming a polymer 

film (Bryant and Douglas, 1987). These actions result in more effective plugging than 

particulate plugging by dead cells. 

 

Biosurfactant-mediated MEOR can be achieved by several different strategies. Ex situ 

methods involve cultivation of specific microorganisms, followed by injection of 

microorganisms and/or their bioproducts into the reservoir. Ex situ production and injection 

of microbes and/or biosurfactants is a complex process requiring carefully controlled 

cultivation conditions, facilities, and expertise, which are challenging to achieve in the field. 

Injection of exogenous microbes, also known as bioaugmentation, is additionally problematic 

due to the challenges of microbial transport in the subsurface, competition with the 

indigenous microbial community, and induction of surfactant production under prevailing 

conditions. Alternatively, in situ biostimulation is a potentially simpler and less expensive 
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approach that relies on indigenous surfactant-producing microbes to achieve viscosity 

reduction. Biostimulation strategies frequently involve injection of nutrients dissolved in 

readily available production water to promote growth and surfactant-producing activities of 

indigenous microorganisms. 

 

Assessing the potential success of biostimulation or bioaugmentation approaches requires 

specific, fundamental information about the microbiology of the targeted oil reservoir. 

Because microbial communities vary widely, it is first essential to determine whether 

surfactant-producing microbes are present. If none are detected, then bioaugmentation may 

be necessary. However, surfactant production is an advantageous trait in petroleum-

associated microbial communities, permitting access to hydrophobic carbon sources. Indeed 

surfactant producers have frequently been isolated from crude oils. They are generally 

present, however, in low numbers and/or are not expressing surfactant production genes due 

to unfavorable conditions such as nutrient limitation (Van Hamme et al., 2003). This is in 

alignment with a fundamental tenet of microbial ecology which states that “Everything is 

everywhere, but, the environment selects” (Baas Becking, 1934), meaning a diverse array of 

microbes are ubiquitous but environmental conditions determine which organisms 

predominate in a particular time and space.  

 

Biostimulation may be achieved if effective surfactant-producing microbes are present in the 

indigenous reservoir microbial community and if effective methods have been identified for 

promoting their growth and surfactant production. Strategies for in situ biostimulation will 

vary considerably depending on both the physiology of microbes present and prevailing 

geochemical conditions. Past MEOR studies have found that providing limiting nutrients to 

promote microbial growth followed by permitting nutrients to become limiting again 

effectively induces the production of abundant biosurfactants in situ (Sheehy, 1992). 

Upregulation of surfactant production has been observed in microorganisms under nutrient 

deficient conditions (Hsueh et al, 2007) and is assumed to be an adaptive strategy to access 

carbon during starvation. Exactly which nutrients and/or carbon sources are limiting is 

determined both by the chemistry of the reservoir and the physiology of specific 
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microorganisms being targeted. Furthermore, redox conditions may be altered to favor 

surfactant producers. Both aerobic and anaerobic biosurfactant-producing microbes are 

known (Lin et al, 1994; Youssef et al, 2005). Assessing the efficacy of indigenous aerobic 

and anaerobic biosurfactant producers, in conjunction with the cost of their biostimulation, 

can provide valuable information to guide MEOR strategies. 

 

It is suggested that all of the above mechanisms are important for oil recovery, but they are 

not equally significant. Usually, EOR is a result of a combination of more than one of the 

proposed mechanisms. It is important to properly understand the mechanism of oil recovery 

for the selection of appropriate bacterial strains and the design of optimal operational 

procedures for MEOR. The mechanism of MEOR may be different for various reservoirs due 

to the complex interactions between microorganisms, the reservoir surface, the aqueous 

phase, and the oil. However, a better understanding of MEOR can be obtained by simple 

arguments to evaluate the relative importance of microbial activities. 

 

2.4 Microbial transport in porous media 

There are many microorganisms present in a reservoir. The growth of indigenous microbes 

over the injected microbes can be detrimental to the MEOR project. Also it can affect the 

permeability of the reservoir. Bactericides are used to inhibit the growth of unwanted 

bacteria. A proper understanding of the transport of bacteria in reservoir rocks is important 

for the success of MEOR processes.  

 

The success of a MEOR process depends on the ability of the microbes to move through the 

reservoir and the production of chemicals. The produced chemicals should come in contact 

with the oil in order to mobilize it.  

 

Various researchers studied microbial transport in the laboratory (Jenneman et al., 1982; 

MacLeod et al., 1988; Jang et al., 1984). Chang et al. (1991) compared the simulation and 

experimental results of the transport of microbes and nutrients in one-dimensional 

coreflooding experiments. The researchers developed a three-dimensional, three-phase, 
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multiple-component numerical model to describe microbial transport phenomena in porous 

media. The mathematical model was developed in two steps: the first step was to develop a 

mathematical model to predict the propagation and distribution of microorganisms and 

nutrients in porous media; the second step was to incorporate the transport equations for 

microorganisms and microbial nutrients into a three-dimensional, three-phase (oil, water, and 

gas) black oil simulator. To use the simulator, certain parameters such as diffusion 

coefficient and clogging coefficient of microbes are required. These parameters are 

determined by performing experiment and simulation matches. The laboratory experiments 

conducted included microbial coreflood and flask tests. Some field-scale simulations were 

conducted also. 

 

Studies of the transport of microbes in porous media led to the concept of using 

microorganisms for selective plugging of reservoir pores (Jack and Stehmeir, 1987; 

Updegraff, 1983). Microbes that produce polymers, biomass, and slimes have been shown to 

significantly reduce the permeability of cores.  

 

2.5 Design of MEOR field projects 

The selection and design of a MEOR process for application in an oil field involves 

geological, reservoir, and biological characterization (Robertson et al., 1995). Microbially 

mediated oil recovery mechanisms are defined by the types of microorganisms used. The 

engineering and biological character of a given reservoir must be understood to correctly 

select a microbial system to enhance oil recovery. The steps normally considered in the 

application of a microbial system to any field are as follows: 

i. Site selection: Studies like well log analysis, pressure-transient testing, spinner 

surveys, and chemical tracer tests are helpful for characterization of the target 

reservoir. The mineralogy of the rock formation should be characterized by core 

analysis. The reservoir is chosen in order to meet screening criteria for reservoir 

evaluation and selection. The screening criteria commonly used are given in Table 

2.2.  
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Table 2.2: Screening criteria for reservoir selection (Bryant, 1990). 

Formation Parameter Recommended 

Absolute permeability > 75 md 

Depth < 7890 ft 

Temperature < 175°F 

Oil gravity > 15°API 

Remaining oil saturation > 25% 

Injection-formation water < 100,000 ppm 

Compatibility between indigenous and 
injection microbial strains 

Good 

 

ii. Sampling and analysis of well fluids: Samples of oil, water, and rocks are collected 

from the sites. Each reservoir has a variation in microbial population. These samples 

are characterized in the laboratories for the presence of indigenous microbial 

population.  

iii. Selection of microbial formulation: The characterization of microbial population is 

essential for selection of the microbial formulation to be used. This is useful in 

comprehending the effects of the indigenous microbes on the injected microbial 

formulation (Bryant et al., 1986). Samples are inoculated and the indigenous 

microbes are isolated. In cases where the indigenous microbes are not useful for oil 

recovery, different microbial formulations are tested for survival in the presence of 

the reservoir brine, rock, and nutrients. The microbial formulation leading to optimum 

oil production is selected for injection. Most of the microbial formulations have 

microorganisms isolated from the reservoir, as these microorganisms are easily 

adapted to reservoir conditions. 

iv. Baseline determination of producing wells: The production history and characteristics 

of the reservoir should be studied before microbial treatment. Production 

measurement of the reservoir wells gives an idea of the average production of the 

reservoir before microbial treatment. This is useful in determining the performance of 

the MEOR project. Compatibility tests must be performed on core samples at 

reservoir conditions to get an estimate of oil recovery efficiency. 
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v. Growth of the microbial formulation and injections of microbes and nutrients: The 

selected microbial formulation is cultured and grown to the quantities sufficient for 

injection in the field. The final inoculation is performed at the selected site. Nutrients 

are injected with the microbial formulation. The microbial formulation is generally a 

combination of species of Bacillus and Clostridium. These species have a greater 

potential for petroleum reservoir survival because they produce spores. These spores 

are dormant, resistant forms of the cells that can survive more stressful environmental 

conditions. The nutrients are usually a mixture of numeral salts (a combination of 

minerals like nitrogen, phosphorous, potassium, etc.) and a carbon source (molasses, 

etc.). Grula (1986) reported major differences in the composition of molasses, which 

affects microbial growth and activity. Due to the dependence of microbes on water, 

the optimum MEOR scheme uses water as an integral part of the nutrients. While 

injecting the nutrients or water, care should be taken that the indigenous sulfate-

reducing bacteria (SRB) are not stimulated or overgrown by the injected microbes.  

 

A proper understanding of the transport of bacteria in the reservoir is very important 

for designing the injection strategy needed for oil production. If the microbial 

community is mobile in the reservoir, the injection strategy should be designed such 

that the microbes receive nutrients adequate to sustain their metabolism. On the other 

hand, if the microbes are not mobile, then the injection strategy should be designed 

such that the microbes metabolize the injected nutrients and the produced chemicals 

propagate through the reservoir. The injection of the microbial formulation and 

nutrients can be batch injection or continuous injection. 

 

Batch injection tends to affect the reservoir locally, to 25 meters and more from the 

injection wells. Batch injection can be done in three ways: 

a. Injection of a slug of microbes followed by a nutrient slug. The nutrient slug 

would help displace the microbial slug further into the reservoir. 

b. Injection of a nutrient slug followed by a microbial slug. The nutrients 

absorbed on the rock surface would be used by the microbial slug that follows. 
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c. Injection of a slug of microbes suspended in a high-concentration nutrient slug 

chased by water injection. 

 

Continuous injection is considered mainly where the physiochemical nature of the 

reservoir is more akin to microbial growth. Continuous injection could be done in the 

following ways: 

a. Prolonged spore injection, even until the wells produce them. Selective 

flooding of germination nutrients could then be carried out. 

b. Batch injection of microbes followed by a continuous injection of nutrients. 

c. Continuous alteration of microbe slugs and nutrient slugs chased with water. 

The size of the slug is decided by consideration of reservoir properties, such as 

permeability. 

vi. Shut-in period: After the injection of the microbes, the wells are shut in for a 

particular period to allow for growth of the bacteria in the oil-producing formation. 

vii. Production follow-up: Production is started after the shut-in period and the increase in 

oil recovery is observed. It is necessary to monitor and follow up the results for a 

credible evaluation of the microbial process. 

 

2.6 Economic considerations of MEOR 

Research has been carried out on the use of bacteria in situ and the use of surface bacteria on-

site, where the bioproducts are produced in bioreactors and then applied in EOR processes. 

An economic analysis of these processes is necessary; as such an analysis may be helpful in 

identifying problems which could be particularly expensive to overcome. Also, it may 

provide a useful basis from which to examine the issue of operational investments and further 

costs, if any. 

 

Conventional EOR methods are undoubtedly becoming more effective as compared with 

MEOR, as they are better understood, but presently they are expensive to put into operation. 

For economic assessment of any of these processes, large-scale experience is essential. It is 

necessary to perform the best calculations possible to determine major cost components and 
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return on investment (ROI). Also, it is essential to calculate the cost, probable or possible 

production over time, and initially required selling prices (IRSP) before any EOR process can 

be field tested. 

 

In many cases MEOR operations have proceeded as part of waterflooding operations, with 

nutrients and bacteria injected at one point and oil produced at the production well. Although, 

these processes are less established than conventional EOR methods, they offer several 

advantages. The economic incentive is that they are much less expensive, because the main 

raw material used is an inexpensive carbohydrate source such as molasses, with or without 

inorganic nutrients. 

 

The dedication of capital for MEOR development projects involves consideration of risk 

factors, including prediction of future events and economic climate and probability of 

success or failure; rate of return on investment; effect of failure on an organization’s 

economic future; tax ramifications; current investment needs and opportunities; cash 

generation needs in future years to remain in a sound and dynamic position; and an 

organization’s financial structure. Most of these factors are usually management prerogative, 

and many of them involve one facet or another of the need for financial continuity from year 

to year. Stable income must be provided to meet the cost of routine expenses such as fixed 

direct and indirect overhead, to produce a reasonable ROI for the owners, and to maintain a 

sufficient operating fund as well as funds to meet any previous financial obligations such as 

interest on loans. No decision is ever complete without considering what effect the venture’s 

failure might have on the organization’s economic structure. 

 

There are usually two risk factors to be taken into consideration: time risk and geologic risk. 

Time risk is satisfied by payment or similar calculations. Geologic risk forces engineering 

personnel to express their judgment in quantitative terms. Financial evaluation must consider 

the technical complexities of the recovery process. 
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Perry (1981) and Burchfield and Carroll (1987) conducted important work in economic 

analysis of EOR processes.  

 

2.7 Successful case studies of MEOR application 

Alongside the research conducted on MEOR, a number of field tests have been successfully 

carried out. There are many successfully operating projects worldwide (Sheehy, 1990; Bryant 

et al., 1994, Matz et al., 1992; Wankui et al., 2006), which basically is an indicator of the 

feasibility of the MEOR process. Some of the MEOR projects from different parts of the 

world are discussed below. 

 

Mink Unit Project (Bryant et al., 1990): 

A microbial-enhanced waterflood field experiment was initiated during October 1986 by the 

U.S. DOE, the National Institute for Petroleum and Energy Research (NIPER), Microbial 

Systems Corp., and Injectech Inc.  

 

Background: 

The Mink Unit (Sec. 36, Twp. 27N, Rge. 16E) is located in the Delaware-Childers field in 

Nowata County, Oklahoma, and is producing from the Bartlesville sandstone formation. The 

average reservoir properties are listed in Table 2.3. 
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Table 2.3: Average reservoir properties for Mink Unit project (Bryant, 1990). 

Parameters  

Formation Bartlesville sandstone 

Depth 600 ft 

Net pay thickness 30 ft 

Permeability 60 md 

Porosity 20% 

Formation temperature 65°F 

Number of injection wells 21 

Average water injection rate 40 bbl/day per well 

Injection pressure 530 psi 

Average oil production rate 6.4 bbl/day 

Oil gravity 34°API 

Oil viscosity  7 cp 

 

The pilot site was four adjacent inverted five-spot patterns within the Mink Unit. The pilot 

area has four injection and eight production wells. 

 

Treatment: 

Chemical tracer studies were initiated in December 1986 to determine the flow patterns of 

the injected fluids in the Mink Unit. Every injection well was injected with 25 gallons of 

microbial formulation, NIPER Bac 1 on March 23, 1987. Ten gallons of pure molasses was 

injected into each well before and after the microbes. The treated injection wells were shut in 

until April 3, 1987. The four injection wells are being injected with two gallons of molasses 

every day.  

 

Evaluation: 

Field sampling for baseline determination began in November 1986 and continued to March 

1987. All the wells produced foam, indicating a large amount of surfactant production and, 

also, confirming the viability of the microorganism. Oil production was increased after the 
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microbial injection through May 1988. The predicted and actual average oil production for 

the Mink Unit project is shown in Figure 2.2. 

 
Figure 2.2: Predicted and actual average oil production for Mink unit (Bryant et al., 1990). 

 

Huabei Project (Dietrich et al., 1996):  

Background: 

The Huabei Project is located at No. 3 Plant, Hebel Province in P. R. China. The average 

reservoir properties for this field are listed in Table 2.4. 

 model 

actual 

bbl/wk 

35 

40 

50 

45 

Year 
1980 1982 1984 1988 1986 1990 

55 
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Table 2.4: Average reservoir properties for Huabei Project (Dietrich et al., 1996). 

Parameters  

Formation Sandstone  

Depth 6900 ft 

Net pay thickness 40 ft 

Permeability 240 md 

Porosity 20% 

Formation temperature 180°F 

Number of injection wells 7 

Average water injection rate 40 bbl/day per well 

Injection pressure 530 psi 

Average oil production rate 6.4 bbl/day 

Oil gravity 28°API 

Oil viscosity  14 cp 

 

This project consists of seven wells that are scattered into different reservoirs. These wells 

are in the mature stage of waterflooding. Microbial enhanced oil recovery was started in 

September 1994. The reservoir and fluid parameters are all favorable for microbe growth. 

 

Treatment: 

The wells were treated three times. The first two treatments consisted of 150 barrels of 

microbe-laden fluid, followed by 40 to 150 barrels of displacing water. The third treatment 

consisted of 50 barrels with displacements ranging from 40 to 125 barrels. 

 

Evaluation: 

There was a rapid decline in the project wells before the microbial treatments. The baseline 

was determined by monitoring daily production for five months before the start of treatment. 

After a year of microbial treatment, oil production flattened at 150 barrels per day, which is 

552% over the baseline value. There was a significant change in the viscosity of the crude. 

The Huabei Project production response to the treatment is summarized in Figure 2.3. 
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Figure 2.3: Huabei Project oil production response (Dietrich et al., 1996). 

 

Diadema Field (Buciak et al., 1994): 

A microbial single-well stimulation field test was conducted at the Diadema Field in 

Argentina by CAPSA Exploradora S.A. and APAC-Flow Technologies, with the technical 

support of NIPER, Bartesville, Oklahoma, USA. 

 

Background: 

The Diadema oil field is located in the San Jorge Gulf basin in the Province of Chubut in the 

southern part of Argentina. The formation selected for this pilot test is the Upper Garnet 

Zone (U.G.Z.) of complex II. The average reservoir properties for this field are listed in 

Table 2.5. 
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Table 2.5: Average reservoir properties for Diadema Field (Buciak et al., 1994). 

Parameters  

Formation Upper Garnet Zone  

Depth 2953 ft 

Net pay thickness 40 ft 

Permeability 500 md 

Formation temperature 126°F 

Number of injection wells 5 

Average oil production rate 27.8 bbl/day 

Oil gravity 21°API 

Oil viscosity  55 cp 

 

Treatment: 

The microbial formulation includes a combination of strains NIPER 1A and NIPER 7. This 

formulation was grown by APAC-Flow Technologies at the laboratory in Buenos Aires. A 

microbial formulation in the amount of 1 bbl and 176 bbl of nutrient solution were injected in 

each well. Five wells were treated. The treated wells were shut in for seven days to allow for 

growth of the bacteria in the oil-producing formation. 

 

Evaluation: 

Indications of microbial activity were detected already in the shut-in period, showing a slight 

increase of wellhead pressure. The oil production behavior of the microbially treated wells 

was uneven. Two of the five treated wells showed an excellent increase in production after 

the treatment. Increased production at well D-7 lasted for 70 days, and the amount of 

additional oil produced was 352 bbl; whereas at well D-47, the increased production lasted 

150 days and 862 bbl of additional oil were recovered. The production response of well D-47 

is summarized in Figure 2.4. The arrow indicates the initiation of the microbial treatment. 
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Figure 2.4: Oil production for well D-47 (Buciak et al., 1994). 
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CHAPTER 3: EXPERIMENTAL WORK 

The major objective of this work was to determine the amenability of ANS viscous oils to 

viscosity reduction by using natural or introduced microbial populations. The ANS viscous 

oil sample was chemically and microbially characterized to assess the viscosity reduction and 

enhanced recovery. Careful measurement and analysis of ANS viscous oil were done at 

molecular and core scales. The following experiments were performed in order to achieve 

this objective: 

1. Design of a biosurfactant-producing microbial formulation. 

2. Coreflooding experiments for lab-scale evaluation of the effect of the microbial 

formulation on oil recovery. 

3. Determination of the effect of the microbial formulation on the oil sample 

composition. 

4. Density measurement of the oil sample at stock tank conditions. 

5. Viscosity measurement of the oil sample at stock tank conditions. 

6. Terminal restriction fragment polymorphism (T-RFLP) of several oil samples. 

7. Growth and isolation of indigenous bacteria from ANS oils. 

8. Testing of ANS bacteria for surface tension reduction capabilities. 

The results obtained from these experiments are used to discuss the application of MEOR to 

enhance the recovery of oil at the ANS reservoirs. 

 

3.1 Design of the microbial formulation 

An ideal microbial formulation for a MEOR application would consist of two major 

components: the biotic component (i.e., microbes) and the abiotic component (i.e., nutrient 

medium—usually a combination of carbon source and some chemical, such as nitrogen or 

potassium, essential for the growth of the microorganisms).  

 

There is a diverse microbial community in the reservoir. This microbial community, called 

indigenous microbes, can be found in oil samples and connate water samples collected from 

reservoirs. Due to the diversity of the microbial community, however, it is difficult to 

identify all the microorganisms present in the oil. Thus, a specific microorganism is injected 
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in the oil sample and, through metabolic activity, produces bioproducts that facilitate oil 

recovery. McInerney et al. (1999) isolated the JF-2 strain of the Bacillus licheniformis from 

the connate water of oil fields in Oklahoma, USA. This microorganism produces 

biosurfactant through metabolic activity when provided with a nutrient medium. The sample 

was selected because it grows effectively at the temperature commonly observed in ANS 

reservoirs. A freeze-dried sample of the JF-2 strain of B. licheniformis was obtained from the 

American Type Culture Collection.  

 

A mixture of nutrients commonly known as Bushnell-Haas Broth is recommended for the 

microbiological examination of fuels by the Society of Industrial Microbiology Committee 

on Microbiological Deterioration of Fuels (Allred et al., 1963). Difco™ Bushnell-Haas Broth 

is obtained from Krackeler Scientific, Inc. Bushnell-Haas Broth is prepared according to the 

formula described by Bushnell and Haas (1941). The formula for the Bushnell-Haas Broth 

approximated per liter is given in Table 3.1. 

 

Table 3.1: Composition of Bushnell-Haas Broth (Bushnell and Haas, 1941). 

Component 
 

Weight  
(g) 

Magnesium Sulfate 0.2 

Calcium Chloride 0.02 

Monopotassium Phosphate 1.0 

Diammonium Hydrogen Phosphate 1.0 

Potassium Nitrate 1.0 

Ferric Chloride 0.05 

 

Magnesium sulfate, calcium chloride, and ferric chloride provide the trace elements 

necessary for bacterial growth, whereas potassium nitrate acts a nitrogen source and 

monopotassium phosphate and diammonium hydrogen phosphate provide buffering 

capability. The Bushnell-Haas Broth lacks the carbon source for growth of microbes, but 

heavy oil can be utilized by the microbes as a carbon source. For the effective growth of the 
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microorganisms used, lab grade sucrose (Fisher Scientific Inc.) and lab grade sodium 

chloride (Fisher Scientific Inc.) are also added to the nutrient medium. 

 

In order to make 1 L of the nutrient medium 

i. suspend 3.27 g of the dehydrated Bushnell-Haas in 1 L of deionized water;  

ii. add 1% sucrose (10 g) and 5% sodium chloride (50 g) and mix thoroughly;  

iii. heat with frequent agitation and boil for 1 min to completely dissolve the powder; 

and  

iv. autoclave at 121ºC for 15 min. 

 

The freeze-dried sample of the bacteria is revived by aseptically adding 0.3 to 0.4 ml of the 

nutrient medium with a pipette. The entire material is then transferred to a test tube (5 or 6 

ml) of the broth medium. Agar gel plates are prepared from agar gel solution made by adding 

15 g of agarose powder to 1 L of the nutrient medium. The bacterium is cultured on the agar 

gel plates to test the purity of the obtained culture and to purify the obtained culture if it is 

not pure. For this a sterile, cooled loop is used to take a drop of the bacteria-containing broth 

and streak the agar plate so that it looks like the example shown in Figure 3.1. The agar gel 

plates are incubated at 30ºC. 

 

 

 

 

 

 

 

 

Figure 3.1: Streaking pattern of the broth on agar plate. 
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The grown culture is transferred into a test tube (about 10 ml) of the nutrient medium. It is 

allowed to grow overnight and then added to 500 ml of the nutrient medium. The mixture is 

placed in a shaker for 3 to 4 hours at 30ºC in order to grow the microbial formulation. 

 

The concentration of the microbial formulation can be measured using the Miles and Misra 

method (1938) described below: 

i. Prepare 8 agar gel plates. 

ii. Dilute the microbial formulation by 1 to 10, in sterile 1.5 ml tubes with phosphate-

buffered saline (PBS), pH 7.4. Continue the dilution until the original microbial 

formulation is diluted by 1 to 108. 

iii. Put 1 plate on the turntable and put 100 µl of the diluted microbial formulation on the 

plate. 

iv. Using a “hockey stick,” sterilized by dipping in ethanol and then holding over a 

Bunsen burner, spread the microbial formulation evenly over the plate as shown in 

Figure 3.2. This step is carried out for each of the dilution. 

v. Incubate the agar gel plates at 30ºC for 2 days. 

vi. Count the colonies in order to find the concentration of the microbial formulation.  

 

Though still used in laboratories to measure the concentration of microbial formulations, the 

Miles and Misra method is fairly old. Some recent methods involving spectrophotometer can 

also be used for this purpose. 
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Figure 3.2: Spreading the microbial formulation on the agar plate using a “hockey stick” and 
turntable. 
 

3.2 Coreflooding experiments for lab-scale evaluation of the effect of microbial 
formulation on oil recovery 

3.2.1 Experimental setup 

The coreflooding experiments were designed to examine the effect of microbial formulation 

on improved oil recovery. Figure 3.3 shows the schematic representation of the coreflooding 

rig. This rig was designed to conduct experiments at simulated reservoir conditions. The 

experimental setup of the coreflooding rig is shown in Figure 3.4. The components of the 

experimental setup for the coreflooding rig, along with their specifications, are listed in Table 

3.2. 

Turntable 

Agar Plate 

Hockey Stick 

Agar Plates 
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Table 3.2: Components of the coreflooding rig. 

Component Specifications 

Pump 

 

 

 

 

 

Positive displacement pump 

Teledyne ISCO D-series pump 

Model: 260D 

Maximum pressure: 7500 psi 

Flow rate: 0 to 90 ml/min 

Pump capacity: 266.05 ml 

Floating piston fluid accumulator 

 

 

 

DBR-JEFRI 

Model: 300-10-P 

Capacity: 300 ml 

Maximum pressure: 10,000 psi 

Hassler-type core holder 

 

 

TEMCO RCHR-1.5 

Temperature: 100°C 

Maximum pressure: 3000 psi 

Valves 

 

HiP valves 

Maximum operating pressure: 10,000 psi

Overburden pressure Nitrogen gas cylinder 

Flowline 

 

 

 

Swagelok company 

Tubing diameter: 1/8 inch 

Fittings: union connector, tee connector 

Maximum operating pressure: 10,000 psi
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Figure 3.3: Schematic representation of the coreflooding rig. 
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Figure 3.4: Experimental setup of the coreflooding rig. 

 

3.2.2 Materials 

Berea sandstone cores were used for coreflooding experiments. Six Berea sandstone cores 

were obtained from Cleveland Quarries, Ohio, USA. Each core was 1.5 in. in diameter and 6 

in. long. The cores were autoclaved at 140ºC for 15 min. This facilitated the transport of 

microbes when injected inside the cores. 

 

For the experiments, synthetic brine was used as a substitute for connate water. A 2 molar 

brine solution was prepared by dissolving sodium chloride in deionized water. The mixing 

ratio of brine and deionized water was measured gravimetrically. If the weight of water is 

known, then the weight of sodium chloride to be added in order to get a 2 molar brine 

solution can be obtained using equation 3.1: 

 

NaCl

NaCl water

W =0.02
W +W  (3.1) 

 

Hassler-type core 
holder Pump 

Floating piston fluid accumulator 

Valve 

Overburden pressure
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where WNaCl is the weight of sodium chloride, and Wwater is the known weight of water. 

 

The equation can be simplified to equation 3.2: 

 

 (3.2)  

 

Thus, the brine solution is prepared by adding the calculated amounts of deionized water and 

sodium chloride. The solution should be thoroughly mixed to completely dissolve the sodium 

chloride in water. The density of the brine solution can be measured using an Anton-Paar 

Densitometer, and the viscosity can be measured using a Canon-Fenske Viscometer. 

However, these values are used as measured by Agbalaka (2006). 

 

Two kinds of fluids were used for the coreflooding experiments. Pure n-decane was used to 

perform the experiments on the first two core samples (Core #1 and Core #2). An oil sample 

from ANS oil fields was used to perform corefloods on the remaining core samples (Core #3, 

Core #4, Core #5, and Core #6). 

 

3.2.3 Method 

The procedure for conducting the coreflooding experiments was as follows: 

i. The weight of the dry core sample was measured using a weigh scale before it was 

flooded. 

ii. The cores were saturated with the 2 molar brine solution in a flask under vacuum for 

at least one week. This allowed the brine to achieve ionic equilibrium with the core 

samples. 

iii. The cores were weighed after they were saturated with the brine solution. The pore 

volume of the core was calculated using equation 3.3. 

 

wet core dry core

brine

W -W
PV = 

ρ
 (3.3) 

 

where  

NaCl waterW = 0.0204×W
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PV is the pore volume of the core sample, 

Wwet core is the weight of the core sample saturated with brine solution, 

Wdry core is the weight of the dry core sample, and 

ρbrine  is the density of the brine solution. 

 

The bulk volume of the core samples was calculated using equation 3.4: 

 
2πd lBV=

4
 (3.4) 

 

where 

BV is the bulk volume of the core sample, 

d is the diameter of the core sample, and 

l is the length of the core sample. 

 

The porosity (φ) of the core sample is calculated using equation 3.5: 

 

PVφ(%) = ×100
BV  (3.5) 

 

iv. The core sample was loaded in the Hassler-type core holder, and an overburden 

pressure of 500 psi was applied in the radial direction. The brine was injected using 

high-pressure injection at the flow rate of 10 ml/min from a floating piston fluid 

accumulator. The brine was not directly injected from the pump, as brine solution can 

cause pump corrosion. The pump was filled with deionized water to avoid the 

corrosion. Coreflooding was conducted until a constant differential pressure across 

the core sample was reached. This ensured achievement of a steady-state condition 

which is necessary for accurate determination of absolute permeability. The core 

sample was weighed again after the brine injection. 
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v. Absolute permeability of the core was determined by application of Darcy’s law for 

linear flow through porous media. The expression for Darcy’s law is given in 

equation 3.6: 

 

 brineQ.μ .lk =
ΔP.A

 (3.6) 

where 

k is the absolute permeability of the core sample, 

Q is the flow rate of the brine injection, 

µbrine is the viscosity of the brine solution, 

ΔP is the differential pressure across the core sample, 

A is the cross-sectional area of the core sample, and 

l is the length of the core sample. 

 

The differential pressure is calculated using equation 3.7: 

 

ΔP = Pinlet - Poutlet (3.7) 

 

where Pinlet is the inlet pressure noted from the ISCO pump, and Poutlet is the outlet 

pressure, i.e., atmospheric pressure.  

vi. The core sample was then flooded with crude oil at a constant pressure of 300 psi to 

achieve initial water saturation. The flooding resulted in displacement of water from 

the core. The displaced water was collected in a graduated cylinder. The displacement 

of water by the oil was continued until no water was produced. The initial water 

saturation or the connate water saturation was calculated using equation 3.8: 

 

( )brine
wi

PV-V
S (%) = ×100

PV
 (3.8) 
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where wiS  is the initial water saturation or the interstitial water saturation or the 

connate water saturation, and Vbrine is the volume of brine displaced by the oil from 

the core 

vii. The core sample was shut in the core holder for at least 5 days to achieve reservoir 

conditions. 

viii. The core was then injected with a 2 molar brine solution at a constant flow rate of 0.1 

ml/min to simulate the waterflooding process. As brine solution was injected in the 

core, oil was produced from the core. The oil was collected in a graduated cylinder. 

Brine was injected in the core until no more oil was produced. Oil saturation achieved 

by waterflooding is called residual oil saturation. Oil saturation was calculated using 

equation 3.9: 

 

brine oil
or

(V -V )S (%) = ×100
PV  (3.9) 

 

where Sor is the residual oil saturation, and Voil is the volume of the oil produced by 

waterflooding 

Waterflooding was carried out on only two cores: Core #1 and Core #6.  

ix. Core #2, Core #3, Core #4, and Core #5 were injected with the microbial formulation 

to produce oil. The microbial formulation was used when the microbes were in the 

growth phase of their life. The microbial formulation was injected in the cores until 

no more oil was produced, that is, until residual oil saturation was attained. Core #3 

and Core #6 were injected with the microbial formulation after the waterflooding 

process. Since the cores were already at residual oil saturation, there was no more oil 

production from these cores. 

x. Oil recovery after this process is calculated by equation 3.10: 

 

oil

brine

VRecovery (%) = 100
V

×  (3.10) 
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xi. After the microbial formulation injection, the core sample was shut in for a week. 

This gave the microbes time to perform their metabolic activity and produce 

biosurfactants. Core #3 was kept in contact with the microbial formulation for 2 

months in a conical flask. The conical flask was tightly corked to avoid oxidation of 

the oil.  

xii. A core was produced after a week’s shut-in period with the brine solution. The 

recovery of oil in this process is called as the incremental oil recovery. It was 

calculated using equation 3.11: 

 

increase oil

brine oil

VIncremental Recovery(%)= ×100
(V -V )

 (3.11) 

 

where Vincrese oil is the increase in the recovery of oil due to injection of microbial 

formulation. 

 
3.3 Determination of effect of microbial formulation on composition of oil sample 

3.3.1 Equipment 

The newly acquired Thermo gas chromatograph (Model: Trace GC Ultra) for measuring gas 

and oil compositions is shown in Figure 3.5. This chromatograph is equipped with a flame 

ionization detector (FID) and a thermal conductivity detector (TCD).  
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Figure 3.5: Thermo gas chromatograph. (Alurkar, 2007). 

 

Simulated distillation (SimDist) technique was used to analyze crude oil composition. Based 

on separation using gas chromatography (GC), use of SimDist is widespread in the petroleum 

industry for evaluation of fossil fuels as well as petroleum feeds and cuts produced by 

refining and conversion processes. SimDist is based on the assumption that components of 

crude oil elute in order of their boiling points. Through a calibration curve relating the 

boiling point of normal paraffins to their elution temperature or retention time, SimDist 

provides the hydrocarbon distribution of the sample (in weight percent) versus the boiling 

range of the fraction. The operating conditions used for SimDist are tuned to be in agreement 

with preparative distillation that gives the true boiling point (TBP) curve. The components of 

the experimental setup used to determine the composition of the oil samples are listed in 

Table 3.3. 

Thermo Gas 
Chromatograph 

Column 

Display 

Injector 

Helium Gas 
Cylinder 
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Table 3.3: Components of gas chromatography. 

Component Specifications 

Column 

 

 

Thermo TR-SimDist capillary column 

Length: 10 m 

Diameter: 0.53 mm (ID) 

Oven Program 

 

 

Start temperature: 35°C hold for 1.5 min 

Ramp: 10°C per minute 

Final temperature: 350°C hold for 10 min 

Carrier Gas 

 

Ultra pure grade helium 

Flow rate: 15 ml/min 

Injector 

 

 

 

Split injection 

Split ratio: 20:1 

Sample injection volume: 1 µl 

Injector temperature: 350°C 

Detector 

 

 

 

 

FID 

Base body temperature: 350°C 

Hydrogen flow rate: 35 ml/min 

Air flow rate: 350 ml/min 

Make up gas (helium) flow rate: 30 ml/min 

Reference Standard ASTM D 2887 calibration mix 

 

3.3.2 Calibration of the gas chromatograph 

ASTM D2887 calibration mix was used for calibrating the gas chromatograph. Methylene 

chloride (chromatographic grade) was used as the solvent to prepare solutions with different 

concentrations of the calibration mix. This was done in order to calibrate the FID to detect 

the components over a range of concentrations. The composition of the calibration mix is 

given in Table 3.4. 
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Table 3.4: Composition of the calibration mix. 

Elution order Compound Concentration
(% wt/wt) 

Purity 
(%) 

Uncertainty
(%) 

1 n-Heaxane (C6) 6 99 +/- 0.02 

2 n-Heptane (C7) 6 99 +/- 0.02 

3 n-Octane   (C8) 8 99 +/- 0.02 

4 n-Nonane  (C9) 8 99 +/- 0.02 

5 n-Decane (C10) 12 99 +/- 0.02 

6 n-Undecane (C11) 12 99 +/- 0.02 

7 n-Dodacane (C12) 12 99 +/- 0.02 

8 n-Tetradecane (C14) 12 99 +/- 0.02 

9 n-Hexadecane (C16) 10 99 +/- 0.02 

10 n-Octadecane  (C18) 5 99 +/- 0.02 

11 n-Eicosane (C20) 2 99 +/- 0.1 

12 n-Tetracosane (C24) 2 99 +/- 0.1 

13 n-Octacosane (C28) 1 99 +/- 0.1 

14 n-Dotriacontane (C32) 1 99 +/- 0.1 

15 n-Hexatriacontane (C36) 1 99 +/- 0.1 

16 n-Tetracontane (C40) 1 99 +/- 0.1 

17 n-Tetratetracontane (C44) 1 99 +/- 0.1 

Solvent Methylene chloride  99.8  

 

In order to calibrate the equipment, 1 µl solution of the calibration mix in the methylene 

chloride solvent was injected in the gas chromatographer. A run was made as per the oven 

program for simulation-distillation method. The components were eluted depending on their 

boiling points. A component with a lower boiling point was eluted earlier than one with a 

higher boiling point. Figure 3.6 shows the chromatogram for one of the calibration solutions. 
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Figure 3.6: Chromatogram of calibration solution for simulated distillation. 

 

The weight of each component in the calibration mix was known. The response factor for the 

component was calculated with the weight and the area under the peak of that component. 

Equation 3.12 was used to calculate the response factor: 

 

WK=
A  (3.12) 

 

where 

K is the response factor for a component, 

W is the weight of the component in the calibration mix, and 

A is the area under the peak of the component from the chromatogram. 
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Response factors of n-paraffins were calculated over a wide range of concentrations, and 

averaged to get the best fit. The response factors of n-paraffins not present in the standard 

calibration mix were extrapolated from the plot of carbon number vs. response factor.  

 

Once the chromatographer was calibrated, the sample to be analyzed was injected. The 

analysis was run as per the oven program to perform a simulated distillation. Equation 3.13 

was used to calculate the weight of a component in the unknown samples. 

 

unknown unknownW = k×A  (3.13) 

 

where Wunknown is the weight of the component in the unknown sample, and Aunknown is the 

area under the peak of the component in the unknown sample. 

 

The gas chromatographer was used to determine the composition of the oil sample before and 

after microbial treatment. 

 

3.4 Density measurement of the oil sample at the stock tank conditions 

3.4.1 Equipment 

The density of the oil sample was measured to see the effect of microbial treatment on 

density. Density was measured using the Anton-Paar digital density meter DMA 45. The 

experimental setup for density measurement consisted of the Anton-Paar digital density 

meter and a temperature bath (Brookfield TC-500). Figure 3.7 shows the experimental setup 

for density measurement. 

 

The density meter determines the density of liquids and gases by electronically measuring the 

period of oscillation. The temperature bath maintains the temperature by circulating an 

ethylene glycol mixture in water. The calibration of the equipment is necessary before 

measurement of density. 
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Figure 3.7: Experimental setup for density measurement. 

 

3.4.2 Method of calibration 

In order to calibrate the density meter, the two calibration constants A and B were needed. To 

determine the constants A and B, water and air were injected in the density meter. The 

following procedure was used to calibrate the density meter: 

i. The desired temperature was set and allowed to attain equilibrium.  

ii. The dial on top of the density meter was positioned at “T.”  

iii. Air was injected in the density meter, and the period of oscillation for air was noted. 

Similarly, the period of oscillation for water was measured also. 

iv. The density of air at a particular temperature was calculated using equation 3.14: 

 

( )a
0.0012930 Pρ = ×

1+ 0.00367×t 760
⎡ ⎤
⎢ ⎥
⎣ ⎦  (3.14) 

 

Temperature Bath 
Anton-Paar 
density meter 
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where 

ρa is the density of air at the specific temperature, g/ml, 

t is the temperature, °C, and 

P is the barometric pressure, torr. 

 

The density of water at various temperatures was obtained from the table of the 

density of water from Laboratory Manual for standard ASTM D 4052-96 (1996).  

v. The period of oscillation and density values for air and water were used to calculate 

the calibration constants from equation 3.15 and equation 3.16: 

( )
( )

2 2
w a

w a

T  - T
A=

ρ  - ρ  (3.15) 

 
2
a aB=T - (A×ρ )  (3.16) 

 

where 

A and B are the calibration constants at temperature, t, 

Tw is the period of oscillation for water, 

Ta is the period of oscillation for air, and 

Ρw is the density of water at the temperature, t, g/ml. 

 

The constants A and B for various temperatures are listed in Table 3.5. 
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Table 3.5: Calibration constants for Anton-Paar density meter. 

Temperature 
(°C) 

Density of  
water 
(g/ml) 

Density of 
air 

(g/ml) 
Tw 

 
Ta 

 
A 
 

B 
 

0 0.99984 0.0013 8.028 6.1785 26.313 38.14 

5 0.999964 0.0013 8.0258 6.176 26.305 38.11 

10 0.999699 0.0012 8.0227 6.1738 26.289 38.083 

15 0.999099 0.0012 8.0189 6.1715 26.271 38.055 

20 0.998203 0.0012 8.0146 6.1694 26.251 38.03 

22 0.997769 0.0012 8.0129 6.1688 26.242 38.023 

25 0.995645 0.0012 8.012 6.1679 26.295 38.012 

30 0.995645 0.0012 8.0086 6.1663 26.259 37.993 

35 0.994029 0.0011 8.0049 6.1651 26.257 37.978 

40 0.992212 0.0011 8.0005 6.1639 26.248 37.964 

45 0.990208 0.0011 7.9943 6.163 26.212 37.953 

50 0.98803 0.0011 7.9825 6.1619 26.092 37.941 

 

The constants A and B for any intermediate temperatures were extrapolated from the plot of 

the temperature against the constants A and B. 

 

3.4.3 Procedure for measuring density 

The procedure used to measure density is described below: 

i. The temperature bath was set at a constant temperature. Density was measured at 

stock tank conditions, so the temperature bath was set at 15°C.  

ii. The constants A and B were obtained from the table, and the dials at the top of the 

density meter were adjusted accordingly. The dial was positioned at “ρ.” 

iii. Once the temperature bath reached equilibrium, the oil sample was injected in the 

density meter, and the value of density was noted from the digital meter. 

iv. Two measurements were made for the same oil sample. In between the two readings, 

the density meter was cleaned by injecting toluene and acetone.  
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3.5 Viscosity measurement of oil samples at stock tank conditions 

3.5.1 Equipment 

The viscosity of oil samples was measured to study the effect that microbial treatment had on 

them. The experimental setup for viscosity measurement included a viscometer and a 

temperature bath to control the temperature. A Brookfield Programmable DV II+ Viscometer 

was used to measure viscosity, and a Julabo FP-50 Refrigerated/Heating Circulator was used 

for the temperature bath. Figure 3.8 shows the viscometer, and Figure 3.9 shows the 

temperature bath. 

 
Figure 3.8: Brookfield Viscometer. 
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Figure 3.9: Julabo FP-50 refrigerated/heating circulator. 

 

3.5.2 Procedure for measuring viscosity 

The following is the procedure used to measure the viscosity of oil samples: 

i. Turned on the temperature bath. EasyTemp computer software was used to control 

the temperature bath. 

ii. Once the equilibrium was achieved, the viscometer was turned on.  

iii. The spindle was removed, and any key was pressed in order to auto-zero the 

viscometer. 

iv. The spindle was replaced. The oil sample was taken in the cylinder, and the spindle 

was immersed in the oil sample. Any key was pressed. 

v. WinGather computer software was executed on a computer. The PC program was 

turn on in the options menu of the viscometer. 

vi. Up to 20 of the custom speeds were selected from the setup menu of the viscometer. 

vii. The motor was turned on and the viscosity reading was noted. 
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viii. The speed of the motor was changed by using the arrow buttons and pressing set 

speed.  

ix. Viscosity readings for all selected speeds were noted and saved in the computer using 

WinGather. 

 

3.6 Terminal Restriction Fragment Polymorphism (T-RFLP) of the oil samples 

Microbial communities can exhibit an enormous range of complexity—from those with a 

mere handful of populations (Preston et al., 1996) to those with thousands of species derived 

from all three domains of life (Friedrich et al., 2001; Kudo et al., 1998; Schmitt-Wagner et 

al., 2003; Torsvik et al., 1990). In order to analyze any microbial community, identifying the 

diversity of species present is often the first step. This in itself is a very difficult task, as the 

majority of microbes present in most communities have not yet been cultivated (Amann et 

al., 1995; Staley and Konopka, 1985). For community analysis, genetic fingerprinting 

techniques allow the comparative profiling of many environmental samples and thus 

facilitate the spatial and temporal analysis of microbial communities in ecosystems. In this 

experiment, the oil sample from the ANS oil field, the developed microbial formulation, the 

oil sample extracted from the core after one week shut-in period, and the oil sample extracted 

from the core kept in contact with the microbial formulation for two months were analyzed 

for the microbial communities. Terminal restriction fragment length polymorphism (T-

RFLP) is one of the approaches used for community analysis, commonly referred to as 

genetic fingerprinting. T-RFLP analysis is based on restriction endonuclease digestion of 

fluorescently end-labeled PCR products (in this case 16S RNA gene). Digested products are 

separated by gel electrophoresis and detected on an automated sequencer. The method 

provides distinct profiles (fingerprints), dependent on the species composition of the 

communities of the samples. T-RFLP has been used as an effective tool in the dissection of 

microbial communities (Bruce and Hughes, 2000; Kitts, 2001; Kuske et al., 2002; Marsh, 

1999; Marsh et al., 2000). The general protocol for T-RFLP is presented in Figure 3.10. 
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Figure 3.10: General protocol for T-RFLP (Grüntzig et al., 2002). 

 

The T-RFLP method includes DNA extraction followed by PCR amplification. The primer 

set is usually a fluorescently 5′-labeled forward primer annealing to the 3′ end of the 

antisense strand and an unlabeled reverse primer annealing to the 3′ end of the sense strand of 

the template marker gene (here the 16S rRNA gene). The PCR reaction thus results in double 

stranded DNA fragments all labeled in the 5′ end of the sense strand.  

 

The PCR reaction is followed by restriction enzyme digestion, whereby each DNA fragment 

renders one labeled terminal fragment and one or more unlabeled fragment. The DNA 

fragments are then separated (±1 to 2 bases, depending on the total fragment length) by 

electrophoresis on the ABI sequence analyzer, where the labeled fragments are recognized by 

the fluorescence detector. Internal standards (labeled fragment length markers) are included 

in each sample.  

 

The resulting chromatogram reveals the size-fragments present in the sample as well as the 

relative quantitative distribution among them. By this means, it is possible to compare 



 58

samples according to the presence/absence of peaks as well as relative distribution among the 

peaks.  

 

The DNA of the microbial community from all the samples is extracted by a method using 

zirconia beads and a stool kit, as mentioned by Tanaka et al. (2002). Usually DNA is isolated 

because it is more stable than RNA. The DNA is extracted from the cells because PCR 

cannot be performed on the cells.  

 

The following procedure was followed for DNA extraction: 

i. Ordered a QIAamp DNA Stool Mini Kit from Qiagen Inc., Valencia, CA, USA. 

ii. Mixed the sample with 2 volumes of zirconia beads (0.1 mm diameter; BioSpec 

Products, Inc., Bartlesville, OK, USA) and 7 volumes of ASL buffer from the 

QIAamp DNA Stool Mini Kit. Made 2 replicates for each sample to avoid 

contamination. 

iii. Homogenated the mixture with a Mini-Beadbeater at 560 g for 1 min. The Mini-

Beadbeater used is shown in Figure 3.11. 

 

 
Figure 3.11: Mini-Beadbeater. 
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iv. Incubated the homogenized sample at 70°C for 5 min in a water bath. 

v. Centrifuged the sample using a microcentrifuge. The extracted DNA remained in the 

aqueous phase, and this DNA was purified with a QIAamp DNA Stool Mini Kit. The 

microcentrifuge used for centrifugation is shown in Figure 3.12. 

 

 
Figure 3.12: Microcentrifuge. 

 

vi. Pipetted 1.2 ml of the supernatant into a new 2 ml microcentrifuge tube, and 

discarded pellet. 
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vii. Added 1 InhibitEX tablet to each sample and vortex immediately and continuously 

for 1 min or until the tablet was completely suspended. Incubate dsuspension for 1 

min at room temperature to allow inhibitors to adsorb to the InhibitEX matrix. 

viii. Centrifuged sample at full speed for 3 min to pellet inhibitors bound to InhibitEX. 

ix. Pipetted all the supernatant into a new 1.5 ml microcentrifuge tube, and discarded the 

pellet. Centrifuged the sample at full speed for 3 min. 

x. Pipetted 15 µl Proteinase K into a new 1.5 ml microcentrifuge tube. 

xi. Pipetted 200 µl supernatant from Step (ix) into the 1.5 ml microcentrifuge tube 

containing Proteinase K. 

xii. Added 200 µl Buffer AL and vortexed for 15 s. 

xiii. Incubated at 70°C for 10 min in water bath. 

xiv. Added 200 µl of ethanol (96–100%) to the lysate, and mixed by vortexing.  

xv. Labeled the lid of a new QIAamp spin column placed in a 2 ml collection tube. 

Carefully applied the complete lysate from Step (xiv) to the QIAamp spin column 

without moistening rim. Closed the cap and centrifuged at full speed for 1 min. 

Placed the QIAamp spin column in a new 2 ml collection tube and discarded the tube 

containing the filtrate. 

xvi. Carefully opened the QIAamp spin column and added 500 µl Buffer AW1. 

Centrifuged at full speed for 1 min. Placed the QIAamp spin column in a new 2 ml 

collection tube and discarded the collection tube containing the filtrate. 

xvii. Carefully opened the QIAamp spin column and added 500 µl Buffer AW2. 

Centrifuged at full speed for 3 min. Discarded the collection tube containing the 

filtrate. 

xviii. Transferred the QIAamp spin column into a new labeled 1.5 ml microcentrifuge tube 

and pipetted 40 µl Buffer AE to one replicate and 50 µl Buffer AE to the other 

replicate directly onto the QIAamp membrane. Incubated for 1 min at room 

temperature, then centrifuged at full speed for 1 min to elute DNA. 

 

After the extraction of DNA, PCR reaction was performed on the samples for amplification 

of the DNA using the method suggested by Leigh et al. (2007). The PCR reactions were 

performed on all the replicates: one sample with E. coli DNA in it as a pure culture (used as a 
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positive control) and one negative control with no DNA. The PCR reaction resulted in 

multiple copies of the 16S rRNA gene—the gene which is responsible for protein synthesis 

in the cell and present in all bacteria. This gene acts as a marker of the bacteria; it is present 

in the database and can be used for sequencing after the T-RFLP. The database, however, 

only gives possible matches and can be objectionable at times. The DNA samples were PCR-

amplified using primers 27F and 1392R targeting eubacterial 16S rRNA genes (Johnson, 

1994). Primer 27F was labeled with 6-carboxyfluorescien (6-FAM) on the 5′ end. PCR was 

performed by initially amplifying a 1 ng template with 5 pmol primer in a 25 µl reaction 

using a thermocycler program of 95°C for 9 min, then 25 cycles of 95°C for 1 min, 59°C for 

1 min, 72°C for 1 min 40 s, and final extension at 72°C for 10 min, followed by a 

reconditioning step in which 5 µl aliquots of initial PCR product were transferred to new 

reactions and amplified for 3 cycles under the same PCR conditions, except in 50 µl volumes 

with 10 pmol primers. Figure 3.13 shows the thermocylcer used for the PCR purification. 

 

 
Figure 3.13: Thermal cycler. 

Wells for PCR 
tubes 
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Agarose gel electrophoresis was employed to check the progression of  restriction enzyme 

digestion, to quickly determine the yield and purity of a DNA isolation or PCR reaction, and 

to size fractionate DNA molecules, which then could be eluted from the gel. The PCR 

mixture with amplified DNA was put in a well in an agarose gel slab. Under the influence of 

electric supply, the DNA, which is negatively charged, moved toward the positive electrode. 

The longer the DNA strand, the slower it will move. When compared with the molecular 

weight, the sample gives the size of the DNA strand. The equipment for the electrophoresis 

method included horizontal gel electrophoresis apparatus, a gel casting platform, gel combs, 

and DC power supply. The procedure for the electrophoresis is described below: 

i. The gel was prepared by mixing 1.2 g of electrophoresis-grade agarose into 100 ml of 

electrophoresis buffer (1x TAE). The mixture was cleaned by melting in the 

microwave oven.  

ii. The mixture was cooled and then poured into a sealed gel-casting platform. The gel 

comb was inserted in order to make wells or slots. 

iii. The seal was removed from the gel casting platform after the gel was hardened. The 

gel comb was withdrawn.  

iv. The gel-casting platform was placed into an electrophoresis tank containing sufficient 

electrophoresis buffer to cover the gel. 

v. DNA samples were prepared by adding 1 µl of loading buffer (dye) to 10 µl of the 

samples, the negative control and the positive control. Also, a molecular weight 

marker sample was prepared by adding 1 µl of the dye to 5 µl to the marker. These 

samples were loaded into the wells with a pipettor. 

vi. The electrophoresis was run by attaching the leads at 100 volts for 45 minutes. The 

leads were attached such that the DNA migrated to the anode or positive lead.  

vii. The power supply was turned off when dye from the loading buffer had migrated a 

distance judged sufficient for separation of the DNA fragments. 

viii. The gel was first stained with 0.5 µg/ml ethidium bromide for 10 to 30 min. Ethidium 

bromide is a potential carcinogen, so gloves must be worn when handling it. 

ix. The stained gel was photographed on a UV transilluminator using AlphaImager. 

Figure 3.14 shows the used UV transilluminator. 
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Figure 3.14: UV transilluminator. 

 

The experimental setup for the agarose gel electrophoresis is shown in Figure 3.15. 

Digital camera 

Platform 
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Figure 3.15: Experimental setup for agarose gel electrophoresis. 

 

PCR products of all the samples and positive control were purified using the Qiaquick PCR 

purification kit (Qiagen, Valencia, CA, USA). The procedure used for the PCR purification is 

described below: 

i. Added 500 µl of Buffer PBI to 100 µl of the PCR sample and mixed by vortexing; it 

is checked whether the color of the mixture is yellow. 

ii. Placed a QIAquick spin column in a provided 2 ml collection tube. 

iii. Applied the sample to the QIAquick column to bind DNA and centrifuged for 30 to 

60 s. 

iv. Discarded the flow-through. Placed the QIAquick column back into the same tube. 

v. To wash, added 0.75 ml Buffer PE to the QIAquick column back in the same tube. 

Centrifuged the column for an additional 1 min. 

vi. Placed QIAquick column in a clean 1.5 ml microcentrifuge tube. 

vii. Added 30 µl of nuclease-free water to the center of the QIAquick membrane for 

increased DNA concentration. Let the column stand for 1 min, and then centrifuged. 

 

Power supply to provide 
the required voltage 

Electrodes 

Gel-casting 
platform 

Gel electrophoresis 
apparatus 

Gel comb 
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NanoDrop was used to quantify the purified PCR products for DNA concentration by UV 

spectrophotometry. Figure 3.16 shows the NanoDrop apparatus used to quantify the PCR 

products. 

 

 
Figure 3.16: NanoDrop apparatus. 

 

The purified PCR products were digested with restriction endonucleases. A digestion mixture 

was prepared for all samples and for positive control. A total of 40 ng of each sample was 

digested with HhaI endonuclease (New England Biolabs, Beverly, MA, USA) in reaction 

volumes of 15 µl by incubating at 37°C for 3 h in a water bath. The digest for each sample 

was precipitated by adding 1.5 µl sodium acetate (0.75 M), 0.3 µl glycogen (molecular 

biology grade), and 47 µl ethanol (100%). Also, an undigested aliquot (10–20 ng) of positive 

control was precipitated by adding the above-mentioned components. The mixture was 
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incubated overnight at room temperature in the dark. The incubated mixture was spun at 

maximum speed for 35 min at room temperature. The mixture was transferred to a 1.5 ml 

tube, and 100 µl of cold ethanol (70%) was added to the mixture. The mixture was allowed to 

stand for 5 min and then spun at maximum speed for 20 min. The supernatant mixture was 

dried completely in the DNA Speed Vac. Figure 3.17 shows the DNA Speed Vac used for 

drying the supernatant mixture. 

 

 
Figure 3.17: DNA Speed Vac. 

 

The dried pellet of each sample was suspended in a mixture of 14.5 µl of HiDi formamide 

and 0.5 µl of BioVentures ladder. The mixture was mixed by vortexing and set aside for 5 to 

10 min. The mixture was transferred to the MicroAmp plate, and then was denatured for 6 

min at 97°C using the thermocycler. T-RFLP fingerprinting was carried out on an ABI 3100 

genetic analyzer. Figure 3.18 shows the genetic analyzer used for T-RFLP fingerprinting. 
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Figure 3.18: AB 3100 Genetic Analyzer. 

 

3.7 Isolation and assessment of indigenous surfactant-producing microbes 

3.7.1 Enrichment culture conditions 

Enrichment culture methods are a valuable tool for obtaining microbes from the 

environment, particularly microbes in low abundance such as those present in crude oil. The 

general methodology involves adding an inoculum (crude oil) to a sterile liquid microbial 

growth medium and incubating on a shaker until substantial growth is observed. This mixed 

culture is then amenable to further study, such as through the isolation and identification of 

various strains. In this study, enrichment cultures were established using five different ANS 

oils in order to first generate a high-biomass mixed culture of indigenous ANS 

microorganisms. In order to detect a broad range of microbes with a variety of growth 

requirements, enrichment cultures were established using a variety of media at different 

temperatures. The media were selected to support growth of populations that utilize a range 

of different carbon sources, including sugars and proteins or petroleum hydrocarbons. 

Enrichment cultures were incubated on rotary platform shakers and shaken constantly at 200 
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rpm. Table 3.6 summarizes the volumes, inocula, media, and incubation temperatures of each 

of the enrichment cultures established.  

 

Table 3.6: Volumes, inocula media, and incubation temperatures of the enrichment cultures. 

 
Note: Oil samples comprise the inoculum, with the exception of one culture in which Exxon Valdez Oiled Rock was provided as inoculum in 
addition to Prudhoe Bay crude oil. 
 

Media formulations used for enrichment cultures are presented in Table 3.7. 

Medium Date Inoculated Medium volume (ml) Oil volume (µl) Inoculum
Incubation 

temperature (°C)

5/12/2008 10 100 Prudhoe Bay-W 25
5/16/2008 100 200 Milne Point 25
5/16/2008 100 200 Kuparuk 25
5/16/2008 100 200 Prudhoe Bay-P 25
5/16/2008 50 100 Prudhoe Bay-W 25
5/16/2008 100 200 West-Sak (D Sand) 25
4/28/2008 100 100 Milne Point 25
4/28/2008 100 100 Kuparuk 25
4/28/2008 100 100 Prudhoe Bay-P 25
4/28/2008 100 100 Prudhoe Bay-W 25
4/28/2008 100 100 West-Sak (D Sand) 25
5/16/2008 100 200 Milne Point 25
5/16/2008 100 200 Kuparuk 25
5/16/2008 100 200 Prudhoe Bay-P 25
5/16/2008 100 200 Prudhoe Bay-W 25
5/16/2008 50 100 West-Sak (D Sand) 25

1/23/2008 100 500
Prudhoe Bay + Exxon 
Valdez Oiled Rock

25

6/2/2008 100 200 Milne Point 30
6/2/2008 100 200 Kuparuk 30
6/2/2008 100 200 Prudhoe Bay-P 30
6/2/2008 100 200 Prudhoe Bay-W 30
6/2/2008 100 200 West-Sak (D Sand) 30

 
 

LB Broth

Bushnell-Haas Broth

Modified Bushnell-Haas Broth

Basal Mineral Liquid Medium 
(BM liquid)
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Table 3.7: Media formulations used for enrichment cultures. 

 

 
Figure 3.19: Several enrichment cultures on a rotary platform shaker.  

Medium Ingredient Mass (g) 
per liter

Primary carbon 
source(s) for microbial 

growth 
Bacto tryptone 10
Yeast extract 5
NaCl 10
* adjust pH to 7.5 with NaOH
MgSO 4 0.2

CaCl 2 0.02

KH 2PO4 1

(NH 4) 2HPO4 1

KNO 3 1

FeCl 3 0.05

Bushnell-Haas Broth (above) 1 liter

Glucose 2
Na 2HPO 4 2.13

KH 2PO4 1.3

NH 4Cl 0.5
MgSO 4.7H2O 0.2

Glucose 

Crude oil (inoculum)

* Purchased as pre-mixed powder.          Add 3.7 g 
mix to 1 l water.

 

Proteins and yeast 
extract 

Crude oil (inoculum)

LB Broth 

Bushnell-Haas Broth 

Modified Bushnell-Haas 
Broth 

Basal Mineral (BM) Liquid 
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3.7.2 High throughput screening for microbial biosurfactant production 

Following growth in enrichment culture flasks, a dilution series of the enrichment culture 

was created using sterile water, and dilutions were then spread onto nutrient agar plates as 

described previously (Figure 3.2). Agar plates were incubated at 25°C until colonies had 

grown. Bacterial colonies are the result of a single organism that has grown, thus each colony 

should represent a different organism from the enrichment culture. Up to 96 colonies per 

enrichment culture were then individually subjected to high-throughput screening for 

surfactant production adapted from Chen et al. (2007). To perform the assay, sterile, 

transparent 96-well microassay plates were used. Each well of the 96-well plate was first 

filled with 150 µl of sterile M9 medium (refer to Table 3.8 for recipe). Colonies were then 

individually picked using sterile toothpicks, and inoculated into the wells of the 96-well 

plates. One well was left uninoculated to serve as a reference. Plates were incubated for 1 

week at 25°C. Following incubation and cell growth, an optical distortion assay was used to 

identify colonies that caused a reduction in the surface tension of the medium in the clear 

plastic 96-well plate. To visualize the change in surface tension, the clear plate was held over 

a black and white grid pattern. Optical distortion of the grid in the form of enlargement 

indicates high surface tension, while reduction in grid size indicates a reduction in surface 

tension relative to the uninoculated medium. The optical distortion assay is illustrated in 

Figure 3.20. 
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Table 3.8: Formulation of M9 medium. 

 

 
Figure 3.20: Optical distortion assay for detecting surface tension reduction. The well labeled 
A contains water, while the well labeled B contains a biosurfactant. (Reprinted from Chen et 
al., 2007.) 
 

3.7.3. Isolation of biosurfactant-producers 

When the optical distortion assay produced a positive response, indicating reduction in 

surface tension, then bacteria present in the positive wells were selected for isolation. 

M9 basal medium 
Component Quantity (g per l)
Na2HPO4 6.00
KH2 PO4 3.00

NaCl 0.50
NH4 Cl 1.00

M9 salts

Component Quantity (g per 100 ml M9 salts)
MgSO4*7H2O 2.46
CaCl2 0.15

Procedure:
Prepare M9 basal medium 
Autoclave to sterilize 
Add 10 ml M9 salts per liter M9 medium
Add 10 ml sterile 20% glucose as carbon source
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Standard microbiological streak-plate methods were used to isolate bacteria from the positive 

wells into pure culture. Organisms were streaked onto a sterile nutrient agar plate and 

incubated at 25°C until colony growth was observed. Then a single isolated colony was 

streaked again (three times total) to ensure purity of the culture. Pure cultures were subjected 

once more to optical distortion assay to verify that the surface-tension reduction properties 

were still present in the pure cultures. 

 

3.8 Testing surface tension reduction by isolates 

The surface-tension reduction capabilities of pure cultures that tested positively with the 

optical distortion assay were determined more quantitatively using a ring tensiometer. To 

determine the role of media formulation in surface-tension reduction, isolates were first 

grown in liquid culture. Strains were inoculated into both LB and M9 liquid media (Table 3.7 

and 3.8). Liquid cultures were incubated on rotary platform shakers at 25°C and 30°C until 

turbidity was observed, indicating that microbial growth had occurred. Cultures were then 

subjected to centrifugation at 3000 x g for 5 min to remove the cells by pelleting. The cell-

free medium was then subjected to surface tension analysis using a ring tensiometer. For 

reference, the well-characterized biosurfactant-producing MEOR strain Bacillus 

licheniformis RS1 (provided courtesy of Michael McInerney, University of Oklahoma) was 

analyzed in parallel. A schematic diagram of the ring tensiometer apparatus is shown in 

Figure 3.21. 
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Figure 3.21: Ring tensiometer apparatus 

 

3.9 T-RFLP analyses of several ANS oils and surfactant-producing isolates 

T-RFLP fingerprinting analyses were performed on five different ANS oils used for 

enrichment cultures to compare community composition and to determine presence and 

relative abundance of surfactant-producing isolates. T-RFLPs were prepared from crude oils 

and isolates as previously described. Peaks corresponding to surfactant-producing isolates 

were compared to peaks present in oils to determine whether these isolates were present and, 

if so, at what relative abundance.  
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CHAPTER 4: RESULTS AND DISCUSSION 

4.1 Microbial formulation 

The culturing of Bacillus licheniformis shows that for the nutrient medium designed in 

Section 3.1 of this work, the bacteria grows very well at a temperature of 30°C, which is the 

usual reservoir temperature for ANS oil fields. This temperature ensures the proper growth of 

bacteria in the microbial formulation prepared for injection in the core samples for 

coreflooding experiments and in the reservoir for any further pilot or field tests. All the 

experiments involving the microbial formulation can successfully use the designed microbial 

formulation.  

 

The agar gel plates developed for determining the concentration of microbial formulation 

showed growth of colonies in the first 4 plates. The colonies in the first 2 plates—that is, the 

plates for the microbial formulation and the 1 to 100 dilution of the microbial formulation—

were difficult to count due to the vast number. The number of colonies in the fourth plate—

that is, the plate for the 1 to 104 dilution of the microbial formulation—was small (only 2 

separate colonies). The third plate—the plate for the 1 to 103 dilution of the microbial 

formulation—was used to calculate the number of colonies. The remaining plates—namely, 

the plates for the 1 to 105 dilution of the microbial formulation to the 1 to 108 dilution of the 

microbial formulation—did not show any colonies. This outcome was expected, as it means 

that there has been no contamination during the process of dilution.  

 

There were 80 colony-forming units (CFU) per 100 µl counted from the third plate. Thus, for 

the original microbial formulation used in the experimental work, the concentration was 

calculated as shown in equation 4.1. 

 
3

580 CFU ×10Concentration = = 80×10  CFU/ml
100 μl  (4.1) 

 

It was assumed that each colony is a progeny of single stem cells. Thus, the number of 

colonies is equal to the number of cells originally in the solution. The concentration of the 

microbial formulation was 8 x 106 cells/ml. There is always some error in the counting of 
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colonies because colonies overlap. Taking this into consideration, the error in the 

concentration of the microbial formulation can safely be assumed to be 1 x 107 cells/ml. For 

every coreflooding experiment, a fresh 500 ml of microbial formulation of approximately 

equal concentration was made.  

 

4.2 Porosity and absolute permeability of the cores 

The brine solution used for coreflooding experiments was made as per the calculations given 

in Section 3.2 of this work. In order to make 500 ml of brine solution, 10.20 g of sodium 

chloride is thoroughly dissolved in 500 ml of deionized water. The calculated porosities of 

the cores ranged from 13% to 16%. Calculated porosities for all of the cores are listed in 

Table 4.1. 

 

Table 4.1: Calculated porosities of the cores. 

Cores 
 

Weight of dry core 
(g) 

Weight of wet core 
(g) 

Pore volume 
(ml) 

Porosity 
(%) 

Core #1 349.73 374.74 23.98 13.8 

Core #2 342.08 370.34 27.44 15.79 

Core #3 343.44 372.18 25.01 14.39 

Core #4 341.54 367.91 25.6 14.73 

Core #5 345.27 372.18 26.13 15.03 

Core #6 344.81 371.56 25.97 15.42 

 

After initial waterflooding to determine absolute permeability, the cores were weighed again. 

There is always a slight difference in the weight of the cores before and after waterflooding. 

Though the reason for this variation in the weight is not known, it is attributed to the absence 

or presence of a few extra droplets of brine solution on the body of the core during the 

weighing process. The differences did not follow any particular trend. In 4 cores, the weights 

were higher after waterflooding than they were before waterflooding, whereas in the 2 

remaining cores, weights were lower after waterflooding.  
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Differential pressure across the length of the cores was noted during waterflooding. Absolute 

permeability was calculated at differential pressure when steady state was attained. The 

absolute permeability values of the cores ranged between 27 and 68 md. The absolute 

permeability values of the cores are listed in Table 4.2. The pressure drop profile for 

determination of absolute permeability for all the cores is shown in Figure 4.1, and the plot 

for porosity and absolute permeability of the cores is shown in Figure 4.2. 

 

Table 4.2: Absolute permeability of the cores. 

Cores 
Differential Pressure 

(psi) 
Absolute Permeability 

(md) 
Core #1 45 27.16 

Core #2 25 48.89 

Core #3 20 61.11 

Core #4 18 67.9 

Core #5 19 64.32 

Core #6 20 61.11 

 

Core #1 shows high pressure drop across the core. The core was subjected to initial 

waterflooding three times, but the same differential pressure was obtained every time. Any 

particular reason for the high differential pressure values is not known.  
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Figure 4.1: Pressure drop profile for tested core samples. 
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Figure 4.2: Porosity and absolute permeability values of the cores. 
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4.3 Irreducible water saturation 

Irreducible water saturation was achieved by injecting crude oil in the core after initial 

waterflooding. Crude oil was injected at a constant pressure of 300 psi using the pump. For 

Core #1 and Core #2, n-decane was injected as a substitute for crude oil, whereas for Core 

#3, Core #4, Core #5, and Core #6, an ANS crude oil sample was injected. When crude oil is 

injected, a brine solution is produced from the core. Oil was injected until there was no more 

brine production. This simulates the process of migration of the hydrocarbons in the 

reservoir. The core was then shut in for a week so that reservoir conditions were reached.  

 

Irreducible water saturation values for the cores ranged between 32% and 47%. Table 4.3 

gives the irreducible water saturation values for the cores, and Figure 4.3 plots the values. 

 

Table 4.3: Irreducible water saturation values for the cores. 

Cores 

 

Volume of brine produced

(ml) 

Irreducible water saturation

Swi (%) 

Initial oil saturation

Soi (%) 

Core #1 15.2 36.62 63.38 

Core #2 14.7 46.42 53.58 

Core #3 14.3 42.71 57.29 

Core #4 17.1 33.01 66.99 

Core #5 17.6 32.83 67.17 

Core #6 17.4 34.96 65.04 
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Figure 4.3: Irreducible water saturations for the cores. 

 

4.4 Oil recovery 

In this experiment, the conventional waterflooding process was simulated to recover oil from 

core samples. For Core #1 and Core #6, 2 molar brine solution was injected to produce oil, 

whereas for the remaining cores—Core #2, Core #3, Core #4, and Core #5—microbial 

formulation was used to simulate the brine typically used in the waterflooding process.  

 

Oil was produced without any water production until breakthrough was reached. After 

breakthrough was reached, some brine solution or microbial formulation was also produced 

along with oil. It was observed that breakthrough was always reached between 0.5 and 1.0 

PV injection. Oil remaining in the core after the waterflooding process contributes to the 

residual oil saturation. It is the aim of any EOR method to minimize residual oil saturation.  

 

For the brine injection, the residual oil-saturation value ranged between 29% and 31%, 

whereas for the microbial-formulation injection, the residual oil saturation value ranged 

between 20% and 24%. The oil recovery value for brine injection ranged between 52% and 
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54%, whereas this value ranged between 62% and 68% for microbial formulation. These 

results are in conformation with the findings of Crescente et al. (2005) that, with higher 

concentrations of microbial formulation, there is more oil recovered when the microbial 

formulation is injected at initial oil saturation, that is, without previous waterflooding. Table 

4.4 lists residual oil-saturation values and oil-recovery values for the coreflooding 

experiments. Figure 4.4 shows the plot of residual oil-saturation and oil-recovery values. 

 

Table 4.4: Residual oil-saturation and oil-recovery values for the coreflooding experiments. 

Cores 
 

Volume of oil 
produced 

(ml) 

Residual oil  
saturation 

Sor (%) 
Oil recovery

(%) 
Remarks 

  
Core #1 8.1 29.61 53.29 Decane, Brine injection 

Core #2 9.2 20.04 62.59 
Decane, Microbial 

formulation injection 

Core #3 9.3 20.1 64.91 
ANS oil, Microbial 

formulation injection 

Core #4 11.6 21.68 67.64 
ANS oil, Microbial 

formulation injection 

Core #5 11.5 23.16 65.53 
ANS oil, Microbial 

formulation injection 
Core #6 9.4 30.8 52.64 ANS oil, Brine injection 
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Figure 4.4: Residual oil saturation and oil recovery for the cores. 

 

Figure 4.5 to Figure 4.10 show the oil recovery profile in terms of the percentage of oil 

recovered from the injection of brine solution and microbial formulation. The tables listing 

the PV brine injected, volume of oil produced, and oil recovery results for the cores are 

included in Appendix A. 
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Figure 4.5: Oil recovery profile for Core #1 (φ = 13.8%, k = 27.16 md).
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Figure 4.6: Oil recovery profile for Core #2 (φ = 15.79%, k = 48.89 md). 
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Figure 4.7: Oil recovery profile for Core #3 (φ = 14.39%, k = 61.11 md). 
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Figure 4.8: Oil recovery profile for Core #4 (φ = 14.73%, k = 67.90 md). 
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Figure 4.9: Oil recovery profile for Core #5 (φ = 15.03%, k = 64.32 md). 
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Figure 4.10: Oil recovery profile for Core #6 (φ = 15.42%, k = 61.11 md). 
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4.5 Incremental oil recovery 

Microbial formulation was injected in Core #1 and Core #6 after waterflooding. There was 

no oil production, as the residual oil saturation was already reached. Core #3 was kept in 

contact with the microbial formulation in a tightly corked conical flask for two months. This 

was done to determine whether the variation in shut-in time has any effect on oil recovery. 

All the cores were shut in for one week after the injection of microbial formulation. During 

this week, the microbes were expected to reproduce and use the nutrient media to produce 

bioproducts, including biosurfactants and biogases (mostly carbon dioxide).  

  

The produced biosurfactants reduce interfacial tension between oil and brine in the core. 

Interfacial tension reduction from 38 mN/m to 0.006 mN/m has been reported in literature 

(Kowalewski et al., 2005). Interfacial tension reduction helps by releasing droplets of oil 

captured in the pores. Biosurfactants change the wettability of the system, thus modifying 

relative permeability. The produced biogases help in oil recovery by increasing pressure. 

However, at experimental low pressures, this effect is not considerable.  

 

Cores are produced by injecting 2 molar brine solution after the shut-in period. The collected 

oil is the incremental oil recovery. This recovery is compared with the residual oil saturation. 

For Core #3, some oil was released in the conical flask, so the mixture of oil and microbial 

formulation was divided into separated graduated cylinders, and the oil and microbial 

formulation was allowed to separate under gravity. Core #3 was also produced in the 

coreflooding rig by injecting brine solution. The produced oil and the released oil, together, 

contributed to the increase in oil recovery. 

 

The incremental oil recovery due to microbial treatment in Core #1 and Core #6, where the 

microbial formulation was injected after waterflooding, ranged between 7% and 8%. The 

incremental oil recovery for the other cores, where the microbial formulation was injected 

without previous waterflooding, ranged between 11% and 13%. Table 4.5 lists incremental 

oil recovery for the cores. Figure 4.11 shows the plot of incremental oil recovery for all core 

samples. 



 89
Table 4.5: Incremental oil recovery values for all the cores. 

Cores 
 

Volume of oil produced  
due to microbial activity 

(ml) 
Incremental oil recovery 

(%) 
Core #1 0.5 7.04 

Core #2 0.7 12.73 

Core #3 0.6 11.94 

Core #4 0.7 12.61 

Core #5 0.7 11.57 

Core #6 0.6 7.27 
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Figure 4.11: Incremental oil recovery for the cores. 

 

Incremental oil recovery after the one-week shut-in period and the two-month shut-in period 

is between 11% and 13%. It can be concluded that the microbial activity required for 

incremental oil recovery stops before one week. It is possible that the microbial formulation 

reaches a stationary phase before one week passes. The reason for reaching the stationary 

phase could be that all the nutrients are used up by the microorganisms, or there is production 
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of toxins by the microorganisms which inhibit their further growth. It is possible to 

determine the life span of the microbial formulation by shaking the mixture of oil sample and 

microbial formulation in a shaker and observing the concentration of the microorganism in 

the oil as well as the aqueous phases every day. This can be done by setting up agar gel plates 

for equal amounts of the oil and the aqueous phase every day and counting the colonies 

grown over a period of time. This procedure would give a plot of the concentration versus 

time, showing an exponential increase in concentration in the beginning and then no increase 

in concentration. The exponential increase represents the growth phase, whereas no increase 

represents stationary or lag phase. The time needed for the transition from growth phase into 

stationary phase is the life of the microbial formulation. After this time, there is no further 

microbial activity in the microbial formulation. 

 

4.6 Total oil recovery  

Total oil recovery is the total volume of oil produced from one core sample due to the 

combined effect of the waterflooding process and incremental oil recovery due to microbial 

activity. Total oil recovery for Core #1 and Core #6 was 56.58% and 57.47%, respectively, 

whereas for the other cores it ranged from 67% to 72%. Table 4.6 gives the total oil recovery 

for all cores. Figure 4.12 shows a plot of total oil recovery of the cores. It can be seen that 

there was a decrease in residual oil saturation for all cores. The decrease ranged from 2% to 

3%. Appendix B includes the coreflooding calculations for Core #1. 
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Table 4.6: Total oil recovery for all cores. 

Cores 
 
 

Volume of oil  
produced 

by waterflooding 
(ml) 

Volume of oil  
produced due 

to microbial activity
(ml) 

Residual oil 
 saturation 

(Sor) 
(%) 

Total oil recovery
(%) 

 
Core #1 8.1 0.5 27.52 56.58 

Core #2 9.2 0.7 17.49 67.35 

Core #3 9.3 0.6 17.71 69.09 

Core #4 11.6 0.7 18.95 71.72 

Core #5 11.5 0.7 20.47 69.52 

Core #6 9.4 0.6 28.49 57.47 
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Figure 4.12: Total oil recovery of the cores. 
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4.7 Compositional analysis 

The working and calibrating procedure for the gas chromatograph is described in Section 3.2 

of this work. The oil sample from the ANS oil field was run in the gas chromatograph. The 

oil sample was centrifuged in order to remove any traces of water, as water can interfere with 

the analysis. Figure 4.13 shows the chromatograph for the oil sample before any microbial 

treatment. Table 4.7 lists the composition of the oil sample before the microbial treatment. 

 

A similar analysis was run on the oil sample after treatment with microbial formulation. The 

oil sample extracted from the core sample after one week was analyzed. Table 4.8 gives the 

composition of the oil sample after microbial treatment. Figure 4.14 shows the 

chromatograph for the oil sample after microbial treatment. 



 93
Table 4.7: Composition of oil sample before microbial treatment. 

 

Component 

 

Concentration 

(% wt/wt) 

C6 8.1141 

C7 0.4638 

C8 0.9996 

C9 3.1374 

C10 3.1276 

C11 3.5417 

C12 4.5894 

C13 6.5752 

C14 6.1723 

C15 6.9842 

C16 4.6520 

C17 6.3153 

C18 5.7460 

C19 4.9002 

C20 4.6336 

C21 4.6304 

C22 2.4470 

C23 3.8778 

C24 2.1898 

C25+ 16.9025 

 



 94
Table 4.8: Composition of oil sample after microbial treatment. 

Component 

  

Concentration  

(% wt/wt) 

C6 4.53538 

C7 0.02819 

C8 0.22068 

C9 0.84800 

C10 1.45824 

C11 2.74514 

C12 5.67851 

C13 6.99560 

C14 7.71113 

C15 9.75397 

C16 4.76297 

C17 7.15860 

C18 6.90621 

C19 5.56656 

C20 5.36645 

C21 4.53684 

C22 3.11105 

C23 4.06205 

C24 2.43360 

C25+ 16.12081 
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Figure 4.13: Chromatograph of oil sample before microbial treatment. 

 

 

 

 

 

Figure 4.1: Chromatograph for the oil sample before microbial treatment. 

 

 

 

 

 

 

 

 

Figure 4.14: Chromatograph of oil sample after microbial treatment. 
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It can be seen that there is a slight decrease in the concentration of the C25+ group. This 

slight decrease can be attributed to the microorganisms in the microbial formulation, which 

degrade long-chained hydrocarbons. There is a decrease in the concentration of light carbon 

groups, such as the C6 to C11 groups. This decrease mathematically compensates the increase 

in the concentrations of the middle carbon groups.  

 

The Bushnell-Haas broth is usually used to study the growth of microorganisms in the 

environment where hydrocarbons can be used as a carbon source. The chemical composition 

analysis of the oil samples shows that the microbes do degrade the long hydrocarbon chains 

into lighter hydrocarbons in order to use them as a carbon source. However, the nutrient 

medium uses sucrose as the carbon source for growth of microorganisms, so the microbes do 

not use the lighter hydrocarbons formed by degradation of long-chained hydrocarbons. The 

biodegrading ability of the microbes, therefore, is used as an advantage by degrading heavy 

oils to lighter oils. 

 

4.8 Density and viscosity measurement 

The density measurement equipment setup is discussed in Section 3.3 of this work. The 

viscosity measurement equipment setup is discussed in Section 3.4. The density and viscosity 

of the oil sample were measured before and after microbial treatment to determine the effect 

of microbial treatment on the density and viscosity of the oil, if any. These properties are 

usually measured at stock tank conditions in the petroleum industry (stock tank conditions 

represent 15°C and atmospheric pressure). The temperature bath was set, and enough time 

was given for equilibrium to be achieved before the measurement was started. 

 

The density of the oil sample before microbial treatment was 0.9484 g/cc (i.e., 17.7°API). 

The density of the oil was also measured after extraction of oil from the core after a one-

week shut-in period. The density of the oil sample after microbial treatment was 0.8954 g/cc 

(i.e., 26.5°API). 
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The viscosity of the oil sample was obtained at various motor speeds. The value for the 

lowest motor speed with a torque between 10% and 100% is taken to be the viscosity of the 

oil sample. The viscosity of the oil sample before microbial treatment was 67.5 cp. The 

viscosity of the oil sample after microbial treatment was 50.2 cp.  

 

The decrease in density and viscosity of the oil can be attributed to biodegradation of the 

higher hydrocarbons in the oil to the lighter hydrocarbons. Also, the strain of the bacteria 

used produced biogases during metabolic activity. These biogases also contributed to the 

decrease in viscosity and density of the oil sample by dissolving in the oil and by swelling of 

the oil. 

 

4.9 Terminal restriction fragment polymorphism analyses of coreflooding study 

Using the QIAamp DNA Stool Mini Kit, DNA was successfully extracted from the oil 

sample, the broth, the microbial formulation, the oil sample extracted after a one-week shut-

in period, and the oil sample extracted from the core in contact with microbial formulation 

for two months. The procedure for the extraction is discussed in Section 3.6 of this work. The 

composition of the PCR and digestion mixture is shown in Appendix C. The extraction can 

be confirmed from the photograph of the agar gel taken from the UV transilluminator after 

the agarose gel electrophoresis of the PCR products. Figure 4.15 shows the photograph of the 

gel. 
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Figure 4.15: Agarose gel of the PCR products. Lanes: A, molecular weight marker; B, 
positive control; C, negative control; D and E, oil sample from the ANS oil field; F and G, 
the nutrient media for the microbes; H and I, the microbial formulation; J and K, the oil 
sample extracted after a one-week shut-in period; and L and M, the oil sample extracted after 
a two-months shut-in period. 
 

The gel shows a band for all the samples except for the negative control, demonstrating that 

there has not been any contamination until the PCR reaction. However, the nutrient media for 

the microbes, that is, the broth for the microbial formulation, show a band in the gel. The 

broth should be sterile, but the gel shows that there has been extraction of DNA from it. This 

contamination occurred because the broth was transferred in a non-sterile tube before DNA 

extraction. The broth was kept in sterile condition, however, during preparation of the 

microbial formulation, so it can be expected that contamination was not carried forward to 

the microbial formulation. Since the broth used for DNA extraction was contaminated, it was 

not considered for further analysis. The band for the oil samples in lanes J, K, L, and M 

A B C D E F G H I J 

A K L M
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shows smudge at the beginning, but the band to be considered is very bright as compared 

to the smudged bands. Thus, the smudge can be neglected. 

 

The PCR products of all the samples and the positive control were purified using the 

QIAquick PCR purification kit. The purified products were quantified for the concentration 

of DNA by using the NanoDrop. Figure 4.16 shows the chromatogram obtained from the 

NanoDrop for the purified PCR products. 

 

 
Figure 4.16: NanoDrop chromatogram of the purified PCR products. 

 

The chromatogram shows a peak at the wavelength of 260 nm for all samples, which 

confirms the finding of the agarose gel electrophoresis that every sample has some DNA in 

it. As per the concept of the NanoDrop, the DNA concentration of a sample is linear to the 

absorbance between the ranges of 0.1 and 1.00 mm, meaning that for the samples having a 
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peak with absorbance more than 1.00 mm, the DNA concentration cannot be estimated 

precisely. However, what can be said definitely is that these samples have a very high DNA 

concentration and need to be diluted. The dilution ratio depends on the absorbance value at 

the wavelength of 260 nm. Dilution should be such that the absorbance is in the desired 

range. For example, if the chromatogram shows the absorbance of 2.20 mm at the 

wavelength of 260 nm, then if the sample is diluted with a ratio of 1 to 10 (i.e., adding 1 µl of 

the sample to 9 µl of nuclease-free water), the absorbance can be expected to be 0.22 mm. 

Again, the samples are run in the NanoDrop to estimate the DNA concentrations. Table 4.9 

gives the DNA concentration for each sample. DNA concentration values are important in 

deciding the amount of sample added to the digestion mixture. 

 

Table 4.9: DNA concentration values for each sample. 

Sample 
 

Absorbance at 260 nm 
(10 mm) 

DNA concentration 
(ng/µl) 

Oil sample A 0.24 12.12 

Oil sample B 0.33 16.23 

Microbial formulation A 0.29 23.99 

Microbial formulation B 0.89 44.57 

Oil extracted after one week A 0.27 51.98 

Oil extracted after one week B 0.49 38.21 

Oil extracted after two months A 0.84 31.94 

Oil extracted after two months B 0.76 36.45 

Positive control 0.10 4.84 

 

Terminal restriction fragment length polymorphism (T-RFLP) is also called community 

profiling or community fingerprinting. The main objective for using T-RFLP was to compare 

the microbial communities of various samples. The theory and methodology of T-RFLP is 

described in Section 3.6 of this work. T-RFLP was run on the oil sample, the microbial 

formulation, the oil sample extracted after a one-week shut-in period, and the oil sample in 

contact with the microbial formulation for two months. Two replicates of each sample were 



 101
run in order to avoid any contamination. The results of the T-RFLP tests are tabulated in 

Appendix D.  

 

The T-RFLP chromatograms for all the samples were compared using GeneMapper software. 

All chromatograms showed very high peaks at the size of 204 to 205 base pairs and 236 to 

237 base pairs. The peaks at this size were present in all the chromatograms, and can be 

attributed to some contaminants therefore. The specific reasons for contamination are not 

known, as utmost care was taken to avoid it. Contamination could have entered the PCR 

reagents, but this is unlikely, as new reagents were used. Another way that contaminants 

could enter the solution is through the use of contaminated DNA extraction agents or buffers. 

However, from the agarose gel photograph (Figure 4.15), it can be seen that there is no band 

in the lane for the negative control. This confirms that there was no contamination before this 

point. Contamination can be attributed, therefore, to the buffers used in the PCR purification 

kit or the buffers used in the digestion mix. Contamination could also have occurred because 

of incomplete digestion. 

 

All the chromatograms show some peaks for noise. Any peak with a size of less than 50 base 

pair and/or a height less than 100 is considered a noise. The tables with normalized 

chromatograms are included in Appendix E. 

 

From the T-RFLP chromatogram for microbial formulation (Figure 4.17), it can be seen that 

the major peak other than the peaks for contamination is at the size of 225 base pair. On 

normalization, this peak contributes to 11.66% of the total chromatogram, meaning the 

microorganism that represents this peak constitutes 11.66% of the total microbial community 

of the microbial formulation. Ideally, the microbial formulation should be made up of 100% 

of a single microorganism, but in normalization, the peaks for the contamination are also 

considered, and thus the concerned peak contributes to a lower percentage. All the peaks 

other than those for the contamination contribute to less than 1.5% of the total 

chromatogram. The peaks for contamination contribute to about 36% of the total 

chromatogram. Thus, the microbial has only one major peak, which can be successfully 
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attributed to the microorganism, that is, the B. licheniformis JF-2 strain. From the 

literature, it is noted that in a T-RFLP chromatogram for this particular microorganism the 

peak is observed at the size of 285 base pair. The difference observed in this case can be due 

to the use of a different buffer in any of the process.  

 

For the oil sample from the ANS oil field, the T-RFLP chromatogram (Figure 4.18) shows a 

large number of peaks, including those for contamination. All the major peaks, other than 

those for contamination constitute about 1.0% to 15.0% of the total chromatogram. The 

peaks for contamination contribute to 18.0% to 42.0% of the total chromatogram. The large 

number of peaks confirms that the oil sample has a diverse microbial community. The 

chromatogram also shows a peak at the size of 224.5 base pair. This peak is attributed to the 

microorganism in the microbial formulation. It could be argued from this observation that the 

oil sample already had the B. licheniformis JF-2 strain, but the peak can be for any other 

microorganism in the oil sample. The peak could either be a microorganism belonging to the 

Bacillus species or a totally different species. There is no way to know for sure whether the 

oil sample contained the injected microorganisms. 
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Figure 4.17: T-RFLP chromatogram for microbial formulation. 
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Figure 4.18: T-RFLP chromatogram for the oil sample from ANS oil fields. 
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The T-RFLP chromatograms for the oil sample extracted from the core with a shut-in 

period of one week (Figure 4.19 and Figure 4.20) show a large number of major peaks. The 

emphasis is on the peak for the microorganism, that is, the peak at the size of 225 base pair. 

The chromatogram for the oil sample where the DNA was eluted in 40 µl Buffer AE (Figure 

4.19) on normalization indicates that this peak contributes to 5.43% of the total 

chromatogram. The chromatogram where the DNA was eluted in 50 µl Buffer AE (Figure 

4.20) indicates that the peak contributes to 11.11% of the total chromatogram. Thus, it can be 

argued that the microorganism contributes to 5% to 12% of the total microbial community of 

the oil sample. This is definitely more than that in the oil sample from the ANS oil field. 

Hence, it can be concluded that the microorganism can flourish in the oil sample even if it is 

not indigenously present. 
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Figure 4.19: T-RFLP chromatogram for oil sample extracted after one week and eluted in 40 
μl Buffer AE. 
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Figure 4.20: T-RFLP chromatogram for oil sample extracted after one week and eluted in 50 
μl Buffer AE. 
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The T-RFLP chromatograms for the oil sample extracted from the core in contact with 

the microbial formulation for two months (Figure 4.21 and Figure 4.22) also show the peak 

at the size of 225 base pair. However, this contributes to only 0.4% to 0.7% of the total 

microbial community of the oil sample. The amount of oil sample produced is not sufficient 

for T-RFLP analysis, so DNA is extracted from a mixture of the oil and microbial 

formulation. As the samples are of a different nature, the T-RFLP chromatogram for this 

sample cannot be compared with any of the previous samples.  

 

It could not be confirmed whether the microorganism in any of the sample was still active, 

because we were analyzing the DNA extracted from the sample. Even if microorganisms in a 

sample are dead, DNA can be extracted from the cells. The only way to tell whether or not a 

microbial community is active is to extract the RNA and analyze it. This is a very complex 

process and was out of the scope of this work. 
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Figure 4.21: T-RFLP chromatogram for oil sample extracted after two months and eluted in 
40 μl Buffer AE. 
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Figure 4.22: T-RFLP chromatogram for oil sample extracted after two months and eluted in 
50 μl Buffer AE. 
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4.10 Isolation of indigenous biosurfactant-producing microbes  

4.10.1 Enrichment cultures 

Enrichment cultures were established in four different growth media—LB Broth, 

Bushnell-Haas Broth, Modified Bushnell-Haas Broth, and Basal Mineral Medium—using 

five different ANS oil samples as inoculums: Prudhoe Bay-W, Prudhoe Bay-P, Point, 

Kuparuk, and West-Sak-D Sand). An additional enrichment was created using Prudhoe 

Bay crude in basal mineral medium, which was inoculated with microbes from oiled rock 

from the Exxon Valdez oil spill (EVOS). Growth was evidenced by turbidity and colony 

formation when spread onto agar plates. When growth was detected, a dilution series was 

created in order to obtain isolated colonies for the optical distortion assay.  

 

Growth in the enrichment cultures was obtained from Milne Point, Prudhoe Bay-P, 

Prudhoe Bay-W, and Kuparuk oils in some but not all media types (Table 4.10). In 

several cases, growth was detected in enrichments when plated onto agar plates, but when 

dilution series was plated, there was no growth detected. This lack of growth may be a 

result of the population in the enrichment having declined during the time when original 

(concentrated) agar plates were incubating. Growth rates of cells in liquid and on agar 

media were very slow, requiring weeks to months of incubation time. The slow growth 

rates may have been because many oil microbes are anaerobic or microaerophilic, and the 

oxygen in our aerobic culture conditions may have inhibited growth. In future studies, 

anaerobic cultivation methods would be recommended if the necessary equipment is 

available. 
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Table 4.10: Growth in enrichment cultures. 

 
Note: Oil samples comprise the inoculum, with the exception of one culture in which Exxon Valdez Oiled Rock was provided as inoculum in addition to Prudhoe Bay crude oil. Growth in liquid 
culture was evidenced by turbidity and/or growth on agar plates.  
 
 

4.10.2 High-throughput screening for microbial biosurfactant production 

The optical distortion assay was performed on two of the enrichment cultures from which 

growth on dilution plates was obtained (Table 4.10). Two of the cultures were not tested 

because dilution plates only grew fungi. Fungi are not desirable MEOR organisms since, 

although they can produce abundant biosurfactant, they are known to clog wells. 

Screening was performed on colonies from the EVOS-inoculated enrichment and also 

from Milne Point oil cultivated in LB Broth. Figure 4.23 shows the results obtained from 

the assay performed on colonies from the EVOS enrichment culture. A reduction in 

apparent grid size in many wells clearly indicates a reduction in surface tension has 

occurred as a result of microbial growth.  

Medium Date Inoculated Medium volume (ml) Oil volume (µl) Inoculum
Incubation 

temperature (°C)
Growth in liquid 

culture
Growth on dilution 

plates Optical distortion 
screening done

5/12/2008 10 100 Prudhoe Bay-W 25 - - No 
5/16/2008 100 200 Milne Point 25 + + Yes 
5/16/2008 100 200 Kuparuk 25 - - No 
5/16/2008 100 200 Prudhoe Bay-P 25 + + 

No (colonies not 
sufficiently 
isolated)

5/16/2008 50 100 Prudhoe Bay-W 25 + + No (only fungi 
present)

5/16/2008 100 200 West-Sak (D Sand) 25 - - No 
4/28/2008 100 100 Milne Point 25 - - No 
4/28/2008 100 100 Kuparuk 25 - - No 
4/28/2008 100 100 Prudhoe Bay-P 25 - - No 
4/28/2008 100 100 Prudhoe Bay-W 25 - - No 
4/28/2008 100 100 West-Sak (D Sand) 25 - - No 
5/16/2008 100 200 Milne Point 25 - - No 
5/16/2008 100 200 Kuparuk 25 + + No (only fungi 

present)

5/16/2008 100 200 Prudhoe Bay-P 25 + - No 
5/16/2008 100 200 Prudhoe Bay-W 25 - - No 
5/16/2008 50 100 West-Sak (D Sand) 25 - - No 
1/23/2008 100 500

Prudhoe Bay + Exxon 
Valdez Oiled Rock

25
+ + Yes 

6/2/2008 100 200 Milne Point 30 - - No 
6/2/2008 100 200 Kuparuk 30 - - No 
6/2/2008 100 200 Prudhoe Bay-P 30 - - No 
6/2/2008 100 200 Prudhoe Bay-W 30 - - No 
6/2/2008 100 200 West-Sak (D Sand) 30 - - No 

Basal Mineral Liquid Medium 
(BM liquid) 

LB Broth 

Bushnell-Haas Broth 

Modified Bushnell-Haas Broth 
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Figure 4.23: Optical distortion assay for surfactant production performed on EVOS 
enrichment culture. Note the distortion of the grid pattern. A reduction in grid size 
indicates reduced surface tension. 
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Table 4.11: Results of optical distortion assay for surfactant production by colonies from 
EVOS enrichment culture. 

Well Inoculated Surfactant Production 

A1 Blank - 

A2 Blank - 

A3 Yes + 

A4 Yes +** 

A5 Yes +* 

A6 Yes +* 

A7 Yes +* 

A8 Yes + 

A9 Yes + 

A10 Yes + 

A11 Yes +* 

A12 Yes + 

B1 Yes + 

B2 Yes +* 

B3 Yes + 

B4 Yes + 

B5 Yes + 

B6 Yes +* 

B7 Yes + 

B8 Yes + 

B9 Yes + 

B10 Yes +* 

B11 Yes +** 

B12 Yes + 

C1 Yes + 

C2 Yes + 

C3 Yes + 
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C4 Yes + 

C5 Yes +** 

C6 Yes +** 

C7 Yes +* 

C8 Yes +* 

C9 Yes +** 

C10 Yes +* 

C11 Yes +* 

C12 Yes + 

D1 Yes +* 

D2 Yes +* 

D3 Yes +* 

D4 Yes + 

D5 Yes +* 

D6 Yes +* 

D7 Yes +** 

D8 Yes +* 

D9 Yes +* 

D10 Yes +* 

D11 Yes +** 

D12 Yes +* 

E1 Yes - 

E2 Yes - 

E3 Yes +** 

E4 Yes +* 

E5 Yes +** 

E6 Yes +* 

E7 Yes - 

E8 Yes +* 

E9 Yes +* 
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E10 Yes +* 

E11 Yes +* 

E12 Yes + 

F1 Yes +** 

F2 Yes - 

F3 Yes - 

F4 Yes +** 

F5 Yes - 

F6 Yes +* 

F7 Yes +** 

F8 Yes + 

F9 Yes +* 

F10 Yes +* 

F11 Yes +** 

F12 Yes +* 

G1 Yes +** 

G2 Yes - 

G3 Yes +* 

G4 Yes +* 

G5 Yes +* 

G6 Yes +* 

G7 Yes + 

G8 Yes + 

G9 Yes + 

G10 Yes +* 

G11 Yes - 

G12 Yes - 

H1 Yes +** 

H2 Yes +** 

H3 Yes +* 



 

 

117

H4 Yes + 

H5 Yes +* 

H6 Yes +* 

H7 Yes + 

H8 Yes +** 

H9 Yes + 

H10 Yes +** 

H11 Yes +** 

H12 Yes + 

 

TOTALS - 9 

 + 28 

 +* 38 

 +** 19 

     

- 
No surfactant production; same as 
blank 

+ Lots of surfactant produced 
+* Some surfactant produced 

+** 

Minimal amount of surfactant 
produced; only slightly different from 
blank 

 

 

Out of the 94 colonies screened from the EVOS culture, 85 colonies reduced the surface 

tension of the medium visibly.  

 

The enrichment culture established from Milne Point in LB was also tested using the 

optical distortion assay (Table 4.12). Fewer colonies were tested, reflective of the total 

number of colonies obtained. In this case, colonies were screened for surfactant 

production in two different liquid media: M9 (also used for EVOS culture) and a 1% 

tetrasodium pyrophosphate solution (TPP). Depending on the medium used, 25–32 

colonies of the 35 tested produced positive results (Table 4.12). 



 

 

118

Table 4.12: Results of optical distortion assay of colonies from Milne Point/LB. 
Screening was performed in two different media types. 

  
Medium used for 

assay 

  M9 TPP 

A1 - +** 

A2 - - 

A3 + + 

A4 + +** 

A5 +* - 

A6 + - 

A7 + +** 

A8 + +** 

A9 +* +** 

A10 + +** 

A11 + +** 

A12 Blank Blank 

B1 + + 

B2 + +** 

B3 + - 

B4 + + 

B5 + - 

B6 + +** 

B7 + - 

B8 + + 

B9 + +** 

B10 + +** 

B11 + +** 

B12 + +** 

C1 +* +** 
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C2 +* +** 

C3 - + 

C4 + - 

C5 + - 

C6 +* - 

D1 +* + 

D2 +* +** 

D3 + +** 

D4 + + 

D5 + +** 

D6 + - 

TOTALS     

- 3 10

+ 25 7

+* 7 0

+** 0 18

 

 

The abundance of bacteria in the enrichment cultures that were capable of reducing 

surface tension indicates that this technique is effective at enriching organisms likely to 

produce surfactants. This capability should be selected for these conditions, given that 

crude oil is the sole carbon source provided to cells in enrichment cultures. Because of 

the lipophilicity of oil components, surfactants are likely needed by the cells in order to 

facilitate transport into the cell for metabolism. The colony morphologies of cells 

inoculated into the optical distortion assays were noted. Many colonies were 

morphologically similar, suggesting that the cultures were dominated by only a few 

strains that predominated in the liquid enrichment culture. 

 

The presence of microorganisms that can reduce surface tension in the Milne Point 

enrichment culture is a promising result for MEOR. It indicates that indigenous surfactant 

producers are present in at least some ANS oils, which could be the target of 
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biostimulation efforts to produce biosurfactants in situ. Slow growth rates precluded 

further study during this project period, but the organisms will be preserved for future 

study. 

 

4.10.3 Isolation of biosurfactant producers 

Microbes present in positive wells of the optical distortion assay were streaked onto agar 

plates in quadrants to begin the process of isolation. Once cells had grown, they were 

grouped based on morphology. Many of the cells shared similar morphology (yellow-

orange pigmentation, smooth round colonies). One to three representatives of each 

morphotype were selected for further isolation and study. Figure 4.24 shows several of 

the streak plates containing cultures grown after testing positive in the optical distortion 

assay for surface tension reduction. Figure 4.25 shows selected strains after complete 

isolation. 

 

 
Figure 4.24: Several quadrant streak plates containing bacteria of different morphotypes 
found to reduce surface tension in the optical distortion assay. 
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Figure 4.25: Several isolates obtained which had tested positive in the optical distortion 
assay.  
 

Isolates were only obtained from the EVOS enrichment culture. The Milne Point 

enrichment grew quite slowly, and did not allow time for complete isolation of organisms 

during the project period. 

 

4.11 Ring tensiometer analyses to assess surface tension reduction capability of 
isolates 

The surface tension of media following growth was measured more quantitatively using a 

ring tensiometer. The ability to reduce surface tension in two different media was 

evaluated for each of the isolates, as well as for B. licheniformis RS1, a well-

characterized biosurfactant-producing strain used as a positive control. Results are 

presented in Table 4.13. The two media types had very different surface tensions initially, 

with the minimal medium (M9) having lower surface tension than the rich medium (LB). 
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The positive control organism, B. licheniformis RS1, successfully reduced the surface 

tension of LB but not M9. This is explained by the fact that less growth had occurred in 

the M9 medium. Several strains isolated from the EVOS enrichment culture did 

appreciably reduce surface tension, specifically D4 when grown in M9 medium, and A10 

and D1 when grown in LB. These three organisms are candidates for future study of their 

biosurfactant chemistry and environmental conditions that favor surfactant production. 

 

Table 4.13: Results of ring tensiometer analyses for surface tension of media following 
growth with bacterial strains. 

Media Isolate Measurement 
(P) 

Density 
(D) 

F 
(correction) 

Surface  
tension 

(dynes/cm2) 

Sterile control 38 0.9898 0.8441 32.0770 

B. licheniformis 

RS1 38 0.9847 0.8441 32.0773 

A10 40 0.9872 0.8442 33.7690 

B3 60 0.9826 0.8451 50.7079 

C3 61 0.9896 0.8452 51.5546 

D1 78 0.9796 0.8459 65.9837 

M
9 

D4 36 0.9812 0.8441 30.3860 

Sterile control 82 0.9870 0.8461 69.3798 

B. licheniformis 

RS1 71 0.9862 0.8456 60.0384 

A10 76 0.9889 0.8458 64.2826 

B3 90 0.9883 0.8464 76.1799 

C3 92 0.9804 0.8466 77.8839 

D1 74 0.9887 0.8457 62.5844 

LB
 B

ro
th

 

D4 >90 0.9892 >0.8464 >76.1796 
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4.12 T-RFLP analyses of several ANS oils and surfactant-producing isolates 

In order to characterize the microbial diversity of the five ANS oils from which isolation 

of surfactant producers was attempted, T-RFLP fingerprinting analysis was performed. 

As detailed earlier in this report, DNA extraction was performed from the bacterial 

communities present in the oils. PCR amplification was then performed using primers 

targeting bacterial 16S rRNA genes. Figure 4.26 shows the results of agarose gel 

electrophoresis of the PCR products, revealing that the amplification was successful. The 

appropriately sized bands were produced, and there is no band produced in the negative 

control, showing that there was no contamination present in the PCR reaction. 

 

 
 
Figure 4.26: Agarose gel electrophoresis image showing successful PCR amplification of 
16S rRNA genes from bacteria present in the 5 ANS oil samples. These amplicons were 
used for T-RFLP analyses. 
 

Next, PCR products were subjected to digestion and T-RFLP analysis as previously 

described. Figure 4.27 shows the T-RFLP fingerprints generated from each of the five 

ANS oils examined in this portion of the study. The results show that each of the oils 

possessed a diverse bacterial community and differed in their community assemblage. 

Some peaks of the same size were present in different oils, suggesting that members of 

the same bacterial lineage may be present in multiple reservoirs. Interestingly, the two 

Prudhoe Bay samples (P and S) possessed different community composition and 

structure, despite having been recovered from the same reservoir. The two samples were 

obtained from different production platforms. This suggests that spatial heterogeneity is 

present across a single reservoir. This observation is important when considering 

biostimulation approaches for MEOR, since important populations may differ in presence 

and abundance at different locations within the reservoir.  

16S rRNA 
amplicons 

Oil samples + - 
Controls 

M M 
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Figure 4.27: T-RFLP profiles generated from each of the 5 ANS oils investigated. 

 

T-RFLP profiles were also obtained from the EVOS enrichment isolates that 

demonstrated the ability to reduce surface tension in the optical distortion assay. Each 

isolate produced a single peak, which verifies that the cultures were indeed pure and that 

digestion was successful. The size of each of these peaks (T-RFs) was compared to peaks 

present in each of the ANS oils to determine if these organisms or close relatives were 

present in the native oil communities. None of the peaks were detected in the ANS oils. 

This supports the notion that these isolates originated from the oiled rock samples from 

the EVOS, which were used as inoculum for this particular culture. These organisms may 

prove useful in future MEOR efforts that focus on bioaugmentation with exogenous 

microorganisms or microbial surfactants.  

 

Kuparuk 
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Figure 4.28: T-RFLP profiles generated by each of the isolates obtained from the EVOS 
enrichment culture. 
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CHAPTER 5: CONCLUSIONS  

i. The developed microbial formulation using Bacillus licheniformis has excellent 

growth at 30°C. The reservoir temperature of an ANS oil field is about 30°C, so it 

can be concluded that the microbial formulation could flourish well in the 

reservoir.  

ii. The concentration of microbial formulation used for all the experiments was 

determined to be approximately 1 x 107 cell/ml. 

iii. The coreflooding rig was used to estimate the porosity and absolute permeability 

of the core samples. The porosity values of the cores ranged between 13% and 

16%, whereas the absolute permeability values for the cores ranged between 27 

and 68 md. 

iv. Brine solution or microbial formulation was used to simulate waterflooding with 

brine injection. Oil recovery due to waterflooding ranged between 52% and 68%. 

Recovery was 52% to 54% when the brine solution was used for waterflooding, 

whereas recovery was 62% to 68% when the microbial formulation was used for 

waterflooding. The brine or microbial formulation breakthrough always occurred 

in the range of 0.5 to 1.0 pore volume of brine injected.  

v. Microbial formulation was injected in the cores, and after a shut-in period of one 

week, it was observed that there was incremental oil recovery. The incremental oil 

recovery ranged between 7% and 8% for cases where microbial formulation was 

injected after previous waterflooding, whereas incremental oil recovery was 11% 

to 14% when the microbial formulation was injected without waterflooding. 

vi. There was a decrease in residual oil saturation in the core after microbial activity. 

The decrease was in the range of 2% to 3%. The decrease was due to incremental 

oil recovery. 

vii. Incremental oil recovery from the core in contact with the oil for two months was 

11.94%, as compared with the incremental oil recovery from cores with a shut-in 

period of one week, which was 11% to 13%. The incremental oil recovery for 

both cases was nearly equal. Thus, it is safe to conclude that the major microbial 

activity resulting in incremental oil recovery ended before the first week. By the 
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end of the first week, the microbes probably reached a stationary phase of their 

life, where the bacteria were not growing or producing bioproducts at a high rate. 

viii. Total oil recovery from the coreflooding experiments ranged between 56% and 

72%.  

ix. Compositional analysis using a gas chromatograph shows that there is a miniscule 

decrease in the concentration of the C25+ group and an increase in the middle 

carbon number (C12 – C23) groups. From this analysis, it cannot be quantitatively 

concluded that the microorganisms are degrading the long-chained carbon 

compounds into lower carbon number compounds. However, it can be concluded 

that the combination of biodegradability of higher hydrocarbons into lighter 

hydrocarbons and biosurfactant and biogas production are the oil recovery 

mechanisms. 

x. There is a decrease in the density of oil after microbial treatment from 0.9484 g/cc 

to 0.8954 g/cc. Also, there is a decrease in viscosity of the oil from 67.5 cp to 50.2 

cp. The compositional analysis of the oil shows that there is degradation of higher 

hydrocarbons to lighter hydrocarbons in the oil, which results in a decrease in the 

density and viscosity of the oil. 

xi. DNA was extracted from the oil sample, the microbial formulation, the oil sample 

extracted after one week, and the oil sample extracted from a core in contact for 

two months. The agarose gel photograph after the PCR reaction shows a band for 

all the samples, indicating that the oil samples from the ANS oil fields have 

indigenous microorganisms. 

xii. The T-RFLP chromatograph for the oil sample from the ANS oil fields shows that 

there is a diverse microbial community in the oil sample used for coreflooding 

studies. The chromatograph shows a peak at the size of 225 base pairs. This peak 

is also seen in the chromatographs for the microbial formulation, the oil sample 

extracted after one week, and the oil sample extracted after two months. This 

indicates that the original oil sample may contain the bacteria of the same species, 

that is, Bacillus.  

xiii. Normalizing the peaks from the chromatograms for the samples shows that the 

bacterium used in the microbial formulation accounts for 1% to 2% of the overall 
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bacterial community in the original oil sample. The same microorganism 

contributes to 5% to 12% of the overall microbial community of the oil sample 

extracted after the one-week shut-in period, whereas in the oil sample extracted 

after two months, it contributes to 0.4% to 0.7% of the overall bacterial 

community. However, these two samples cannot be directly compared, because 

oil after the one-week shut-in period was analyzed, whereas a mixture of oil and 

microbial formulation was used for analysis after two months due to the small 

volume of oil. Results indicate that the inoculation increased the relative 

abundance of this species in the oil microbial community, which was correlated 

with enhanced oil recovery. 

xiv. Efforts to cultivate microorganisms capable of reducing surface tension from five 

different ANS crude oils yielded positive results from oil collected from Milne 

Point. The positive results indicate that indigenous surfactant producers are 

present in at least some ANS oils, which could be the target of biostimulation 

efforts to produce biosurfactants in situ.  

xv. A variety of bacterial isolates was obtained from rocks oiled by the Exxon Valdez 

oil spill, which reduced the surface tension of the liquid media in which they were 

grown. These organisms are good candidates for future study of their potential for 

ex situ MEOR through bioaugmentation or biosurfactant flooding approaches.  

xvi. The optical distortion assay for screening of surface tension reduction capabilities 

was rapid and simple, but produced several false-positive results. Once organisms 

were isolated and the surface tension of growth media was tested with a ring 

tensiometer, several of them did not actually reduce surface tension. Nonetheless, 

the optical distortion test is a rapid means to narrow down the organisms worthy 

of the more time-consuming ring tensiometer analysis. 

xvii. The microbial community composition of five different ANS oils investigated all 

differed substantially, as evidenced by T-RFLP profiling.  

xviii. Microbial community assemblages from ANS oils of the same reservoir (Prudhoe 

Bay) but from two different production platforms differed from each other. This 

difference indicates that significant spatial heterogeneity exists within reservoirs, 

and has implications for in situ MEOR. 
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APPENDIX A: Results of Waterflooding the Core Samples 

Table A.1: Result of waterflooding on Core #1. 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

PV brine 

 injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

0 0 0.00 0.65 5.4 35.53 

0.05 0 0.00 0.7 5.9 38.82 

0.1 0 0.00 0.75 6.3 41.45 

0.15 0 0.00 0.8 6.7 44.08 

0.2 0 0.00 0.85 7.1 46.71 

0.25 0.2 1.32 0.9 7.5 49.34 

0.3 0.6 3.95 0.95 7.9 51.97 

0.35 1.3 8.55 1 8.1 53.29 

0.4 2 13.16 1.05 8.1 53.29 

0.45 2.7 17.76 1.1 8.1 53.29 

0.5 3.5 23.03 1.15 8.1 53.29 

0.55 4.7 30.92 1.2 8.1 53.29 

0.6 5 32.89 1.25 8.1 53.29 
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Table A.2: Result of waterflooding on Core #2. 

PV brine 

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

0 0.0 8.8 0.65 6.3 42.83 

0.05 0.0 8.8 0.7 6.5 43.91 

0.1 0.0 9.1 0.75 6.7 45.73 

0.15 0.0 9.1 0.8 6.7 45.73 

0.2 0.1 9.1 0.85 7.6 51.64 

0.25 0.2 9.2 0.9 7.7 52.12 

0.3 0.4 9.2 0.95 8.8 60.16 

0.35 1.4 9.2 1 8.8 60.16 

0.4 2.0 9.2 1.05 8.8 60.16 

0.45 3.0 9.2 1.1 9.1 61.77 

0.5 4.1 9.2 1.15 9.1 61.77 

0.55 5.3 9.2 1.2 9.1 61.77 

0.6 6.3 9.2 1.25 9.2 62.59 
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Table A.3: Result of waterflooding on Core #3. 
PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

0 0.0 0 0.65 6.6 45.91 

0.05 0.0 0.16 0.7 6.6 45.91 

0.1 0.1 1.03 0.75 6.6 45.91 

0.15 0.4 2.5 0.8 7.6 53.18 

0.2 0.7 4.95 0.85 9.0 62.79 

0.25 1.3 9.01 0.9 9.0 62.79 

0.3 2.0 13.64 0.95 9.0 62.79 

0.35 2.9 20.45 1 9.0 62.79 

0.4 3.9 27.12 1.05 9.1 63.29 

0.45 5.0 35.05 1.1 9.1 63.29 

0.5 6.2 43.14 1.15 9.3 64.91 

0.55 6.3 43.82 1.2 9.3 64.91 

0.6 6.4 44.61 1.25 9.3 64.91 
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Table A. 4: Result of waterflooding on Core #4. 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

0 0.0 0 0.65 8.1 47.45 

0.05 0.0 0.18 0.7 8.1 47.45 

0.1 0.2 1.07 0.75 9.5 55.51 

0.15 0.5 2.67 0.8 9.7 56.62 

0.2 1.0 5.88 0.85 9.8 57.18 

0.25 1.7 10.16 0.9 11.2 65.52 

0.3 2.7 15.69 0.95 11.2 65.52 

0.35 3.8 22.47 1 11.2 65.52 

0.4 5.1 29.79 1.05 11.4 66.83 

0.45 6.4 37.27 1.1 11.4 66.83 

0.5 7.7 45.11 1.15 11.6 67.64 

0.55 7.9 46.28 1.2 11.6 67.64 

0.6 8.1 47.45 1.25 11.6 67.64 
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Table A.5: Result of waterflooding on Core #5. 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

PV brine  

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

0 0.0 0 0.65 8.2 46.73 

0.05 0.0 0.17 0.7 8.2 46.73 

0.1 0.2 1.05 0.75 8.9 50.71 

0.15 0.5 2.56 0.8 9.7 54.83 

0.2 1.0 5.51 0.85 10.5 59.92 

0.25 1.7 9.72 0.9 11.4 64.51 

0.3 2.5 14.48 0.95 11.4 64.51 

0.35 3.8 21.46 1 11.4 64.51 

0.4 5.0 28.43 1.05 11.5 65.53 

0.45 6.4 36.16 1.1 11.5 65.53 

0.5 7.8 44.12 1.15 11.5 65.53 

0.55 7.9 44.75 1.2 11.5 65.53 

0.6 7.9 45.16 1.25 11.5 65.53 

 

 



 

 

142

Table A. 6: Result of waterflooding on Core #6. 

PV brine 

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

PV brine 

injected 

Volume of oil 

(ml) 

Oil recovery

(%) 

0 0.0 0 0.65 6.5 37.34 

0.05 0.0 0.1754 0.7 6.9 39.44 

0.1 0.2 1.11 0.75 7.4 42.44 

0.15 0.6 3.68 0.8 7.4 42.44 

0.2 1.4 8.03 0.85 7.9 45.44 

0.25 2.3 13.07 0.9 8.3 47.96 

0.3 3.0 17.3 0.95 8.9 50.89 

0.35 3.4 19.8 1 8.9 50.89 

0.4 3.9 22.18 1.05 9.2 52.64 

0.45 5.0 28.51 1.1 9.2 52.64 

0.5 5.4 30.85 1.15 9.2 52.64 

0.55 5.6 32.42 1.2 9.2 52.64 

0.6 6.1 34.93 1.25 9.2 52.64 

0.65 6.5 37.34 1.3 9.2 52.64 
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APPENDIX B: Coreflooding Calculations for Core #1 

 

1. Core dimensions: 

 Diameter = 1.5 inch 

 Length = 6 inch 

2. Brine Properties: 

 Brine viscosity = 1.12 cp 

 Brine density = 1.03 g/cc 

3. Weight measurement of the core: 

 Dry core = 349.73 g 

 Wet core = 374.43 g 

 Weight of brine = 374.43 -349.73 

     = 24.7 cc 

4. Pore volume = 24.7
1.03

 = 23.98 ml 

5. Bulk volume of the core = 
23.81 15.24
4

π × × = 173.77 cc 

6. Porosity of the core = 23.98 100
173.77

× = 13.80 % 

7. Initial waterflood results: 

 Flow rate = 3.333 ml/min 

 Differential pressure = 45 psi 

 Cross-sectional area of core = 11.40 cm2 

8. Absolute permeability of core = 0.056 1.12 15.24
3.062 11.40

× ×
×

= 27.19 md 

9. Volume of brine produced by oil injection = 15.2 ml 

10. Irreducible water saturation = 24.7 15.2 100
24.7
−

× = 36.62 % 

11. Initial oil saturation = 100 – 36.62 = 63.38 % 

12. Volume of oil collected after waterflooding = 8.1ml 

13. Residual oil saturation = 15.2 8.1 100
24.7
−

×  = 29.61 % 
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14. Oil recovery = 8.1 100
15.2

×  = 53.29 % 

15. Incremental oil collected = 0.5 ml 

16. Incremental oil recovery = 0.5 100
15.2 8.1

×
−

 = 7.04 % 

17. Total oil produced = 8.1 + 0.5 = 8.6 ml 

18. Total oil recovery = 8.6 100
15.2

×  = 56.58 % 
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APPENDIX C: Composition of the PCR and Digestion Mix 

 

Table C.1: Composition of PCR mix. 

Components 

 

Volume 

(µl) 

Water 36.65 

Buffer (Invitrogen) 5 

MgCL2 (Invitrogen) 3 

dNTPs (25 mM) 0.4 

27F-FAM (100 µM) 0.1 

1392R (100 µM) 0.1 

Taq (Invitrogen) 0.25 

BSA (NEB, 10 mg/ml) 0.5 

DNA 4 

Total 50 

 

 

Table C.2: Composition of digestion mix. 

Components 

 

Volume 

(µl) 

10X Buffer 4 (NEB) 1.5 

100X BSA (10 mg/ml) 0.15 

DNA 40/Conc. of DNA

Water 13 - DNA 

HhaI (NEB, 20000 U/ml) 0.5 

Total 15 
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APPENDIX D: Results of T-RFLP Run of the Samples 

Table D.1: T-RFLP results for the oil sample for the ANS field. 

Sample Peak Size Height Sample peak Size Height 

1 1.65 94 23 119.61 85 

2 6.16 88 24 121.27 102 

3 8.21 348 25 136.52 73 

4 19.11 65 26 152.46 73 

5 19.69 57 27 190.84 55 

6 27.19 6955 28 194.62 514 

7 28.53 2245 29 202.55 208 

8 29.73 737 30 203.83 162 

9 30.8 765 31 205.28 8630 

10 31.96 686 32 206.86 87 

11 33.04 320 33 211.73 129 

12 34.29 188 34 224.5 207 

13 36.61 173 35 235.94 3750 

14 38.97 411 36 237.07 1563 

15 47.95 68 37 239.71 202 

16 56.76 3045 38 342.39 275 

17 58.27 727 39 370.29 69 

18 59.07 69 40 371.92 60 

19 61.17 153 41 566.71 58 

20 78 387 42 583.12 219 

21 78.6 142 43 610.65 74 

22 112.87 136 44 675 71 
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Table D.2: T-RFLP results for the microbial formulation. 

Sample Peak Size Height Sample Peak Size Height 

1 - 91 32 73.36 66 

2 3.32 68 33 73.92 76 

3 5.9 90 34 74.91 331 

4 7.06 77 35 76.37 73 

5 7.93 152 36 78.17 95 

6 9.09 6918 37 79.45 74 

7 19.51 228 38 80.87 86 

8 27.12 944 39 82.34 87 

9 28.46 494 40 83.48 114 

10 29.66 369 41 84.62 91 

11 30.77 244 42 85.62 75 

12 31.83 110 43 88.96 190 

13 32.98 68 44 92.41 55 

14 37.64 57 45 93.56 105 

15 38.98 189 46 95.29 57 

16 46.54 58 47 96.53 56 

17 50.77 72 48 98.89 67 

18 54.59 148 49 100.05 53 

19 55.28 52 50 105.16 78 

20 56.61 81 51 106.7 53 

21 60.32 58 52 108.19 62 

22 61.61 68 53 110.36 95 

23 62.67 77 54 114.44 73 

24 63.69 70 55 116.41 129 

25 64.98 64 56 117.9 55 

26 66.32 56 57 118.48 68 

27 67.62 66 58 119.58 79 
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28 68.46 62 59 121.98 68 

29 69.67 99 60 122.89 63 

30 71.02 171 61 127.36 94 

31 72.1 71 62 128.31 58 

 

 

Table D-3: T-RFLP results for the oil sample after one-week shut-in period. (Eluted in 40 

µl Buffer AE.) 

Sample Peak Size Height Sample Peak Size Height 

1 - 50 33 84.62 106 

2 3.19 173 34 85.56 75 

3 9.03 1865 35 88.94 84 

4 19.43 76 36 93.61 89 

5 27.1 306 37 96.44 64 

6 28.42 217 38 98.91 56 

7 29.61 108 39 105.14 64 

8 31.98 69 40 110.33 67 

9 39.01 51 41 114.42 62 

10 46.58 73 42 116.32 109 

11 48.91 50 43 118.4 56 

12 50.76 89 44 119.64 60 

13 55.23 50 45 122.82 79 

14 56.63 55 46 127.34 87 

15 60.36 81 47 131.07 104 

16 61.63 57 48 139.5 51 

17 62.63 83 49 141.22 54 

18 63.68 60 50 143.04 51 

19 65.01 58 51 147.59 60 

20 67.62 61 52 148.56 107 
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21 68.5 52 53 167.79 75 

22 69.69 55 54 170.8 165 

23 71.07 205 55 171.78 139 

24 72.09 67 56 172.91 93 

25 73.38 59 57 174.08 55 

26 73.89 79 58 175.07 114 

27 74.86 317 59 179.19 69 

28 76.4 68 60 199.81 63 

29 79.47 78 61 224.87 592 

30 80.92 87 62 236.98 8584 

31 82.37 86 63 787.37 51 

32 83.5 123 64 1109.81 178 

 



 

 

150

Table D. 3: T-RFLP results for the oil sample after one-week shut-in period. (Eluted in 

50 µl Buffer AE). 

 

Sample Peak Size Height Sample Peak Size Height 

1 - 75 33 73.85 112 

2 3.53 1728 34 74.86 454 

3 5.83 158 35 76.29 99 

4 9.31 1585 36 78.04 77 

5 19.67 130 37 79.43 102 

6 27.22 474 38 80.86 121 

7 28.57 352 39 82.34 128 

8 29.75 209 40 83.46 176 

9 30.88 85 41 84.57 153 

10 31.87 175 42 85.59 118 

11 33 51 43 86.93 62 

12 34.45 65 44 88.89 156 

13 39.01 58 45 90.05 60 

14 46.56 83 46 92.38 63 

15 48.92 54 47 93.59 141 

16 50.76 90 48 95.18 66 

17 54.56 81 49 96.4 88 

18 55.28 60 50 97.56 53 

19 56.58 71 51 98.88 91 

20 58.78 54 52 99.95 62 

21 60.31 77 53 101.17 52 

22 61.62 72 54 103.24 51 

23 62.62 91 55 105.12 88 

24 63.61 99 56 106.57 68 

25 64.97 73 57 108.17 72 

26 66.24 57 58 109.34 51 
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27 67.56 84 59 110.32 106 

28 68.47 65 60 111.73 53 

29 69.7 75 61 114.4 83 

30 71.02 250 62 116.31 168 

31 72.03 86 63 117.86 63 

32 73.26 81 64 118.46 77 

 

 

Table D. 4: T-RFLP results for the oil sample after one-week shut-in period (continued). 

(Eluted in 50 µl Buffer AE.) 

Sample Peak Size Height Sample Peak Size Height 

65 119.58 94 94 168.99 62 

66 121.92 76 95 169.77 64 

67 122.76 80 96 170.78 268 

68 127.35 139 97 171.83 249 

69 128.22 66 98 173.03 157 

70 129.37 75 99 174.13 87 

71 130.29 68 100 175.14 181 

72 131.02 170 101 177.34 59 

73 133.27 63 102 179.13 115 

74 135.84 53 103 185.03 54 

75 138.77 50 104 187.96 61 

76 139.64 81 105 189.15 161 

77 140.19 65 106 190.1 72 

78 141.24 72 107 197.45 81 

79 143.02 78 108 198.5 52 

80 144.21 53 109 199.86 99 

81 145.44 51 110 202.15 58 

82 147.72 105 111 205.32 110 

83 148.63 175 112 209.43 50 
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84 151.94 62 113 212.16 55 

85 156 53 114 219.02 54 

86 157.16 52 115 224.66 2727 

87 158.17 86 116 229.1 116 

88 160.38 59 117 230.07 278 

89 161.44 59 118 236.76 8262 

90 163.1 53 119 237.25 8268 

91 165.49 54 120 294.4 265 

92 166.5 55 121 680.51 244 

93 167.75 124 122 1110.32 254 

 

 

Table D. 5: T-RFLP results for the oil sample after two-month shut-in period. (Eluted in 

40 µl Buffer AE). 

Sample Peak Size Height Sample Peak Size Height 

1 - 57 23 56.41 109 

2 3.91 80 24 58.79 58 

3 4.88 167 25 71.45 193 

4 5.52 152 26 73.22 88 

5 9.02 1127 27 87.41 86 

6 9.94 64 28 114.32 69 

7 14.78 96 29 121.06 81 

8 19.57 89 30 153.76 62 

9 23.66 204 31 170.74 59 

10 24.91 53 32 171.78 57 

11 26.57 133 33 194.16 61 

12 27.12 433 34 204.9 8007 

13 28.45 250 35 223.05 110 

14 29.79 117 36 235.93 7748 

15 30.66 204 37 236.98 7069 
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16 31.81 185 38 240.6 52 

17 33.06 87 39 242.01 56 

18 34.39 112 40 564.43 109 

19 37.11 89 41 566.08 56 

20 37.75 155 42 573.55 181 

21 38.26 69 43 575.36 60 

22 43.19 335 44 1110.42 52 

 

 

Table D.6: T-RFLP results for the oil sample after two-month shut-in period. (Eluted in 

50 µl Buffer AE.) 

Sample Peak Size Height 

1 4.81 51 

2 7.99 55 

3 9.01 649 

4 19.5 79 

5 27.08 338 

6 28.42 223 

7 29.53 128 

8 30.78 113 

9 31.75 64 

10 71.54 215 

11 73.22 54 

12 114.37 67 

13 120.41 100 

14 170.72 54 

15 193.46 56 

16 194.12 69 

17 204.86 7982 

18 220.29 66 
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19 223.11 146 

20 235.91 7723 

21 237 6836 

22 240.84 81 

23 249.1 56 

24 564.29 209 

25 566.03 119 

26 573.48 387 

27 575.34 108 

28 848.7 57 

29 1109.79 103 
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APPENDIX E: Normalization of Peaks of T-RFLP Chromatogram 

Table E.1: Normalization of peaks in T-RFLP for oil sample. 

Sample peak 

 

Size 

 

Height 

 

Normalized height 

(Height/Total height)

Normalized height

(%) 

16 56.76 3045 0.15 14.8168 

17 58.27 727 0.04 3.537541 

19 61.17 153 0.01 0.744489 

20 78 387 0.02 1.88312 

21 78.6 142 0.01 0.690964 

22 112.87 136 0.01 0.661768 

24 121.27 102 0 0.496326 

28 194.62 514 0.03 2.501095 

29 202.55 208 0.01 1.012116 

30 203.83 162 0.01 0.788283 

31 205.28 8630 0.42 41.99309 

33 211.73 129 0.01 0.627707 

34 224.5 207 0.01 1.00725 

35 235.94 3750 0.18 18.24729 

36 237.07 1563 0.08 7.605469 

37 239.71 202 0.01 0.982921 

38 342.39 275 0.01 1.338134 

42 583.12 219 0.01 1.065642 

Total  20551   
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Table E.2: Normalization of peaks of T-RFLP for microbial formulation. 

Sample peak 

 

Size 

 

Height 

 

Normalized height 

(Height/Total height) 

Normalized height 

(%) 

17 50.77 72 0.003083 0.308338 

18 54.59 148 0.006338 0.633806 

30 71.02 171 0.007323 0.732303 

34 74.91 331 0.014175 1.417498 

40 83.48 114 0.004882 0.488202 

43 88.96 190 0.008137 0.81367 

45 93.56 105 0.004497 0.44966 

55 116.41 129 0.005524 0.552439 

65 131.05 130 0.005567 0.556721 

73 148.59 143 0.006124 0.612393 

77 167.73 111 0.004754 0.475354 

80 170.77 242 0.010364 1.036358 

81 171.81 304 0.013019 1.301871 

82 172.99 158 0.006766 0.676631 

84 175.12 152 0.006509 0.650936 

85 179.15 108 0.004625 0.462507 

88 205.31 1132 0.048478 4.847758 

90 225.04 2648 0.1134 11.34 

91 236.89 8481 0.363196 36.31964 

92 237.16 8482 0.363239 36.32393 

Total  23351   
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Table E.3: Normalization of peaks in T-RFLP for oil sample extracted after one-week 

shut-in period. (Eluted in 40 μl Buffer AE.) 

Sample peak 

 

Size 

 

Height 

 

Normalized height 

(Height/Total height) 

Normalized height

(%) 

23 71.07 205 0.018818 1.88177 

27 74.86 317 0.029099 2.909859 

32 83.5 123 0.011291 1.129062 

33 84.62 106 0.00973 0.973013 

42 116.32 109 0.010006 1.000551 

47 131.07 104 0.009547 0.954654 

52 148.56 107 0.009822 0.982192 

54 170.8 165 0.015146 1.514595 

55 171.78 139 0.012759 1.275932 

58 175.07 114 0.010464 1.046448 

61 224.87 592 0.054342 5.434184 

62 236.98 8584 0.787957 78.79567 

63 787.37 51 0.004681 0.468148 

64 1109.81 178 0.016339 1.633927 

Total  10894   
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Table E.4: Normalization of peaks in T-RFLP for oil sample extracted after one-week 

shut-in period. (Eluted in 50 μl Buffer AE.) 

Sample peak 

 

Size 

 

Height

 

Normalized height 

(Height/Total height) 

Normalized height 

(%) 

30 71.02 250 0.010182 1.018206 

33 73.85 112 0.004562 0.456156 

34 74.86 454 0.018491 1.849061 

37 79.43 102 0.004154 0.415428 

38 80.86 121 0.004928 0.492811 

39 82.34 128 0.005213 0.521321 

40 83.46 176 0.007168 0.716817 

41 84.57 153 0.006231 0.623142 

42 85.59 118 0.004806 0.480593 

44 88.89 156 0.006354 0.63536 

47 93.59 141 0.005743 0.574268 

59 110.32 106 0.004317 0.431719 

62 116.31 168 0.006842 0.684234 

68 127.35 139 0.005661 0.566122 

72 131.02 170 0.006924 0.69238 

82 147.72 105 0.004276 0.427646 

83 148.63 175 0.007127 0.712744 

93 167.75 124 0.00505 0.50503 

96 170.78 268 0.010915 1.091516 

97 171.83 249 0.010141 1.014133 

98 173.03 157 0.006394 0.639433 

100 175.14 181 0.007372 0.737181 

102 179.13 115 0.004684 0.468375 

105 189.15 161 0.006557 0.655724 
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111 205.32 110 0.00448 0.44801 

115 224.66 2727 0.111066 11.10659 

116 229.1 116 0.004724 0.472447 

117 230.07 278 0.011322 1.132245 

118 236.76 8262 0.336497 33.64966 

119 237.25 8268 0.336741 33.67409 

120 294.4 265 0.010793 1.079298 

121 680.51 244 0.009938 0.993769 

122 1110.32 254 0.010345 1.034497 

Total  24553   

 

 
Table E.5: Normalization of peaks in T-RFLP for oil sample extracted after two months. 

(Eluted in 40 μl Buffer AE.) 

Sample peak 

 

Size 

 

Height 

 

Normalized height 

(Height/Total height)

Normalized height

(%) 

24 56.41 109 0.004633 0.463317 

26 71.45 193 0.008204 0.820369 

35 204.9 8007 0.340347 34.03469 

36 223.05 110 0.004676 0.467568 

37 235.93 7748 0.329338 32.93378 

38 236.98 7069 0.300476 30.04761 

41 564.43 109 0.004633 0.463317 

43 573.55 181 0.007694 0.769362 

Total  23526   

 



 

 

160

 

Table E.6: Normalization of peaks in T-RFLP for oil sample extracted after two months. 

(Eluted in 50 μl Buffer AE.) 

Sample peak 

 

Size 

 

Height 

 

Normalized height 

(Height/Total height)

Normalized height

(%) 

10 71.54 215 0.009023 0.9023 

17 204.86 7982 0.334984 33.49841 

19 223.11 146 0.006127 0.612725 

20 235.91 7723 0.324114 32.41145 

21 237 6836 0.286889 28.68894 

24 564.29 209 0.008771 0.877119 

25 566.03 119 0.004994 0.499412 

26 573.48 387 0.016241 1.62414 

27 575.34 108 0.004532 0.453248 

29 1109.79 103 0.004323 0.432265 

Total  23828   
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CONVERSION FACTORS, UNITS, WATER QUALITY UNITS, 
VERTICAL AND HORIZONTAL DATUM, ABBREVIATIONS AND 

SYMBOLS 
Conversion Factors 

Multiply
 

By 
 
To obtain 

  
Length  

inch (in.) 25.4 millimeter (mm) 
inch (in.) 2.54 centimeter (cm) 

foot (ft) 0.3048 meter (m) 
mile (mi) 1.609 kilometer (km) 

  
Area  

Acre 43559.999 square feet (ft2) 
Acre 0.405 hectare (ha) 

Square foot (ft2) 3.587e-8 square mile (mi2) 
square mile (mi2) 2.590 square kilometer (km2) 

  
Volume  

gallon (gal) 3.785 liter (L) 
gallon (gal) 3785.412 milliliter (mL) 

Cubic foot (ft3) 28.317 liter (L) 
Acre-ft 1233 Cubic meter (m3) 

  
Velocity and Discharge  

foot per day (ft/d) 0.3048 meter per day (m/d) 
Square foot per day (ft2/d ) .0929 square meter per day (m2/d) 

cubic foot per second (ft3/s) 0.02832 cubic meter per second (m3/sec)
  

Hydraulic Conductivity  
foot per day (ft/d) 0.3048 meter per day (m/d) 
foot per day (ft/d) 0.00035 centimeter per second (cm/sec) 

meter per day (m/d) 0.00115 centimeter per second (cm/sec) 
  

Hydraulic Gradient  
foot per foot (ft/ft) 5280 foot per mile (ft/mi) 

foot per mile (ft/mi) 0.1894 meter per kilometer (m/km) 
  

Pressure  
pound per square inch (lb/in2 ) 6.895 kilopascal (kPa) 
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Units 
 
For the purposes of this report, both English and Metric (SI) units were employed. The choice of 
“primary” units employed depended on common reporting standards for a particular property or 
parameter measured. Whenever possible, the approximate value in the “secondary” units was 
also provided in parentheses. Thus, for instance, stream flow was reported in cubic feet per 
second (cfs) followed by the equivalent value in cubic meters per second (m3/s) in parentheses. 
 
Physical and Chemical Water-Quality Units: 
 
Temperature:  
Water and air temperature are given in degrees Celsius (°C) and in degrees Fahrenheit (°F). 
Degrees Celsius can be converted to degrees Fahrenheit by use of the following equation: 
 
°F = 1.8(°C) + 32 
 
Specific electrical conductance (conductivity):  
Conductivity of water is expressed in microsiemens per centimeter at 25°C (µS/cm).  This unit is 
equivalent to microhms per centimeter at 25°C. 
 
Milligrams per liter (mg/L) or micrograms per liter (µg/L):  
Milligrams per liter is a unit of measurement indicating the concentration of chemical 
constituents in solution as weight (milligrams) of solute per unit volume (liter) of water.  One 
thousand micrograms per liter is equivalent to one milligram per liter.  For concentrations less 
than 7,000 mg/L, the numerical value is the same as for concentrations in parts per million. 
 
Millivolt (mV):  
A unit of electromotive force equal to one thousandth of a volt. 
 
Vertical Datum: 
In this report, "sea level" refers to the National Geodetic Vertical Datum of 1929 (NGVD of 
1929), a geodetic datum derived from a general adjustment of the first-order level nets of both 
the United States and Canada, formerly called Sea Level Datum of 1929. 
 
Horizontal Datum: 
The horizontal datum for all locations in this report is the North American Datum of 1983 or 
North American Datum of 1927. 
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Abbreviations, Acronyms, and Symbols 
AC  Actual conductivity 
ADOT&PF Alaska Department of Transportation and Public Facilities 
ASTM  American Society for Testing and Materials 
atm  atmospheres 
C  Celsius 
DO  Dissolved oxygen 
DVM  digital voltage multi-meter 
e-tape  electric tape  
F  Fahrenheit (oF).  
ft  feet  
GWS  Geo-Watersheds Scientific 
GWSI  USGS Ground-Water Site Inventory 
km2  square kilometers  
kPa  kilopascal  
lb/in2  pounds per square inch  
m  meters  
mg/L  milligrams per liter, equivalent to ppm  
µg/L   micrograms per liter  
mi2  square miles  
mm  millimeters  
µS/cm  microsiemens per centimeter  
mV  Millivolt  
NGVD  National Geodetic Vertical Datum  
NTU  Nephelometric Turbidity Units 
NWIS  National Water Information System 
ORP  oxygen-reduction potential  
ppm  parts per million, equivalent to mg/L 
SC25  specific conductance at 25oC 
SWE  Snow Water Equivalent 
QA  quality assurance  
QC  quality control  
UAF  University of Alaska Fairbanks  
USACE  U.S. Army Corps of Engineers, Alaska District  
USGS  U.S. Geological Survey 
WERC  Water and Environmental Research Center 
WWW  World Wide Web 
YSI  Yellow Springs Instruments 
 
Lake Nomenclature 
KDA  Kuparuk Dead Arm (Prudhoe Bay field, serves Prudhoe Bay field operations) 
MSB  Mine Site B (Prudhoe Bay field, serves Milne Point and Kuparuk field operations) 
L9312  Lake L9312 (Alpine field, serves Alpine field operations) 
L9817  Lake L9817 (Alpine field, serves Alpine field operations) 
K113  Lake K113 (Prudhoe Bay field, not currently used for field operations) 
K209  Lake K209 (Kuparuk field, serves Alpine Ice Road) 
K203   Lake K203 (Kuparuk field, serves Alpine Ice Road) 
K214  Lake K214 (Kuparuk field, serves Alpine Ice Road) 
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ABSTRACT 

Oil and gas exploration and production facilities on the North Slope, Alaska, depend on water 
for constructing winter ice roads and pads, facility operations, camp use, summer road watering, 
pipeline repair and replacement, and enhanced recovery operations. Ice road construction has 
been a primary use of water in recent years associated with expanding exploration in new field 
areas. The increasing use of ice roads has also taken the place of building some permanent gravel 
roads, such as the ice road route to the Alpine facility. The primary source of water for ice roads 
are natural tundra lakes. In more developed field areas, gravel extraction from river floodplains 
has resulted in a series of reservoirs, some serve as primary water sources in these areas. While 
the regulatory limits had been viewed as conservative by agencies, there was little 
documentation on the effect of the water use practices.  
 
This project began in 2002 (Phase 1) with a focus on winter use of natural lakes. The project 
focused on physical and chemical characteristics of the lakes and water use evaluation. 
Biological studies were initially planned, but dropped in response to funding reductions. In the 
first two years of the project, four lakes were selected for study. K113 and K203 were chosen as 
two background lakes that were not being pumped at the time. K209 and K214 were the two 
lakes chosen to study water use. In early 2004, two additional lakes were added in the Alpine 
operating area and eastern National Petroleum Reserve – Alaska (NPR-A). L9312 is adjacent to 
Alpine and was used as the facility water supply lake. L9817 was located on an ice road route 
into NPR-A. These lakes were primarily monitored during winter months and during breakup. 
The study results detected no impacts due to water use. However, water use was far below the 
volume allowed by current permits. The study found the chemistry of tundra lakes varied due to 
natural processes, such as ice formation and exclusion of solutes from lake ice, but could not 
associate any changes in lake water chemistry to water use. Study lakes were all observed to 
recharge during spring snowmelt. L9312 was recharged both by snowmelt from its contributing 
watershed, and overbank flooding from the adjacent Colville River in 2004, but was not flooded 
in 2005. The lake fully recharged by fall freeze-up, due to both spring snowmelt recharge and 
summer precipitation.  
 
This portion of the study also investigated the potential for ground-water seepage from some 
reservoirs adjacent to the Kuparuk River. Geophysical surveys were done in the area and no 
thawed connections between the Kuparuk River and Kuparuk Deadarm Reservoirs (cell 1 -
KDA1) were found. Additionally, water levels in KDA1 never dropped during the winter of 
2004/05, or subsequent winters during the study. There was no effective ground-water 
connection found between reservoir cells, or KDA1 and the river. An additional task under Phase 
1 was to review literature and publish an annotated bibliography of arctic lakes and water use. 
Over 300 papers were identified in this review. One hundred references were summarized in the 
review and another 100 references were included in the bibliography. 
 
The results of Phase 1 indicated that under the common water-use practices, there were no 
measurable impacts in the study lakes. We found water-use practices and permitting were very 
conservative. Contributing factors included a lack of regional meteorological data, no 
applications of watershed processes important to tundra lakes. We also found limitations in 
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determining dissolved oxygen (DO) during winter months, important for overwintering fish 
habitat. A second project phase was initiated in 2005 to help address these questions and to help 
provide management agencies and industry with tools to help better understand and use 
information to manage water use and permitting. Additionally, the project team coordinated with 
other regional projects related to watershed hydrology, lakes, and future development. These 
projects helped provide complementary data over a larger portion of the North Slope and 
improve transferability of project information from the main index lakes to other areas of the 
North Slope. 
 
The chemistry variation in lakes and reservoirs was found to vary seasonally and be dominated 
by winter ice formation and solute exclusion processes. Spring recharge “reset” lake chemistry 
back to previous early summer conditions. Ice cover limits the exchange of oxygen with the 
atmosphere, but the formation of lake ice also results in the exclusion of DO from the forming 
ice and addition to underlying water. A modeling tool was developed to help understand the DO 
uptake processes in lakes and reservoirs and the potential impacts due to pumping. The major 
uptake mechanism impacting DO during the winter months was found to be oxygen consumption 
in lake-bottom sediments. Water withdraw did not produce measureable reductions on DO. All 
of the reservoirs sampled for this project showed relatively high levels of DO at end of winter 
conditions. This may be due to the absence, or substantially reduced accumulation of organic 
sediments as compared with naturally-formed tundra lakes in more organic rich sediments. Some 
of these reservoirs have lower DO zones in the deeper portions of the reservoirs. Additionally, 
reservoirs sampled in other coordinated projects (Duck Island, Shaviovik, Badami, and Annie 
Pit) also showed relatively higher levels of DO at end of winter. Reservoirs, where recharged 
adequately by fresh-water input, can likely sustain greater water withdrawal volumes, while still 
maintaining adequate DO for overwintering habitat.  
 
Lakes and reservoirs are recharged by their surrounding watersheds. The differences between the 
available water fluxes in and out of the watershed can be viewed as “potential recharge” that can 
replace water use in lakes and reservoirs. When adjacent to streams or rivers, spring or summer 
flooding (overbank, backwater, or culvert directed) may provide “additional recharge” volumes 
far greater than the volumes of the water bodies or potential recharge in the relevant watersheds. 
Simple determinations of “potential recharge” can help evaluate relative inflows and outflows to 
a lake or reservoir, compared with permitted water use. Critical components to understanding 
potential recharge include the lake/reservoir watershed area, summer evapotranspiration and 
water evaporation, and winter/summer precipitation over the contributing watershed. A potential 
recharge calculation tool was developed to help users integrate watershed and lake/reservoir 
information, inflows and outflows, and water permitting information. In general, the natural 
fluxes in and out of tundra lakes are far greater than permitted water use. Some other tools 
(procedures) for water users and agencies include better definition of outlet elevations, defining 
the full-volume water-surface elevation to help define excess water volumes, and application of 
measured ice thickness in permitting and water use management.  
 
Information and management tools developed by the project will benefit current water use 
activities, and also future uses in new exploration areas. Improving the understanding of 
hydrologic processes and local weather and hydrologic conditions can continue to improve the 
management flexibility for both agencies and industry water users. The continued application of 
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regional meteorological and hydrologic data will also help address increasing awareness and 
associated uncertainty related to changing climate conditions.  
 
 
EXECUTIVE SUMMARY  
 
Oil and gas exploration and production facilities on the North Slope, Alaska, depend on water 
for constructing winter ice roads and pads, facility operations, camp use, summer road watering, 
and enhanced recovery operations. Ice-road construction has been a dominant use of water in 
recent years associated with expanding exploration. The increasing use of ice roads has also 
taken the place of building some permanent gravel roads, such as the ice-road route to the Alpine 
facility. The primary source of water for ice roads are natural tundra lakes. In more developed 
field areas, gravel extraction has resulted in a series of reservoirs, some of which serve as key 
water sources. The oldest operating field areas, Prudhoe Bay to Kuparuk, are also in one of the 
highest lake-density areas on the coastal plain. As exploration continued out from these 
developed areas, there was a growing concern that water use from natural lakes had the potential 
for impacting fisheries and other ecosystem functions. The primary concern in the early 2000’s 
was winter use of lakes, as this was when some of the greatest volumes were withdrawn for ice 
road construction and over-wintering fish habitat in lakes is most critical. Little was known 
about the effect of winter water use, the natural hydrologic cycle of arctic lakes, or the limits at 
which water use could cause problems. While regulatory limits had been viewed as conservative 
by agencies, there was little documentation on the effectiveness of water-use practices.  
 
This project began in 2002 (Phase 1) with a focus on winter use of natural lakes. The project 
focused on physical and chemical characteristics of lakes and water-use evaluation. Biological 
studies were initially planned, but dropped in response to funding reductions. The project team 
also felt there had been numerous fish studies and the greatest needs were with physical and 
chemical process interactions. With the dominance of the tundra landscape on the North Slope 
coastal plain, these lakes are commonly referred to as tundra lakes. A majority of these lakes are 
also termed thaw lakes and were formed by melting of ice-rich permafrost. In the first two years 
of the project, four lakes were selected for study. K113 and K203 were chosen as two 
background lakes, which were not being pumped. K209 and K214 were chosen as the two 
pumped lakes. In early 2004, two additional lakes were added in the Alpine operating area and 
eastern National Petroleum Reserve – Alaska (NPR-A). L9312 is adjacent to Alpine and was 
used as the facility water-supply lake. L9817 is located on an ice-road route into NPR-A. These 
lakes were primarily monitored during winter months and during spring breakup. The study 
results indicated no measureable impacts due to water use. However, water use was also less 
than permitted volumes. This problem illustrated a common issue for most of the central coastal 
plain where lake density is the highest. The amount of water permitted, was much greater than 
the amount of water used. The reasons for permitting more water than may be used are related to 
several factors. Permits generally are obtained for multiple years and must be permitted in 
advance of actual use. Industry also needs operational flexibility to plan in advance a number of 
exploration programs and approaches, and then be able to choose those best meeting business 
objectives for a particular winter season. Weather and other logistical constraints can also cause 
changes in plans during winter exploration seasons, increasing the need for additional alternative 
water sources. The relative access to permits versus actual use data created a perception among 

  xv



 

public groups that the amount of water permitted was the amount used. This misconception was 
addressed through project outreach activities and presentations. 
 
The study found the chemistry of tundra lakes varied due to natural processes, such as ice 
formation and exclusion of solutes from lake ice, but did not detect any changes in lake water 
chemistry due to water use. Study lakes were all observed to recharge during spring snowmelt. 
L9312 was recharged both by snowmelt from its contributing watershed, and overbank flooding 
from the adjacent Colville River in 2004, but was not flooded in 2005. The lake did fully 
recharge by fall freeze-up, due to both spring snowmelt-recharge and summer precipitation.  
 
This portion of the study also investigated the potential for ground-water seepage from reservoirs 
adjacent to the Kuparuk River. The concern at the time was the potential for a ground-water 
connection between the east channel of the Kuparuk River and cell one of the Kuparuk Deadarm 
Reservoirs (cell 1 - KDA1). Geophysical surveys were conducted in the area, which indicated 
some thawed areas under the cells (1-3), but no thawed connections between the river and 
KDA1. Additionally, water levels in KDA1 never dropped during the winter of 2004/05, or 
subsequent winters during the study. Water levels rose slightly during winter months due to 
snow loading on the reservoir ice cover. No effective ground-water connections were found 
between reservoir cells and the river. Additionally, there was no effective ground-water 
connection found between cells. Most of the subsurface sediments were found to be frozen and 
ice saturated. An additional task under Phase 1 was a review of literature related to arctic lakes 
and water use. An annotated bibliography from the review of over 300 papers was produced. 
One hundred references were summarized in the review and another 100 references were 
included in the bibliography. 
 
The results of Phase 1 indicated that with the typical levels of water used, there were no 
observable impacts in the study lakes from water use. It was also identified that water-use 
practices and permitting were very conservative; in part due to lack of regional meteorological 
data, understanding of watershed process important to tundra lakes, and concerns with dissolved 
oxygen (DO) levels during winter months, important for overwintering fish habitat. A Phase 2 of 
the project was initiated in 2005 to help address these questions and to help provide management 
agencies and industry with tools to better understand and use information to manage water use 
and permitting. During this phase of the study, a focus was placed on lakes and reservoirs that 
would have a greater chance of meeting permit limits. This would allow better verification of the 
effectiveness of permit limits and areas where the water-use permitting process could be 
improved and safely allow increased water-use. The importance of reservoirs was also addressed 
by adding two reservoirs to the study. These were the Kuparuk Deadarm Reservoirs (cells 1, 2, 
3) and Mine Site B (Six-Mile Lake), which has a north and south cell. Lake K113 was kept as a 
non-pumped reference lake, and lakes L9312 and L9817 were also kept due to their potential for 
use and their different water-use patterns. Additionally, L9312 was the single natural lake in the 
study that had shown relatively high levels of DO, above the amounts considered to be at a stress 
level for fish. Some additional lakes and reservoirs were included in the study to help investigate 
specific questions. Additionally, the project team coordinated with other regional projects related 
to watershed hydrology, lakes, and future oil and gas development. These projects helped 
provide complementary data over a larger portion of the North Slope. The regional comparisons 
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helped improve our understanding and the transferability of project information from our main 
index lakes and reservoirs to other areas. 
 
The results of studying these lakes and reservoirs helped demonstrate a number of important 
watershed and water-use practices. Chemistry variation in lakes and reservoirs was found to vary 
seasonally and be dominated by winter ice-formation and solute- exclusion processes, followed 
by spring recharge which “reset” lake chemistry back to previous early summer conditions. Ice 
cover limits the exchange of oxygen with the atmosphere, but the formation of lake ice also 
results in the exclusion of DO from the forming ice cover and resulting addition to underlying 
water. A modeling tool was developed to help understand the processes using DO in lakes and 
reservoirs and potential impacts due to pumping. The major uptake mechanism impacting DO 
during the winter months was found to be oxygen consumption in lake-bottom sediments. Water 
withdraw did not produce measureable reductions in DO. There are some logical approaches in 
the overall management of DO in winter lakes and reservoirs. Some of these involve taking 
water from deeper areas of reservoirs that may have lower DO. At the same time, pumping 
cannot be so low as to disturb bottom sediments and increasing the turbidity of water withdrawn 
from lakes or reservoirs. Consumption of DO in the water column by biological oxygen demand 
(BOD) was tested and not measurable. Mine Site B had the highest uptake levels of oxygen of 
the lakes and reservoirs, but still maintained high to moderate levels of DO throughout most of 
its water column. Shallow thaw lakes (K113, K209, K204, K203, L9817) were all 
characteristically low in DO by end of winter. L9312 which is moderately deeper, but also in a 
fluvial delta environment, showed consistently high levels of DO at the end of winter. This could 
be a function of both water depth and type of lake bottom sediments. All of the reservoirs 
sampled for this project Kuparuk Deadarm Reservoirs (cells 1, 2, 3, 4, 5, 9), Mine Site B (North 
and South cells), Webster Reservoir, Vern Lake (a gravel pit) showed relatively high levels of 
DO at end of winter. Some of these reservoirs have lower DO zones in deeper portions of the 
reservoirs. Additionally, reservoirs sampled in other coordinated projects (Shaviovik, Badami, 
Annie Pit) also showed relatively higher levels of DO at end of winter. Reservoirs, which were 
recharged adequately by fresh-water input, can likely sustain greater water withdrawal volumes 
while still maintaining adequate DO for overwintering habitat.  
 
Lake and reservoirs are recharged by their surrounding watersheds. The differences between the 
available water fluxes in and out of the watershed can be viewed as “potential recharge” that can 
replace water use in lakes and reservoirs. When adjacent to streams or rivers, spring or summer 
flooding (overbank, backwater, or culvert directed) may provide “additional recharge” volumes 
far greater than the volumes of the water bodies or potential recharge in the relevant watersheds.. 
In many cases, it is not practical to directly measure the inflows and outflows to lakes and 
reservoirs. However, simple determinations of “potential recharge” can help evaluate the relative 
natural inflows and outflows to a lake or reservoir against the permitted water use. Critical 
components to understanding potential recharge include the lake/reservoir watershed area, 
summer evapotranspiration and water evaporation, and winter/summer precipitation over the 
contributing watershed. Some lakes and reservoirs have relatively small contributing watershed 
areas (L9817, L9312, Webster Reservoir), while others have very large watershed areas 
(Kuparuk Deadarm Reservoirs, Mine Site B). Vern Lake and L9312 are examples of lakes and 
reservoirs that receive frequent overbank recharge from the Sagavanirktok and Colville Rivers 
respectively. Vern Lake receives more recharge through a series of channels that were originally 
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enhanced to provide better fish passage. L9312 is located in the Colville Delta and can receive 
overland recharge from various directions based on year to year variability in backwater flooding 
or direct overflow. In most cases of overbank flooding, complete recharge can occur in a few 
hours or less, depending on the rate of rise in floodwaters. A potential recharge calculation tool 
was developed to help users integrate watershed and lake/reservoir information, inflows and 
outflows, and water permitting information. In general, the natural fluxes in and out of tundra 
lakes are far greater than permitted water use. Some other tools (procedures) for water users and 
agencies include better definition of outlet elevations, defining the full-volume water-surface 
elevation to help define excess water volumes, and applications of measured ice thicknesses in 
permitting and water-use management.  
 
Information and management tools developed by the project will benefit current water-use 
activities, and also future uses in new exploration areas. Improving the understanding of 
hydrologic processes and local weather and hydrologic conditions can continue to improve the 
management flexibility for both agencies and industry water users. The continued application of 
regional meteorological and hydrologic data will also help address increasing awareness and 
associated uncertainty related to changing climate conditions.  
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1 INTRODUCTION 

Authors:  Lilly, M.R., Hinzman, L., White, D.M. 
 
Recommended Citation:  Lilly, M.R., Hinzman, L., and White, D.M., Introduction, in 2008, 
North Slope Hydrology, Water Use, and Management Tools, 2002-2008.  University of Alaska 
Fairbanks, Water and Environmental Research Center, Report INE/WERC 08.16, Fairbanks, 
Alaska, 107 pp, plus appendices. 
 

1.1 Project Overview 

Oil and gas exploration and production facilities on the North Slope, Alaska, depend on water 
for winter ice roads and pads, facility operations, camp use, summer road watering, and 
enhanced recovery operations. Ice-road construction has been a dominant use of water in recent 
years associated with expanding exploration. The increasing use of ice roads has also taken the 
place of building some permanent gravel roads, such as the ice-road route to the Alpine facility. 
The primary source of water for ice roads are natural tundra lakes. In more developed field areas, 
gravel extraction has resulted in a series of reservoirs, some of which serve as key water sources. 
The oldest operating field areas, Prudhoe Bay to Kuparuk, are also in one of the highest lake-
density areas on the coastal plain. As exploration expanded out from these developed areas, there 
was a growing concern that water use from natural lakes had the potential for impacting fisheries 
and other ecosystem functions. The primary concern in the early 2000’s was winter use of lakes, 
as this is when some of the greatest volumes were withdrawn for ice road construction and over-
wintering fish habitat in lakes is most critical. Little was known about the affect of winter water 
use, the natural hydrologic cycle of arctic lakes, or the limits at which water use could cause 
problems. While regulatory limits had been viewed as conservative by agencies, there was little 
documentation on the effectiveness of water-use practices.  
 
Construction on ice-roads and pads begins in December or January when the tundra mat is 
adequately frozen to support construction traffic and continues through April (depending upon 
weather).  On a case-by-case basis, some ice roads or pads may start earlier with pre-packing of 
snow, spreading ice chips and other activities intended on starting construction sooner. Recently 
numerous questions have been raised regarding the potential environmental consequences of 
water withdrawal.  Possible effects of pumping include impacts to the water balance, direct 
impacts to aquatic organisms (including fish and invertebrates), and impacts to the lake water 
chemistry (with subsequent effects on aquatic biota).  There may also be associated cumulative 
impacts as lakes are repeatedly pumped year after year.  Questions have also been raised on 
pumping ponds and the consequent effects on neighboring (and potentially connected) unfrozen 
zones within frozen rivers that serve as over-winter fish habitat. This study included continuous 
monitoring of water characteristics that may be affected by pumping activities and evaluation of 
the factors that impact biological populations and chemical concentrations.  We also examined 
the inter-connectivity of lake and surface-water channel networks in mid-winter to determine if 
pumping from one lake can impact a neighboring lake or river channel pool. 
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Investigation of the physical and chemical effects of mid-winter pumping activity was conducted 
at six tundra lakes within the Alaska Arctic Coastal Plain during the 2002-2003, 2003-2004 and 
2004-2005 winters.  The purpose of the first phase of the study was to determine the impact of 
using tundra lakes as a freshwater resource for the construction of ice roads and pads. 
Measurements of water surface level, specific conductance, temperature and dissolved oxygen 
were recorded in near real-time providing an opportunity to detect immediate and cumulative 
response from pumping activities.  Water-quality variables and recharge processes were also 
examined to further determine the impacts of mid-winter pumping activity.   
 
Ice roads, pads and airstrips are an essential part of the winter arctic transportation infrastructure 
on the North Slope of Alaska and in other cold regions.  Trucking freight by ice roads allows for 
the timely delivery of materials and supplies at a fraction of the cost of traditional airfreight.  
Mobilizing exploration activities from ice pads also allows for minimal commitment while 
investigating the resource potentials of various sites.  Moreover, the ice infrastructure has a 
minimum impact on the environment as it melts away seasonally, with some short-term affects 
on vegetation diversity but negligible long-term (> 20 years) environmental footprint on the 
sensitive arctic terrain (Guyer and others, 2006). 
     
The construction of ice roads was pioneered by John Denison in the 1950s in response to the 
existing inefficient system for hauling mining equipment and supplies throughout the gold-rich 
western Canadian provinces (Iglauer, 1974).  Using experimental construction methods, Denison 
was able to build a transportation route linking lake to lake by ice roads and thereby make faster, 
more efficient long haul trips by taking shorter and more open routes through the terrain.  The 
crowning achievement of Denison’s methods was the completion of a 520 km ice road leading 
from a camp in Port Radium near Great Bear Lake to Yellowknife, NWT. 
 
On the North Slope, where industrial transportation requirements are primarily defined by oil 
industry needs, ice road construction begins once the tundra is frozen and an adequate amount of 
snow cover exists to allow low-impact tundra travel vehicles access to the terrain.  The available 
snow is consolidated by the vehicles for a base layer and then successive sprayings of water 
taken from nearby permitted lakes builds up an ice roadbed to a sufficient depth. Additionally, 
ice chips may be used to help supplement the available snow pack and rapidly build a thicker 
base. The spreading of ice chips can help build both a faster ice road, and one requiring less 
maintenance. Ice chips are removed from permitted lakes in areas where the water is frozen to 
the lake bed. Successive sprayings of water taken from nearby permitted lakes builds up an ice 
roadbed to a sufficient depth (Figure1-1). Overall, the modern construction of ice roads is well 
planned and executed.  However, concerns about the potential effects of withdrawing large 
volumes of water from the tundra lakes have arisen.   
 
Concerns about the potential effects of withdrawing large volumes of water from the tundra 
lakes have arisen (National Research Council, 2003, p. 126-126, 153).  The main concern is that 
pumping will negatively impact physical and chemical variables at the pumping lakes, which 
will in turn negatively affect the resident fish population.  The hypothesis of this study is that 
discrete changes in physical and chemical variables of lakes subjected to winter pumping can be 
detected.  The null hypothesis is that such changes cannot be detected.  An example of potential 
impact from pumping activity is that pumped lakes might incur a water balance deficit due to 
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water withdrawal volumes if not adequately recharged by spring meltwater.  The deficit might be 
observed immediately in the following spring after winter pumping or potentially as a 
cumulative, long-term impact from continuous winter pumping activity at the same lake year 
after year.  Alternatively, the possibility remains that impacts due to pumping may occur in 
variables not included in the study design. 
 

 

Figure 1-1. An ice road connecting the Alpine facility on the Colville Delta to the CD3 drilling pad, which 
only has overland access in winter conditions (photo by Michael Lilly, GW Scientific). 

This study examined and characterized lake recharge, water surface levels, specific conductance, 
temperature, dissolved oxygen (DO), and numerous water quality variables in order to analyze 
the impact of pumping activity. Various techniques of data collection were investigated and we 
noted a need for standardization of methods, especially for DO measurements. Extensive efforts 
were invested into Quality Assurance and Quality Control (QA/QC) but the rigors of working in 
extreme cold and persistent winds introduced problems not normally encountered in limnology 
studies in more temperate regions.  These harsh conditions frequently created equipment 
problems, such as freezing probes.  We were careful to confirm data quality; however, data 
collected under similar conditions in previous studies may not be directly comparable if adequate 
QA/QC protocols were not followed. In years one and two, two pumped lakes were compared to 
two non-pumped control lakes in the Kuparuk field to determine differences due to pumping.  
Two additional lakes in the Alpine area were added in year three.  
 
Our data collection system included continuous monitoring of several variables (including water 
temperature, water level and conductivity) using a raft mounted data logger system.  This 
continuous monitoring enabled observation of changes that might occur in response to pumping 
events.  The data logging system was connected via radio telemetry so the system could be 
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observed in near real time.  This presented some advantages in monitoring the functionality of 
the data logger and instruments.  Unfortunately, it was nearly impossible to replace sensors that 
were beneath the lake ice but we were able to avoid some problems such as battery failure. 
Water surface levels were investigated in an attempt to observe pumping activity in near real-
time at 15-minute intervals.  Estimations based on idealized lake bathymetry projections were 
calculated and compared to detected changes in water surface levels.  Detecting water surface 
level changes is a challenge because the expected change is minimal.  The ability to accurately 
gauge water surface levels at the pumped lakes in near real-time would be a desirable tool for 
pumping operators, planners and regulators where water surface levels could be networked into 
an accessible database providing a proxy to a limiting water surface level at the permitted 
pumped lakes.     
 
Specific conductance was measured both by continuous recording sensors and in periodic visits 
to the lakes. These measurements correlate very well with many chemical constituents of 
interest.  Temperature is an important variable to qualify.  Thermal disturbances due to pumping 
might occur that might affect the metabolic activity of aquatic biota.  Any thermal differences 
between pumped and control lakes are important to detect and quantify.    
 
Dissolved oxygen is a critical variable for fish.  Due to low temperatures, resident fish usually 
maintain a low metabolism through the winter, and would thus require less oxygen. However, 
significant reductions in the relatively low winter dissolved oxygen concentrations would 
decrease their chances for overwinter survival.  Determining any impact on dissolved oxygen 
resulting from pumping activity is important.  In addition to DO, other water quality variables 
including pH, alkalinity, turbidity, nutrients and metals are specific indicators of lake health.  
Measuring water quality variables before and after pumping and comparing any changes among 
pumped and control lakes is a crucial determination in observing the effect of pumping activity. 
    
Meteorological data were also collected at a site near the study lakes to better interpret 
relationships between environmental factors, such as precipitation as snow, and the data being 
measured at the lakes.  Environmental influences on the measured lake variables are essential to 
characterize since the expected responses in the lakes are expected to be slight due to low 
pumping volumes as indicated from the results of previous studies. 
 
This study examines the physical and chemical effects of the current water withdrawal volumes 
while examining the overall hydrology and chemistry of tundra lakes in the Alaskan Arctic.  This 
study is limited to conditions encountered and different results might occur in a year with 
extremely low precipitation.  No long-term studies have been conducted, so the range of 
variation of many variables is unknown.  Determining the effects on tundra lakes from current 
pumping is essential as the oil industry continues to strive to minimize any anthropogenic impact 
to the environment they utilize.  Results of this study should provide scientific data that can be 
used by resource agencies in their decision-making concerning water withdrawal and guide 
sustainable pumping activity. The limitations of this study must be acknowledged and these 
findings integrated with other scientific studies to present a complete understanding of natural 
dynamics and water use impacts.  
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Six lakes (four pumped, two control) on the North Slope of Alaska within the Kuparuk Oilfield 
Operating Unit and Alpine Oilfield Operating Unit have been examined.  The lakes were 
monitored and sampled throughout the 2002 through 2008 winters for numerous chemical and 
hydrological variables.  Numerous water quality variables using in-situ, benchtop and laboratory 
techniques were also quantified.  Investigation of lake recharge was also completed during the 
spring of 2003 through 2008.   
 
 

1.2 Project Location 

The study area is shown in Figure 1-2.  The area is located on the North Slope of Alaska.  The 
tundra lakes monitored are located within the Kuparuk and Alpine Oil Fields (Figure 1-3).  
These include lakes K214 and K209 in the Kuparuk field, which were pumped, lakes K203 and 
K113, (also in Kuparuk), which were not pumped and functioned as a basis of comparison, and 
lakes L9312 and L9817, which were pumped in the Alpine field.  Mine site B is located in the 
Kuparuk Field, but is used to support the Milne Point Field operations. Kuparuk Deadarm 
Reservoirs are located in the western Prudhoe Bay operating area. Pumping occurred in 
December and January for lake K214 and January and February for lake K209.  Lake L9312 is 
used as the water supply for the Alpine facility and is periodically pumped throughout the year. 
Lake L9817 is used just for ice road construction and was typically pumped in early winter after 
tundra travel is permitted.   
 

 

Figure 1-2. Map illustrating location of general study site within the Alaska Arctic Coastal Plain. 
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Figure 1-3. Locations of study lakes in Kuparuk and Alpine Oilfields, North Slope, Alaska. 

 

Figure 1-4. Location of study lakes (K113, L9817, L9312) and reservoirs (KDA, and MSB) in the oil-field 
operating areas on the North Slope, Alaska. 

 

1.3 Site Descriptions 

The six primary study lakes (K113C, K203C, K209P, K214P, L9312P and L9817P) are in the 
arctic coastal plain of Alaska, an area approximately 70,900 km2 (Walker, 1973) bounded 
between the foothills of the Brooks Range to the south and the Arctic Ocean to the north.  The 
study lakes are approximately 30-45 km south of the Arctic Ocean and located west of the lower 
Kuparuk River to an area approximately 25 km west of the Colville River (Figures 3 and 4).   
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Dominant landforms within the Alaskan arctic coastal plain include low and high centered 
polygons, strangmoor ridges and other nonpatterned ground (Everett and Parkinson, 1977).  
Pingos and dunes are also a common feature in many places on the coastal plain. Common 
vegetation includes grasses, sedges, mosses and lichens.  Wet areas surrounding the lake 
perimeter contain mostly Carex and Eriophorum sedges with understories of moss (Hobbie, 
1980).  Surrounding soils are typically highly organic, highly acidic fibrous peat and 
approximately 8,000-10,000 years old (Jorgenson and others, 2002).  Nearer to the coast, eolian 
sands and marine alluvium soils dominate.  The dominant surface geological unit throughout the 
arctic coastal plain is late Quaternary unconsolidated sands and gravels (Black, 1964).  Soils can 
be ice-rich or ice-poor.  The topographic relief of the coastal plain is flat with an average surface 
slope between 0.1-0.2% (Rovansek and others, 1996); consequently, drainage is poor.  Steeper 
scarps do exist within the vicinity of the lakes and are useful in delineating watersheds.    
 
The Alaskan arctic coastal plain is rich in standing surface waters.  Hussey and Michaelson 
(1966) estimate that 50–75% of the Alaskan arctic coastal plain is covered either by lakes and 
ponds or old thaw lake basins.  According to Hall and others (1994) 83% of the coastal plain is 
classified as wetlands, using the classification system reported by Cowardin and others, 1979.  
There are few precipitation stations on the North Slope. Benning and Yang (2005) report average 
wind-corrected precipitation data for Barrow as 185.1 mm (7.29 inches) for 1995-2001. Kane 
and others (2004) reported 376 mm (~14.8 inches) for shielded annual precipitation for the 
period 1996-2002 in the upper Kuparuk River Watershed. However, evaporation typically 
exceeds precipitation through the summer and the area that is inundated with water gradually 
declines (Bowling and others, 2003).  Active freshwater lakes and ponds may cover up to 40% of 
the surface (Hobbie, 1980) near the coast.  However, most water bodies within the arctic coastal 
plain are shallow and have a maximum depth less than 2.0 m (~6.6 ft) (Truett and Johnson, 
2000).  The occurrence of lakes decreases inland and eastward with the coast having the most 
surface water.  However, the occurrence of deeper lakes also increases inland (Figure 1-5).  
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Lakes remain ice covered well past snowmelt until late June or early July when the ice cover 
candles, moats and gradually melts.  After snowmelt the lake water balance is dominated by 
evapotranspiration in the lower Put and Kuparuk River drainages (Rovansek and others, 1996).  
Evapotranspiration is high due to continuous solar radiation input from late-April to mid-August.  
Evaporation most often exceeds precipitation resulting in a net water loss, which must be 
replenished by next year’s snowmelt runoff (Mendez and others, 1998; Bowling and others, 
2003). 
 
Mean annual air temperatures at 1 m (30-year average = -11.56ºC (Western Regional Climate 
Center, 2004)) are well below freezing throughout the arctic coastal plain so continuous 
permafrost exists throughout the area.  Permafrost is a primary control on most hydrological 
processes in the area.  Osterkamp and others (1985) reported an average permafrost depth of 680  
m in the Prudhoe Bay region.  The active layer (the layer of soil above the permafrost that thaws 
each summer and refreezes every winter), ranges from 25 to 100 cm.  Factors influencing thaw 
depth are vegetation type, ice content, topography, insulation by plant litter, and soil type 
(Hobbie, 1980).  After spring snowmelt is complete, the contribution to the water balance from 
active layer flow is minimal (Rovansek and others, 1996).   
 
Winds are persistent and strong throughout the year, with monthly mean wind speeds of 3.7 – 5.6 
m/s and gusts reaching above 20 m/s.  Summer winds are predominately from the northeast and 
southwest (Olsson and others, 2002). 

 

1.4 Local Meteorology Review 

The Betty Pingo site (Kane and Hinzman, 2004), which has been in consistent operation since 
1994 is located in the central portion of the study area.  The Betty Pingo meteorological station is 
situated at 148o 53’ 44.5” west longitude and 70o 16’ 46.9” north latitude.  The dominant 
landforms in the wet low-lying areas are low centered polygons, strangmoor ridges, and small 
thaw ponds less than 1 m in depth. The slightly higher areas are better-drained upland tundra 
dominated by high-centered polygons and ice wedges. The vegetation is dominated by sedges, 
mainly Carex and Eriophorum species with an average height of 10-15 cm. In the drier upland 
areas the sedges are intermixed with lichen, mosses, dwarf Salix and Betula species, and a 
variety of flowering herbaceous species (Walker and others 1980; Robinson 1995; Rovansek 
1994).  
 
The surface in this area is for the most part quite level or gently sloping, with most slopes from 0 
to 5%. This factor reduces runoff during most of the summer. During spring snowmelt, when 
soils are frozen and can only accept minimal snowmelt infiltration, meltwater inundates large 
areas. Most of the snow melts by early June, but snowmelt can be initiated in early May. 
Roughly half of the snowpack exits the watersheds as runoff (Robinson 1995). The remainder 
either sublimates or goes into surface storage in ponds or subsurface storage to make up for 
water deficits from previous summer ET. The peak runoff time is during snowmelt and at the 
beginning of the summer; afterwards the flow gradually decreases and completely ceases 
generally by mid-June.  
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Snow is an important source of water in this area. Approximately 50% of the annual 
precipitation in the basin falls as snow (Robinson 1995). In the summer, precipitation usually 
consists of rain, misty drizzle, and condensation. Most of the heavy rains come during the later 
part of the summer when sea ice cover is at a minimum. Measurements of snow and liquid 
precipitation (especially the light drizzle which is so common during the summer) at the site are 
usually affected by the nearly continuous winds in the area. Summer wind speeds can sometimes 
reach up to 16 m/s with the predominant wind direction being from the east-northeast.  
 
The average annual temperature at Prudhoe Bay is -11.4 oC (NOAA 1986-1996). Usually 
temperatures remain below freezing from mid September to mid May. June is the first month 
with above freezing average temperatures. Average monthly temperatures can be approximately 
3 to 9 oC above freezing from June until August, and during September they drop near freezing. 
 
The summer usually ranges from June to early September. In the beginning of the summer and 
until solstice the days become progressively longer and the sun climbs higher in the arctic sky 
allowing more radiation to reach the surface. Part of the net radiation initiates melt of the thin 
layer of soil called the active layer which ranges in thickness between 30 and 100 cm depending 
on aspect, wetness, and soils (Walker and others 1980). Typical thaw depths in the study area are 
approximately 40 cm. The maximum depth of soil thawed above the permafrost averaged 55 cm 
between 1993 and 1999 (Brown and Hinkel, 2000). Underneath ponds the thaw depth can reach 
up to 80 cm or more. Beneath this thin active layer lays a thick layer of permafrost that formed 
over thousands of years of long, cold winters. Osterkamp and others (1985) found the permafrost 
to be 680 m in thickness in Prudhoe Bay. 
 
The soils of the site are mostly organic peat. A typical profile consists of approximately 10 cm 
fibrous peat intermixed with roots, and underlain by a more decomposed peat layer which can be 
intermixed with silt, sand, and sometimes gravel (Rovansek and others 1996). The soils fall 
under the classification of Pergelic Cryosaprists and Pergelic Cryohemists (Ping and others 
1994). Hydraulic conductivity of the soils is on the order of 10-4 cm/sec, and the specific yield is 
approximately 0.1 (Rovansek 1994). A more detailed review of climate characteristics for the 
coastal plain is covered in Hinzman and others, 2006. 
 

1.5 Cooperative Projects 

One of the approaches the project used to help meet and extend project objectives and benefits 
involved developing a series of cooperative projects with industry and agency partners. These 
projects were coordinated with the main project. Many of the projects helped provide additional 
data, expanded the application of the project to other areas, or looked in certain water use issues 
in more detail. The below listing of projects indicate some of the cooperative efforts that the 
project coordinated with. 
 
Annotated Arctic Lakes and Water-Use Bibliography – This effort, supported by BP Exploration 
Alaska, reviewed over 300 references potentially covering arctic lakes and water use. The final 
report “An Annotated Bibliography of Research Related to the Possible Long-Term Impacts of 
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Pumping Water from Tundra Ponds for the Creation of Ice Roads” lists short summaries for 
about 100 references, plus references for an additional 100 references. Selected gray literature 
references are additionally listed.  
 
Geophysical and Isotope Studies of Potential Ground-Water Connections Between Gravel Mine 
Sites and Rivers – This effort, supported by BP Exploration, investigated the potential talik 
connections between gravel mine cells in the Kuparuk Deadarm Reservoirs and with the adjacent 
east channel of the Kuparuk River. Taliks can form in arctic river environments and a concern 
was whether or not ground water flowed between pumped and unpumped cells, and also with the 
adjacent Kuparuk River during winter conditions. While some evidence of taliks was found, no 
effective ground-water connections were measured. Reservoir cells that were not pumped, or 
connected to pumped cells through surface-water channels showed no signs of water level 
changes during winter ice-cover conditions. 
 
National Petroleum Reserve – Alaska Meteorological Network Support – The Bureau of Land 
Management, in coordination with Department of Energy assisted in the development and 
operations of a network of climate stations in the eastern NPRA-A and adjacent areas. This effort 
was also in coordination with the USGS Central Region Earth Surface Processes Team, 
operating climate stations in the Circumpolar Active Layer Monitoring (CALM) program. 
 
Beaufort Coastal Meteorological Network Support – The Minerals Management Service (MMS) 
provided a series of climate stations, with support from Department of Energy, to help address 
gaps in the climate understanding along the coastal zone of the Beaufort Sea. This portion of the 
coastal plain covers most of the North Slope operating oil fields.  
 
There were many other minor partners who help provide reviews, information, and coordination 
in water-use activities and permitting. The collective output of these efforts helped achieve many 
of the project goals and see implementation of project recommendations throughout the project. 
 
 

1.6 Summary 

This project has provided a number of benefits to industry water users, agency water-resource 
managers, and other users of arctic lakes information. In finding the past water-management 
practices were effectively conservative, a series of study lakes and reservoirs were used to look 
at different hydrology systems and water-use patterns to help identify of provide tools to 
improve and refine water management practices. These water management methods will require 
continued improvement as new areas of the North Slope are considered for development. 
Continuing the improvements in collecting water-resources information, regional climate 
information, and other information related to arctic lakes and water use activities will help 
improve evaluation of future water use and the comparison with naturally occurring changes in 
arctic-lake watersheds. 
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2 LAKE HYDROLOGY AND WATER USE 

Authors:  Lilly, M.R., Hinzman, L., Toniolo, H., Cormack, C., Miller, D., and Derry, J. 
 
Recommended Citation:  Lilly, M.R., Hinzman, L., Toniolo, H., Cormack, C., Miller, D., 
and Derry, J., Lake Hydrology and Water Use, in 2008, North Slope Hydrology, Water Use, 
and Management Tools, 2002-2008.  University of Alaska Fairbanks, Water and 
Environmental Research Center, Report INE/WERC 08.16, Fairbanks, Alaska, 107 pp, plus 
appendices. 
 

2.1 Introduction 

During the first phase of the project, water surface levels, specific conductance, dissolved 
oxygen, water temperature and water quality variables were examined to determine the effect of 
pumping activities.  The primary lakes studied during 2002-2004 were K113, K203, K209 and 
K214. Lakes K113 and K203 were not pumped and represented control lakes. Lake K209 was 
only pumped during winter periods for ice road construction and Lake L214 was pumped during 
summer and winter months for winter ice road use and summer road watering. Two lakes were 
added in late 2004 in the Alpine area, L9312 and L9817. Lake L9312 is used year-round for 
facility water supplies and L9817 is used in winter months for ice road construction. The focus 
of the study for these lakes during the 2002 through spring 2005 period was on winter use and 
verifying lake recharge. Data and discussion of these details is covered in detail in Hinzman and 
others, 2006. All of the study lakes in the Kuparuk field (K113, K203, K209, K214) recharged 
each spring. Water use was not near the permitted volume levels, due primarily to the high 
availability of water in these operating areas.  
 
During the second phase of the project, lakes K113, L9817, and L9312 were kept in the set of 
study lakes. Two reservoirs were added in the Kuparuk and west Prudhoe Bay operating areas. 
Mine Site B (Six Mile Lake) is located in the Kuparuk operating area, but serves as the primary 
water source for the Milne Point facility, with water trucked on a daily basis from Mine Site B to 
the facility. The second reservoir facility was located at Kuparuk Deadarm Reservoirs, located 
north of Spine Road and adjacent to the east bank of the east channel of the Kuparuk River. 
Other lakes were looked at to address various specific hydrology questions and improve the 
understanding of regional transferability of data and process observations in the main set of 
study lakes and reservoirs. Water levels, field chemistry, snow surveys, and spring breakup 
measurements are reported in the field trip data reports (Appendix A). 
 

2.2 Purpose 

The purpose of this chapter is to review the significant findings for hydrology at the study lakes 
and reservoirs. Specific recommendation are made in the final chapter of this report.  
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2.3 Lake and Reservoir Hydrology 

Each of the various lakes and reservoirs help show the variability in watershed conditions for 
lakes in the coastal plain of the North Slope. The hydrologic cycle is best defined as the common 
water year (October – September). The water year is characterized by the following; 
 

 Onset of winter conditions 
 Wind-mixed cooling of lake water volumes in late fall just before winter ice formation 
 Onset of ice growth, ending of lake evaporation losses and watershed ET 
 Ice growth and snow accumulation and redistribution 
 Spring snowmelt and recharge 
 Discharge of excess water following snowmelt to downgradient streams and rivers 
 Summer losses due to lake evaporation, watershed ET, increases due to summer 

precipitation 
 Beginning of next winter season 

 
The below observations for the study lakes highlight key processes related to the study 
objectives. Additional information is available in the series of project reports and publications 
listed in Appendix A. 
 
 

2.3.1 Lake K113 

Lake K113 was a nonpumped lake located in the Kuparuk operating area, adjacent to and south 
of the Spine Road. It was part of the set of study lakes used from 2002 through 2008. Data 
collected during the 2005 spring snowmelt helps illustrate the early impact on snowmelt 
recharge and the “resetting” of lake water chemistry (Figure 1). 
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Figure 2-1. Spring 2005 snowmelt observations for Lake K113. 

 

  2-3



 

2.3.2 Lake K209 

Lake K209 was only used for winter ice road construction, is a shallow lake with no fish species 
present. A majority of the lakes freezes to the bottom at end of winter, allowing mainly early 
winter water use for construction, but limited water use for end of winter ice-road maintenance. 
Error! Reference source not found. helps show the impact of ice growth on water chemistry 
below ice during the winter months. K209 has very little water volume left at end of winter, so 
increases in dissolved solutes faster than the other lakes shown. 
 

 

Figure 2-2. K209, K113, K214 water specific conductance during winter of 2003-04. 

 

 

 
 
 

  2-4



 

  3-1

3 LAKE CHEMISTRY  

Authors:  Clilverd, H.M., White, D.M., Lilly, M.R., Holland, K.M. 
 
Recommended Citation: Clilverd, H.M, White, D.M., Lilly, M.R., and Holland, K.M., Lake 
Chemistry, in 2008, North Slope Hydrology, Water Use, and Management Tools, 2002-2008. 
University of Alaska Fairbanks, Water and Environmental Research Center, Report INE/WERC 
08.16, Fairbanks, Alaska, 107 pp, plus appendices. 

3.1 Introduction 

The chemistry of lakes and reservoirs in arctic Alaska is strongly influenced by extreme climatic 
conditions, which result in lakes being frozen for seven to eight months of the year. The 
formation of ice can change water chemistry dramatically over the winter by exclusion of solutes 
from the ice matrix, isolating lakes from atmospheric inputs of oxygen, and decreasing the 
volume of under-ice water and thus concentrating dissolved ions and gases that are in solution 
under ice (Barica, 1977; Schwartz and Gallup, 1978; Top et al. 1985). Dissolved oxygen (DO) 
concentration is of particular interest in ice-covered lakes because oxygen is required for the 
survival of over-wintering organisms, and is believed to be the most  important factor for 
sustaining fish populations in freshwater lakes (e.g., Ruggerone, 2000).  Oxygen depletion and 
changes in solute concentrations are most pronounced in shallow lakes, where ice growth 
significantly reduces the volume of water (Greenbank, 1945; Ruggerone, 2000; Danylchuk and 
Tonn, 2003).  Since the majority of lakes on the North Slope of Alaska are < 2.2 m deep, and 
have ice cover up to 2 m thick, it is important to manage the quantity and quality of the water in 
these lakes.  O’Neil, et al. (2001) outlines some key baseline chemistry parameter requirements 
of various fish species which we have compiled and modified for comparison with our data 
(Table 3-1).  These requirement values vary from reference to reference but should be indicative 
of general guidelines established for the sustainment of aquatic biota. 

 
Other water chemistry characteristics were also measured during different phases of the project. 
These include common cations and anions and nutrients of interest to fish ecosystems. 
Additionally, field measurements of conductivity, pH, turbidity, and temperature were made at 
lakes and reservoirs throughout the project. This information was supplements by raw-water 
chemistry from water plants when available.  



 

  3-2

Table 3-1.  Key ecological conditions for different fish species.  Modified from O'Neil, et al 2001. 

Species    
Common 

Name 

Water 
Depth 

Depth Range 
Dissolved 
Oxygen 

Tolerance 
Oxygen Range 

 PH 
Toleranc

e 
PH Range 

Optimal 
Temperature 
(Temperature 

Range) 

Turbidity 
Tolerance 

Turbidity 
Range 

Arctic 
grayling 

Shallow 
and deep 

Spawn in shallow 
water; adults occur 
both in shallow and 

deep water 

Low tolerance Prefer >6 mg/L 
Moderate 
tolerance 

6.5-8.5  8-22 oC Low < 30 mg/L 

Burbot 
Shallow 

and deep 

Prefer deep lakes.  
Mean summer 

depth 26 ft; winter 
42.5 ft 

- 
Lethal at <2.0 mg/L 

at 12-18 oC 
-      - 12.8-19 oC - -

Chinook 
salmon 

Shallow 
and deep 

Minimum 0.24 m Low tolerance 
Prefer >6 mg/L; 
lethal at 2.3-2.7 

mg/L 

Low 
tolerance 

Lethal at 9.5-10 and 
3.5-4.0; harmful at 9.0-

9.5 

12-14 C (upper 
lethal 24.8 oC 

(spring) and 24.5 oC 
(fall)) 

Low to 
moderate 
tolerance 

30-300 mg/L 

Chum 
salmon 

Shallow   Minimum 0.18 m Low tolerance 
Prefer >6 mg/L; 

lethal at 2.0 mg/L at 
19-24oC 

Low 
tolerance 

Lethal at 9.5-10 and 
3.5-4.0; harmful at 9.0-

9.5 

12-14 oC (0.5-25.4 
oC) 

Low to 
moderate 
tolerance 

30-300 mg/L 

Coho 
salmon 

Shallow 
and deep 

- Low tolerance 
Prefer >6 mg/L; 
lethal at 1.7-2.0 

mg/L 

Low 
tolerance 

Lethal at 9.5-10 and 
3.5-4.0; harmful at 9.0-

9.5 

12-14 oC; for 
spawning 4-11 oC 

Low to 
moderate 
tolerance 

30-300 mg/L 

Northern 
pike 

Shallow 
Upper 5 m of water 

column 
- 

Lethal at 0.5-1.6 
mg/L at 15-25 oC 

High 
tolerance 

4.5<9.5 (can reproduce 
at 4.5-5.0) 

(Spawn at 4.4-11.1 
oC) 

-  -

Sockeye 
salmon 

Shallow 
and deep 

Shallow for 
spawning; deep rest 

of the year; 
minimum 0.15 m 

(12-18 m, but have 
been caught at 1.8 

m) 

Low tolerance 
Prefer > 6 mg/L; 
lethal at 2.3-2.7 

mg/L 

Low 
tolerance 

Lethal at 9.5-10 and 
3.5-4.0; harmful at 9.0-

9.5 

12-14 oC; for 
spawning 3-6.9 oC 

(3.1-25.8 oC; 
spawning max 10 

oC, embryo survival 
13 oC) 

Low to 
moderate 
tolerance 

30-300 mg/L 



 

 

3.2 Purpose 

Concerns about the potential effects of withdrawing large volumes of water from the tundra 
lakes have arisen (Hinzman et al., 2006).  The main concern is that pumping negatively impacts 
physical and chemical variables at the lakes being pumped, which in turn stresses resident fish 
populations. We conducted a baseline determination of biological impacts through assessment of 
DO, turbidity, pH, conductivity, and temperature, as well as other constituents including cations, 
anions, and alkalinty.  In addition to monthly sampling at most of the sites, lakes were evaluated 
prior to, during, and after snow melt.  The general purpose of this chapter is to review the 
chemistry of tundra lakes and reservoirs studied during this project. This includes the seasonal 
variation in chemistry due to winter conditions and long durations of ice growth and cover, 
spring snowmelt recharge, and summer losses and gains from lake evaporation and summer 
precipitation. Additionally, the potential impacts of water use are also discussed.  
 

3.3 Phase I North Slope Lakes Project 

3.3.1 Background 

Six tundra lakes on the North Slope of Alaska were monitored during the winters (September-
April) of 2002 – 2005 to determine the effects of winter water withdrawals for ice road 
construction and facility and/or field operations.   Physical and chemical parameters were 
measured at pumped and non-pumped lakes. Two pumped lakes (K209 and K214) and two non-
pumped lakes (K113 and K203) were studied in the Kuparuk operations area, and two pumped 
lakes (L9312 and L9817) were studied in the Alpine field area (Hinzman et al., 2006).  At each 
lake, a gasoline-powered ice auger was used to drill holes for in situ analysis of dissolved 
oxygen (DO),  temperature, electrical conductance, turbidity, and pH, and for the collection of 
water samples used for analyzing total organic carbon (TOC), dissolved organic carbon (DOC), 
cations (Fe3+, Fe2+, Ca2+, Mg2+, Na+, K+), and anions (NO2

-, NO3
-, PO4

-). A more detailed 
description of the sampling and analytical methods are given by Hinzman et al. (2006, Pgs. 53 – 
54). 

3.3.2 Summary of Key Findings  

Phase I of the North Slope Lakes Project found that changes in the chemistry over the winter are 
dominated by ice-formation processes in shallow lakes. Similar trends in lake chemistry over the 
winter were observed in pumped and non-pumped lakes, some of which include: 

 
- An increase in dissolved solute concentrations, organic carbon, electrical 

conductance, and turbidity over the winter as ions and dissolved carbon were 
excluded from ice during the process of water freezing. 

- Maximum solute concentrations in May when the ice has reached its maximum 
thickness. 
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- Full recharge of all lakes during spring snowmelt and subsequent dilution and 
resetting of the lake chemistry to pre-winter conditions.  

- Ortho-phosphate, nitrite, and total iron, were consistently below detection at all lakes. 
 

As no significant differences in lake chemistry were found between pumped and non-pumped 
lakes for the range of water use observed during 2002 – 2005, Hinzman et al. (2006) suggest that 
water use management practices were appropriately conservative. 
 
Published Work on Phase I Lake Chemistry 
 
Data from five tundra lakes (K113, K209, K214, L9312, and L9817) sampled during Phase I of 
the North Slope Lakes Project are discussed in the article “Exploratory Analysis of the Winter 
Chemistry of Five Lakes on the North Slope of Alaska”, published as part of a featured 
collection edition on the arctic in the Journal of the American Water Resources Association 
(JAWRA) (see Chambers et al., 2008). The objective of the paper was to explore the winter 
chemistry (2004-2005) of four pumped lakes and one undisturbed lake.   

3.3.3 Selected Results 

To understand changes in lake chemistry and begin to estimate the oxygen budgets for lakes, 
Chambers et al. (2008) recognize the need for detailed lake bathymetry.  As this is often not 
available for lakes in the arctic, simple bathometry models were tested using estimated and 
observed concentrations of conservative solutes (e.g., Ca, Mg, Na) that were excluded from the 
ice as it froze (see Chambers et al., 2008, for a more detailed description of the sampling and 
analytical methods).  A good fit between measured and estimated concentrations suggested that a 
pan shape with uniform depth over the entire area best described the study lakes bathymetry 
(Table 3-2). 
 
Dissolved oxygen content and distribution in the lakes were determined using the information on 
lake bathymetry (Figure 3-1).  In January, 30-57% of the oxygen was found in the top 30% of 
the unfrozen lake volume.  L9312 stood out among the lakes as high in DO. The high oxygen 
levels were attributed to low solute concentrations (Figure 3-2), strong vertical stratification, and 
greater depth (Table 3-2) than the other lakes.  With the exception of the pumped lake L9312, no 
substantial differences in lake chemistry and end-of-winter oxygen concentration were observed 
among the pumped lakes and the non- pumped lake K113.  Chambers et al. (2008) conclude that 
lake properties, rather than pumping, were the best predictors of oxygen depletion, with the 
highest DO levels maintained in the lake with the lowest concentration of constituents. 
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TABLE 3-2: Study Lake Characteristics. 

Lake 
Best Fit 

Bathymetry 

Slope for 
observed vs. 

Predicted 
Regression1 

Sampling 
Visits 

Winter 2004 
– 2005 

Depth at 
Sampling 
Hole(s) 

(m) 

January  
2005 Alkalinity     

(mg ⁄ l as CaCO3)  pH Range 
K113 Pan2 1.29 ± 0.24 43 2.1 233 6.96 – 7.08 
K209 Pan2 1.09 ± 0.11          2 2.0 380 7.48 – 7.92 

K214 
Pan2/ cone 

average 0.96 ± 0.33          3 1.7 457  7.08 – 7.9 
L9312 Pan2 1.01 ± 0.25 63 3.1, 3.4   48 6.06 – 7.64 
L9817 Real  1.00 ± 0.06          5 2.8 116 6.26 – 7.71 

 
1This regression includes measured concentrations or Na, Ca, and Mg and concentrations predicted based on the 
presumed bathymetry. One high-end outlier was removed from each of the K113 and K214 datasets. Slope 
tabulated with 95% confidence interval. 
2The pan method used the depth at the sampling hole and assumed uniform depth, a point of difference from the 
typical pan method that assumes the maximum depth throughout the lake. 
3Plus August 2005 visit. 
4One outlying value removed. 
 
 
 
 

 

Figure 3-1. Percent of Total Dissolved Oxygen in Top 30% of Unfrozen Lake Volume in January. 
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Figure 3-2. Radar Diagrams Showing Chemical Compositions of K113 (non pumped lake) and L9312 
(pumped lake) Through Time. 

3.4 Phase II North Slope Lakes Project 

3.4.1 Background 

The second phase of the project included the addition of reservoirs in the set of study lakes, and 
an increased focus on more spatial and temporal measurements of lakes that were being used for 
water withdrawal and had specific watershed characteristics.  Reservoirs are a valuable water 
resource to oil and gas industry (and potentially over-wintering fish), primarily because of their 
large depth and the large volume of unfrozen water they store.  As man-made gravel pits, they 
can be more than five times deeper than natural thaw lakes, furthermore the gravel substrate 
differs markedly from the organic-rich substrate of many thaw lakes.  In general, the aim of this 
study was to characterize lakes and reservoirs based on water chemistry, and to address whether 
water chemistry measurements in conjunction with information on lake morphology can be used 
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to classify ranges of expected DO concentration during the winter.  More specifically, the 
objectives of this study were:  

 
- To evaluate the temporal variation in chemistry of lakes and reservoirs from freeze-up in 

the winter (October) to snow-melt and lake-recharge in the spring (May). 
- To determine the effects of water extraction on the chemistry of lakes and reservoirs.  

 
Three natural lakes (L9817, K113, and L9312) and four reservoirs were studied during the 
winter from 2005 – 2008.  The Kuparuk Deadarm Reservoirs (Cells 1, 2 and 3), and Mine Site B 
(Six-Mile Lake, North and South Cells) served as the study’s gravel mine-site reservoirs.  
Kuparuk Dead Arm Cell 1 served as the non-pumped reservoir, and K113 were a non- pumped 
lake. Additionally, lake L9817 was pumped in winter 2004/05, not pumped in winters 2005/06 
and 2006/07, and pumped in winter 2007/08. This lake is located on an ice-road network in 
NPR-A and has only been used for winter ice road construction and maintenance. Water samples 
for later analysis of lake and reservoir chemistry were collected for two winters from 2005 - 
2007, whereas in situ DO measurements were conducted throughout the second three years of 
the project.  Dissolved oxygen and chemistry data from 2005 - 2007 are discussed in the article 
“Chemical and Physical Controls on the Oxygen Regime of Ice-covered Arctic Lakes and 
Reservoirs”, submitted to JAWRA (see Clilverd et al., in press).  

3.4.2 Methods 

The chemical, morphological and anthropogenic controls on winter-oxygen biogeochemistry in 
ice-covered lakes and reservoirs were examined by 1) measuring in-situ DO, temperature, 
electrical conductance, pH, and turbidity, 2) collecting water samples for analysis of base 
cations, anions, DOC, TOC, COD, BOD, and alkalinity, and 3) collecting water-extraction data 
for each lake and reservoir.  A detailed description of the sampling methods and analytical 
techniques used is given by Clilverd et al. (in press); however the following is a brief outline of 
the analytical methods employed: 

 
- Ferrous iron (filtered sample) and total iron (unfiltered sample) concentrations were 

measured in the field laboratory using FerroVer iron reagent and a DR/2010 portable data 
logging spectrophotometer (Hach, Loveland, CO; Hach method 8008). 

- Cations (Ca2+, Mg2+, Na+, K+) were measured on a AAnalyst-300 flame atomic 
absorption spectrometer (PerkinElmerm, Wellesley, MA).  

- Anions (SO4
2

-, NO3-, Cl-) were measure on a DX-500 ion chromatograph (Dionex, 
Sunnyvale, CA).  

- Total organic carbon (TOC) and DOC were determined using an Apollo 9000 TOC 
analyzer (Tekmar-Dohrmann, Cincinnati, OH). 

- Total carbon in the sediments was determined using a TrueSpec C analyzer (LECO 
Corp., St Joseph, Michigan).  

- Biological oxygen demand (BOD) was measured by Analytica International Inc, 
Fairbanks laboratories using a 5-day 5210 BOD test.  

- All instrumental methods employed settings and conditions recommended by the 
instrument manufacturers. 
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3.4.3 Summary of Key Findings 

 
Differences Between Lakes and Reservoirs 
 
The concentration of DO at the end of the winter (April) was lowest in the shallowest thaw lakes 
(e.g., K113 and L9817), with < 4 mg/L (< 27 % DO saturation) on average remaining in the 
water column (Table 3-3).  An exception to this was Lake L9312, which had much higher DO (> 
10 mg/L; > 70 % DO saturation) than was expected for a shallow thaw lake.  The gravel 
reservoirs were substantially deeper (> 5 m) than the thaw lakes (≤ 3.5 m), and maintained a high 
DO concentration (> 8 mg/L; > 55 % DO saturation) throughout the winter. In particular, KDA 
reservoirs (Cells 1 and 2) maintained very high DO levels, with DO concentration in April 
averaging ca. 15–16 mg/L (> 100 % DO saturation) (Table 3-3).  Although lake-depth seems to 
be a contributing factor to the end-of-winter DO concentration, depth-alone cannot explain the 
higher DO concentrations in the mid-sized thaw-lake L9312 and KDA reservoirs compared with 
the lower DO in the deep MSB reservoirs.  Rather, differences in DO concentration among 
similar-sized lakes and reservoirs were attributed to differences in lake chemistry (Chambers et 
al., 2008; Clilverd et al, in review).  

 

TABLE 3-3. Mean (± 95% confidence interval) oxygen concentration, calculated oxygen saturation at 
average lake temperature and barometric pressure (i.e., 750 mmHg), pH, and conductivity for the middle 

third of the water column. 

 
 

Lake 
 

Oxygen  
(mg/L) 

 
Temperatur

e (°C) 

 
Oxygen  

(% saturation) 

 
pH 

 
Conductivity 

(µS/cm) 
K113 

 
2 ± 1* n.d. 14 ± 7* 7.1 ± 0.3* 510 ± 84* 

L9817 2 ± 2 0.6 ± 0.3 
 

14 ± 14 6.6 ± 0.1 535 ± 183 

L9312 
 

11 ± 2 1.4 ± 0.3  77 ± 14 6.5 ± 0.1 90 ± 7 

KDA1 
 

15 ± 3 0.7 ± 0.2 103 ± 21 7.7 ± 0.1 149 ± 64 

KDA2 
 

16 ± 1 0.5 ± 0.2  109 ± 7 7.5 ± 0.1 140 ± 3 

MSBS 
 

10 ± 1 0.5 ± 0.1 68 ± 7 7.8 ± 0.2 215 ± 50 

MSBN 
 

10 ± 1 0.3 ± 0.1 68 ± 7 7.6 ± 0.1** 216 ± 23 

 
Measurements were taken at the end of winter (April unless noted otherwise: 
* data from May, ** Data from February) from study lakes and reservoirs on 
the North Slope of Alaska. Data were pooled from two winters (2005-2007).  
No temperature data (n.d.) were available for K113; therefore estimated 
oxygen saturation was calculated at 0.6 °C. 
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In general, electrical conductance and dissolved ion concentration were highest in the shallowest 
thaw lakes (L9817 and K113) and lowest in the reservoirs (KDA and MSB).  An exception to 
this was Lake L9312, which had substantially lower electrical conductance, compared with the 
gravel-bottomed reservoirs (Chambers et al., 2008; Clilverd et al., in press) (Table 3-3).  Ferrous 
iron concentration was fairly similar among the study sites (Figures 3-3a – b), whereas DOC 
concentration was significantly greater in lakes and reservoirs with lower DO concentration 
(Figures 3-3c – d and Table 3-3). DOC is the dominant energy-source in aerobic respiration, and 
as a consequence, high DOC loading has been linked to higher sediment and water-column 
oxygen demand in lakes (Sugai and Kipphut, 1992; Biddanda 2007; O'Brien et al., 1992; 
Niirnberg G.K, 1995).  This may explain why the deeper study reservoirs (i.e., MSB) that had 
high DOC also had lower DO concentration compared to shallower lakes and reservoirs with 
lower DOC (Clilverd et al., in press). 
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Figure 3-3.  Mean (± 95% confidence interval) ferrous iron concentration for 2005/2006 (panel a) and 
2006/2007 (panel b), and DOC concentration for 2005/2006 (panel c) and 2006/2007 (panel d), for each study 

site at three depths: bottom, middle and top. 

 
Temporal Differences 
 
Dissolved oxygen concentration decreased continuously over the winter in all lakes and 
reservoirs studied (Cliverd et al., in press).  Furthermore, the end-of winter DO concentration 
differed substantially among years (Figure 3-4).  The most notable differences in DO occurred 
during 2006/2007, where DO concentration measured approximately 1 – 4 mg/L less than 
previous winters (Figure 3-4).  This occurred in all of the lakes (pumped and non-pumped lakes), 
and as COD did not differ between years, and lower DO concentration occurred early in the 
winter (November), the lakes and reservoirs were either under-saturated with oxygen during 
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freeze-up, or oxygen depletion rates were greater early in winter 2006 prior to the first sampling 
event (Clilverd et al., in press). The cause of this was not determined, however previous studies 
have found that lower DO concentration during freeze-up can be caused by algal blooms in the 
summer (Welch et al. 1976; Babin and Prepas, 1985), or greater wind-induced mixing of the 
lakes in early winter which can increase oxygen-supply to bacteria in the sediments.  Although 
these events may be difficult to predict, early-winter measurements of DO concentration can be 
used to improve early estimates of the end-of-winter DO concentration.   
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Figure 3-4. Differences in the end of winter (April) DO concentration among the lakes and reservoirs.  In 
each lake or reservoir the highest data point from the lake bottom was taken directly beneath the ice. For 

lakes L9312 and L9817, where multiple locations within each lake were sampled, DO concentration = mean ± 
95% confidence interval. 

 
Electrical conductance and dissolved ions increased significantly as ice thickness increased over 
the winter, whereas pH decreased slightly (ca. 1.0 pH unit) over the winter.   In contrast to 
oxygen, pH, dissolved ions, DOC, and ferrous iron concentration changed very little among 
years.  Furthermore, no detectable differences in DO, ferrous iron, or DOC concentration were 
found between the pumped and non-pumped lakes. This was despite large differences in water 
use and the subsequent differences in water depth (Table 3-4).  L9312 was the mostly heavily 
pumped lake; however, water extraction did not adversely affect the chemistry of this lake, with 
high DO concentration (ca. 11 mg/L; 77 % DO saturation) maintained over the winter. 
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TABLE 3-4. Cumulative water use from November 15th to April 15th for 2005/2006 and 2006/2007. 

 
  

Cumulative water extraction volume (m3), 
and percent under-ice volume removed. 

 
Lake 

2005/2006 2006/2007 

L9312 51,395 (5.4 %) 43,545 (5.1%) 

KDA2 27,367 (25.6%) 25,781 (25.9%) 

MSBN 
 

 14,820 (11.8%) 
 

15,968 (12.9%) 

MSBS 
 
0 

 
5,072 (3.7%) 

 
 
 
 
 
 

 

3.5 Conclusions 

Dissolved oxygen concentration decreased with depth, and temporally through the winter in all 
lakes and reservoirs studied.  Dissolved oxygen concentration differed markedly between years, 
but this was not attributed to changes in water-use or winter water-chemistry. Rather, the degree 
of oxygen depletion over the winter was influenced by differences in physical and chemical 
characteristics among the lakes and reservoirs, and differences in DO concentration during 
freeze-up possibly associated with higher lake-productivity during the summer.  Both depth and 
DOC concentration appeared to be key indicators for winter DO depletion, with lake and 
reservoir depth influencing the initial volume of oxygen that is available for lake-biota over the 
winter, and DOC reflecting high organic matter concentrations in the sediments that fuels 
consumption of oxygen.  Considering the high pumping activity and shallow depth, lakes (e.g., 
L9312) with low dissolved organic carbon concentrations (≤ 6 mg/L) showed strong resilience to 
change in chemistry over the winter.  Conversely, shallow lakes with high DOC concentration 
were particularly susceptible to low-oxygen conditions developing over the winter.  
Consequently, we suggest that lakes or reservoirs > 3.5 m in depth with low DOC concentration 
are best suited for water-use sources that also serve as over-wintering fish habitat.  
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4.1 Introduction 

Many arctic lakes freeze completely in winter. The few that retain unfrozen water for the entire 
winter period may serve as overwintering fish habitat. There are various levels of sensitivity to 
DO by different fish species found on the North Slope, Alaska. Water-use permitting has 
normally characterized three levels of fisheries presence in lakes and reservoirs: no occurrence, 
insensitive fish species, and sensitive fish species. Some natural lakes are naturally low in DO 
during end-of-winter conditions, while other maintain relatively high levels of DO and can serve 
as good overwintering fish habitat for sensitive fish species. In addition to potentially serving as 
fish habitat, water in arctic lakes is needed for industrial and domestic use. Permits for water 
extraction seek to maximize water use without impacting dissolved oxygen (DO) levels and 
endangering fish habitat. Dissolved oxygen in arctic lakes is a key factor for winter survival of 
fish.  
 
The relationship between lake volume, winter DO budget, and extraction of water through 
pumping has historically not been well understood. A management modeling tool that could 
estimate end-of-winter DO would improve our understanding of the potential impacts of 
different management strategies. The model being presented was developed to describe DO 
concentrations in arctic lakes during periods of ice cover. The model was developed based on 
(November to April) under-ice DO measurements, taken from two natural arctic lakes and one 
flooded gravel mine on the North Slope of Alaska. Comparisons between the measured and 
model-predicted oxygen profiles in the three study lakes suggested that the DO modeling tool 
presented herein could be used to adequately predict the amount of DO available in arctic lakes 
throughout winter. The model was further applied to a series of lakes and reservoirs across the 
North Slope of Alaska to determine how well the model fit DO profiles of lakes outside the study 
area. Also discussed in this chapter is the impact of seasonal and interannual variability in lakes 
that impacts the accuracy of the model predictions. 
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Water use on the North Slope 
 
Lakes on the North Slope of Alaska that do not freeze to the bottom are a valuable resource. The 
lakes are needed by fish for overwintering habitat, and also by people, who use the water to 
support a variety of sectors, including the oil and gas industry. Oil and gas companies use water 
for domestic purposes as well as industrial needs such as drilling muds, and ice road and pad 
construction. While water from lakes that would otherwise freeze to the bottom can be used in 
the early part of winter, lakes with water year-round are critical to oil field operations that 
continue through the winter period. In general, lake water used for ice roads and pads can not 
have high levels of solutes, turbidity, lake sediments and vegetation. Besides potential impacts 
on land-surface vegetation, sediment laden or high turbidity water creates dark ice roads, which 
will degrade faster in the spring due to higher albedo levels associated with darker ice roads. 
 
Dissolved oxygen as a controlling factor 
 
The State of Alaska Department of Natural Resources is required to manage the state’s water 
resources for all uses. This requires a balance between the water needs of the oil industry and 
fisheries habitat. Lakes that support game fish are permitted within guidelines that are considered 
protective of the fish habitat. Historically speaking, for lakes that do not contain fish at all, or 
lakes that freeze to the bottom in winter, there was no limit to the amount of water that could be 
extracted. For lakes that contain fish species sensitive to low-oxygen conditions, such as 
northern pike, lake trout, and whitefish, only 15% of the under-ice volume could be extracted. 
The “under-ice” volume means the volume remaining when the ice is at its maximum thickness. 
If the fish species present in the lake were tolerant of low oxygen levels, such as the nine-spine 
stickleback and the Alaska blackfish, up to 30% of the under-ice volume could be permitted for 
extraction (William Morris, Alaska Department of Natural Resources, February 13, 2006, 
personal communication).  

 
While many factors related to lake chemistry impact overall lake productivity, studies have 
found that the DO concentration is the most important to sustaining fish populations (e.g., 
Ruggerone, 2000). For this reason, many models have been developed to better understand the 
oxygen distribution in lakes (Welch, 1974; Mathias and Barica, 1980). Welch (1974) produced a 
model for the whole lake respiration rate that put a general number on the oxygen balance in the 
lake. Welch et al. (1976) and many others have focused on winter oxygen depletion rates 
(Mathias and Barica, 1980; Schindler, 1971; Babin and Prepas, 1985). The different models 
differ in their complexity. Some, such as that proposed by Welch et al. (1976), consider winter 
oxygen depletion rates to be reasonably modeled as a function of lake morphology alone, in 
particular lake depth. Others, such as Schindler (1971), have endorsed this process. Baird et al. 
(1987) found that in a single lake, the measured winter oxygen depletion rate (WODR) was 
strongly a function of the depth of the lake sampling location.  In a general sense, the simplicity 
of a depth-only model lends itself well to basic estimations of oxygen in the lake over winter. 
Babin and Prepas (1985) compared this approach to more sophisticated models and found that, in 
general, the model based only on depth differed in the WODR by 0 – 0.5 g/m2/d compared to 
observed measurements, whereas more sophisticated models only improved that difference by 0 
– 0.3 g/m2/d.  
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More complex models for WODR take into account the many factors affecting the oxygen 
concentrations in water, particularly under ice. These include, exclusion of oxygen during ice 
growth, sediment oxygen demand (SOD), biological water column oxygen demand, chemical 
oxygen scavenging (such as by reduced iron), oxygen production by algae, and nutrient 
availability, e.g., phosphorus concentration at spring overturn, and summer chlorophyll 
concentration (Welch et al., 1976; Babin and Prepas, 1985).  

 
Effective lake management needs to be dynamic and nimble. In many cases, oilfield exploration 
plans are made late in the summer season and resource managers must respond quickly and 
effectively to requests for water use permits. A modeling tool is needed to provide a balance 
between the often limited availability of input data and satisfactory prediction of oxygen 
concentrations in the lake. 
 

4.2 Purpose  

The purpose of this chapter is to describe the modeling tool developed by the project as well as 
to describe general DO uptake processes and DO requirements of fish species that may be 
encountered on the North Slope of Alaska.  Given the importance and concern with maintaining 
adequate dissolved oxygen levels for overwintering fish, this project sought to develop a 
modeling tool that could be used by industry as well as federal and state agencies responsible for 
permitting winter lake water use. Specifically, our objective was to develop a simple, but useful 
model to determine not only the WODR, but also the oxygen profile in a lake, the date at which 
oxygen dropped below a specified average concentration, and simulate the effects of pumping.  
 
In developing the model, we considered all factors that would likely affect the oxygen 
concentration in the lake and then fit field data, excluding or including parameters according to a 
sensitivity analysis. In the end, the model that best fit field data included parameters that 1) 
impacted the diffusion rate, 2) impacted the DO in the entire water column, or 3) impacted DO 
only at the sediment interface. It is believed that these three parameters addressed, mixing, water 
column oxygen demand (WCOD), SOD, respectively. Ice growth and oxygen exclusion by ice 
were also incorporated into the model. The model parameters were adjusted to fit three types of 
lakes typically encountered on the North Slope of Alaska; a shallow tundra thaw-lake with a 
largely organic substrate, a high perched lake (a lake without an obvious high water channel that 
infrequently floods) with a gravel substrate, and a man-made gravel mine site lake (Moulton, 
1998). 
 
The model was tested against lakes that were not included in the model development to evaluate 
the model skill. Seasonal and interannual variability of the lake oxygen itself will be discussed. 
Natural variability must be taken into consideration when using the model. Associated 
limitations are discussed herein. 

4.3 Dissolved Oxygen Processes in Relation to Aquatic Biota 

The single most important factor in the onset of fish mortality in ice covered lakes is low 
dissolved oxygen concentrations (Ellis and Stefan, 1989).  When arctic lakes are ice free, they 
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are almost always close to complete saturation of oxygen.  They may even exhibit 
supersaturation during the spring when there is high photosynthesis immediately beneath the ice 
(Hobbie, 1973).  Arctic lakes under ice and snow covers are sealed from oxygen exchange with 
the air and for 6 to 7 months and act as sealed respirometers, with ice and snow cover preventing 
any dependable oxygenation of the water through photosynthesis (Ellis and Stefan, 1989).  With 
regard to oxygen concentrations, ice covered lake oxygen levels over time are simply a function 
of initial oxygen storage and the rate of depletion.  Initial storage is limited to the product of the 
oxygen saturation concentration and the lake volume.  Most of the winter oxygen consumption 
occurs in the sediment surface layer (oxidized microzone) and to a lesser extent in the water 
column as a result of bacterial respiration and chemical oxidation (Ellis and Stefan, 1989). 
 
Species sensitive to impacts of water withdrawal (such as reduced DO and increased dissolved 
solids) include lake trout, broad whitefish, least cisco and arctic grayling, while the more 
resistant species are Alaska blackfish and ninespine stickleback.  Alaska blackfish are 
particularly resistant to low DO, as they are able to breathe atmospheric oxygen.  Ninespine 
stickleback can also withstand low DO, although not to the same extent as Alaska blackfish. 
(Moulton, 2007). 
 
True DO thresholds are hard to determine, but it should be noted that some species, including 
salmonids, are more susceptible to change than others.  Young fish in particular tend to be less 
resistant to DO reduction than older/larger individuals.  Resistance to further reduction of DO 
can be achieved when the fish are exposed to nonlethal low levels of DO for an extended period 
of time, with acclimation nearly complete in about 10 days.  DO deficiency can result in reduced 
fecundity of fish or prevent their spawning.  For salmonid fishes, development and growth of 
embryos can be retarded, their size at time of hatching is reduced, and hatching is usually 
delayed by the reduction of DO.  However, successful hatching of relatively small and 
underdeveloped, but viable and not deformed larvae, is possible at DO levels between 2 and 3 
mg/L (Doudroff and Shumway, 1970). 
 
The availability of DO concentrations in lakes can control freshwater species and fish 
populations.  Typically, fish species have minimum DO concentration requirements, below 
which mortality occurs or growth is impaired (see table 4-1).  Fish winterkill can occur in 
shallow lakes near the end of the ice cover period (early spring) when DO concentrations drop 
below 2 mg/L at all depths over several days, with small lakes experiencing bottom DO 
depletion earlier than large lakes. Water temperature and DO affect lake ecosystems and 
constrain fish habitat and fish growth significantly.  Oxygen dynamics and oxygen depletion in 
winter or summer are also related to the trophic state and/or size of a lake.  Oligotrophic shallow 
lakes are less likely to develop problems related to dissolved oxygen, whereas eutrophic shallow 
lakes may suffer from DO depletion in winter under identical weather and morphometric 
conditions.  In lakes with a high lake geometry ratio (typically shallow lakes) the minimum 
bottom DO occurs in winter, whereas in those lakes with a low geometry ratio (typically deeper 
lakes) the minimum occurs in the summer (Fang and Stefan, 1997). 
 
Given the importance of maintaining adequate dissolved oxygen levels in ice covered lakes in 
the Arctic, it was essential to develop a working model for the prediction of DO levels under a 
number of scenarios.  This tool will be vital to managers wishing to assess the predictable levels 
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of oxygen throughout the winter at sites that could potentially serve as a water source.  This data 
will help with the efficient management of water resources which have been identified as 
overwintering habitat for fish and other aquatic biota. 
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Table 4-1.  Lethal dissolved oxygen level responses of different arctic fish species at various 
temperatures (modified from Cott, et al.) 

Species       
Common 

Name 

Age or 
Size 

Lethal 
O2 

(mg/L) 

Death
s 

Water 
Temperature 

(oC) 
Exposure Method/Threshold 

Broad 
Whitefish 

1 day 1.9  - 12 
Declining 
Oxygen 

Cessation of opercular 
movement 

  120 days 1.9  - 12 
Declining 
Oxygen 

Cessation of opercular 
movement 

  209 days 1.1  - 10 
Declining 
Oxygen 

Cessation of opercular 
movement 

Chum 
Salmon 

Fingerling 2  -  - 
Declining 
Oxygen 

Method unknown 

Yellow Perch 78g <2.0 100% 19-24 
Declining 
Oxygen 

CO2 tension 0-
40mmHg 

  89-99g 0.5-0.8 50%  12-21 
Declining 
Oxygen 

Loss of equillibrium 

   - 3.1 100% 15 
Constant 
Oxygen 

Fish held in cage 
submerged in lake 
(summer) 

   - 1.5 50% 4 or less 
Constant 
Oxygen 

Fish held in cage 
submerged in lake 
(winter) 

  7.6cm 1.9-11 50% 18-27 
Declining 
Oxygen 

Loss of equillibrium 

Burbot 830g <2.0 100%  12-18 
Declining 
Oxygen 

CO2 tension 0-
40mmHg 

   - 1.4-3.2 100% 0  - 
CO2 tension 0-
40mmHg 

Brook 
Sickleback 

0.6g <2.0 100% 20-23 
Declining 
Oxygen 

CO2 tension 0-
40mmHg 

White sucker 265g <2.0 100% 17-18 
Declining 
Oxygen 

CO2 tension 0-
40mmHg 

Northern Pike  - 3.1 100% 15 
Constant 
Oxygen 

Fish held in cage 
submerged in lake 
(summer) 

   - 2.3 100% 4 or less 
Constant 
Oxygen 

Fish held in cage 
submerged in lake 
(winter) 

   - 0.2-0.5 100% 0-20 
Declining 
Oxygen 

Method unknown 

   - 0.5-1.6 50% 15-25 
Declining 
Oxygen 

Water gradualy 
replaced with low O2 
water 

  1-2 year 0.7-1.4  - 16-29  - Method unknown 
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4.4 Materials and Methods 

Field Sampling 
 
Field data to calibrate the model was collected over the winter 2005 ⁄ 2006. We collected data 
from two lakes and one reservoir located near the Prudhoe Bay oilfield on the North Slope of 
Alaska (Figure 4-1). The first lake, L9817, is a shallow (3 m; Table 4-2) thaw lake. It is not 
connected to a stream system and has an organic sediment layer with vegetation. The lake is 
recharged in spring by snowmelt. The second lake, L9312, is a relatively large, deeper (3.5 m; 
Table 4-2), natural lake that has a gravel substrate, and is recharged by snowmelt and occasional 
overflow events due to spring ice jamming on the Colville River. The reservoir, Mine Site B 
(North Cell), is a former gravel pit that has begun to fill-in with organic matter. The lake is deep 
(ca. 10 m; Table 4-2), connected to a seasonal stream, and has a gravel substrate. Although Mine 
Site B is connected to a stream in summer, there is no winter flow in the stream.  

 
Field data to validate the model was collected over three winters (2005/2006, 2006/2007, and 
2007/2008). In addition to the lakes used in the calibration of the model, the model was validated 
with data collected from six tundra lake (K113, W0609, W0613, W0705, W0708, and W0709) 
and five gravel pits (Kuparuk Dead Arm Cells 1 and 2, Mine Site B South Cell, Shaviovik Pit 
and Badami Pit) located near the Prudhoe Bay oilfield on the North Slope of Alaska (Figure 4-
1). Field data from 2006 – 2008 for the lakes and gravel pit used in the model calibration also 
served to validate the model for successive years. Similar to L9817, K113, W0609, W0613, 
W0705, W0708, and W0709 are shallow (< 2.5 m) (Table 4-2) thaw-lakes with an organic 
substrate. Kuparuk Dead Arm (Cells 1 and 2) are medium depth reservoirs (6.4 and 5.2 m, 
respectively) (Table 4-2), with a gravel substrate that is typical of flooded gravel mines. Badami 
and Shaviovik pits are deep (8.6 m and 9.9 m, respectively) gravel-bottomed reservoirs. Mine 
Site B (South Cell) reservoir has similar physical properties to that of the north cell, and is 
connected to the North Cell by two channels that flow between the two cells during the summer 
and under the ice in winter. Field sampling took place each month from November to May.  

 

 

FIGURE 4-1. Location of Study Lakes (K113, L9817, L9312, W0609, W0613, W0705, W0708, and W0709) 
and reservoirs (Kuparuk Dead Arm, Mine Site B, Shaviovik, and Badami) on the North Slope of Alaska. 
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TABLE 4-2. Morphological Information for the Fifteen Study Lakes and Reservoirs. 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

1 – 
Lake L9817 was not pumped during the winters of 2005/06 and 2006/07, but was pumped in the winters of 2004/05 

and 2007/08. 

Lake description  
Lake Description Depth (m) Area (m2) Water use 

K113 Thaw lake 2.3 165,900 Not pumped 
L9817 Thaw lake 3.0 258,999 Not pumped1 
L9312  Thaw lake 3.5 448,796 Pumped 
W0613 Thaw lake 1.33 1,541,000 Not pumped 
W0609 Thaw lake 1.79 1,850,000 Not pumped 
W0708 Thaw lake 1.77 717,000 Not pumped 
W0705 Thaw lake 1.94 381,000 Not pumped 
W0709 Thaw lake 2.06 701,000 Not pumped 
W0706 Thaw lake 2.34 2,229,000 Not pumped 
KDA1 Flooded gravel mine 6.4 14,973 Not pumped 
KDA2 Flooded gravel mine 5.85 27,519 Pumped  
MSBS Flooded gravel mine 7.6 22,912 Pumped  
MSBN Flooded gravel mine 10.7 13,355 Pumped  
Badami Flooded gravel mine 8.61 91,997 Pumped 
Shaviovik Flooded gravel mine 9.94 50998.3 Not pumped 

 
To calibrate and validate the modeled DO profiles, DO data was collected from a hole drilled at 
the same location (within 2 m) in each lake on each sampling event. In general, sampling holes 
were drilled near to the center of each lake, or at deep point in the lake or reservoir if that point 
was known. A gasoline powered ice auger was used to drill sampling holes in the ice, at which 
the following physical parameters were measured: ice thickness, snow depth, freeboard (distance 
from ice-surface to water-surface in the drilled hole), and water depth. An In Situ Troll model 
9000 (Ft. Collins, Colorado), fitted with a rugged dissolved oxygen (RDO) sensor, was used to 
take DO measurements at 0.3 m intervals, from the ice-water interface throughout the water 
column to the sediment-water interface. On occasion, a Hach HQ20 LDO (Loveland, Colorado) 
was used to test DO concentrations. The Hach instrument was fitted with a luminescent 
dissolved oxygen (LDO) sensor. The instruments were calibrated with a zero oxygen solution 
(HANNA standard solution HI7040) and 100% saturated solution (distilled water bubbled with 
air) before and after field sampling to insure the integrity of the measurements. In order to pass 
the calibration test, DO needed to be within 10% of the calibration standard. 
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Modeling 

4.4.1 Assumptions 

The model developed was only intended to address winter conditions when ice forms a barrier 
between atmospheric oxygen and the lake water. In addition, the model was only intended to 
address far Northern lakes where mid-winter photosynthesis could be considered minor 
compared with oxygen consumption terms. The model was not intended to address spring 
conditions when cracking lake-ice allows oxygen rich melt-water into the lake and 
photosynthesis begins affecting the oxygen concentration. The model was also limited to lakes 
that, in winter, are isolated from flowing streams that would alter the oxygen balance in the lake. 
Most lakes on the North Slope of Alaska fit these conditions.  

4.4.2 Ice Growth 

The boundary conditions of the model are the sediment-water interface that is stationary and the 
ice-water interface that is not. The model uses a derived form of Lunardini’s ice growth equation 
based on Fourier’s Law of heat conduction (Lunardini, 1981). A detailed description of the ice 
growth equation is given by White et al. (2008). Ice growth was calculated based on the 20-year 
average temperature at Prudhoe Bay, Alaska. 

4.4.3 Oxygen in the Water Column 

As water freezes and expands, oxygen is excluded from the ice. As a consequence, water at the 
ice-water interface can be supersaturated in DO relative to the atmosphere (Craig et al., 1992). In 
the model, it was assumed that 100% of the oxygen is excluded from the newly formed ice at the 
ice-water interface. The model does not account for highly supersaturated water (Mortimer, 
1981). The initial DO concentration input for each lake was calculated based on the saturation 
concentration of oxygen in pure water at 1°C (Tchobanoglous et al., 2003).  
 
The water column was divided into 20 layers of equal thickness. At each time step, the ice 
growth was calculated, changing the water column height and therefore the thickness of each 
layer. Oxygen movement by diffusion throughout was described using Fick’s law. A mixing 
term was introduced as a factor that effectively increases the diffusion rate. The mixing term was 
intended to capture a variety of mixing mechanisms including: bioturbation, seiche oscillation, 
and movement due to thermal gradients (Bengtsson, 1996; Welch and Bergmann, 1985). The 
SOD term acts only at the sediment interface. The WCOD impacts oxygen consumption 
throughout the water column evenly. The mixing, SOD, and WCOD terms were assigned by a 
statistical best-fit routine fitting model output to field data. A mathematical description of how 
the model treats movement of oxygen through each cell is given by White et al. (2008). 

4.4.4 Calibration 

The DO model was calibrated for L9817, L9312 and Mine Site B (North Cell). Three model 
parameters were used in the calibration process: WCOD, SOD, and a mixing term used in the 
diffusion calculations. A range of physically meaningful values was identified and discretized 
for each parameter. The model was run with all possible parameter sets, including scenarios both 
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with and without pumping, and the optimal parameter set was selected according to the 
minimum model error and bias (White et al., 2008).  For the calibration period, extraction of 
water from the lakes was relatively low, ranging from 0 % of the under-ice-volume at L9817 to 
13% (15,968 m3) at Mine Site B (North Cell), and as a consequence water extraction had no 
effect on the selection of the model parameters. Once the model parameters were determined, 
whole lake model-estimated oxygen values and lake oxygen distribution profiles were developed 
by assuming pan bathymetry for each lake and calculating the net oxygen mass in each layer of 
the lake. While pan bathymetry introduces slight inaccuracies, Chambers et al. (2008) found that 
pan bathymetry is not unreasonable for lakes in the study area.  

4.5  Results from the Model Calibration 

The model parameters that provided the best estimate for the change in DO concentration over 
time were different for each lake. The input values for SOD and mixing was greatest for Mine 
Site B (North Cell) (9.9 g O2 ⁄m2⁄day, and 0.005 m2⁄day, respectively), whereas WCOD was 
greatest for L9817 (0.055 g O2 ⁄m2⁄day) (Table 4-3). These values differ slightly from those 
published in White et al. (2008) as the model was recalibrated following a few small 
modifications to the code. 

TABLE 4-3. Independent Variables Used to Fit Individual Lake Models. 

Independent variables Lake 
Sediment oxygen 
demand  
(g O2/m

2/d) 

Water column 
oxygen 
demand (g 
O2/m

2/d) 

Mixing factor 
(m2/d) 

L9312 3.371 0.01 0 
L9817 0.013 0.055 0 
Mine Site B 9.9 0.015 0.005 

 
 
In all three calibration-lakes, DO concentration decreased with depth, and temporally through the 
winter (Figures 4-2, 4-3, 4-4). For Mine Site B (North Cell), the modeled oxygen profiles fit the 
measured data well, with the exception of January and February (Figure 4-2).  For these months, 
the measured DO concentration in the bottom third of the water column was higher compared 
with December.  
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FIGURE 4-2. Dissolved Oxygen Profiles for Mine Site B (North Cell) in 2005/2006 used in the Model 

Calibration. 
 
In contrast to Mine Site B, the shallower lakes, L9312 and L9817, exhibited more variability in 
DO profiles over the winter. At L9312 there were unexplained increases in the measured oxygen 
concentration in the mid-upper portion of the lake in January, and in the bottom portion of the 
lake in February. As a consequence, the modeled oxygen concentration at L9312 does not fit the 
measured data as well (Figure 4-3). Similarly, at L9817, the measured DO concentration in the 
bottom third of the water column was lower in January compared with February and April 
(Figure 4-4).  
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FIGURE 4-3. Dissolved Oxygen Profiles for L9312 in 2005/2006 used in the Model Calibration. 
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FIGURE 4-4. Dissolved Oxygen Profiles for L9817 (North Cell) in 2006 used in the Model Calibration. 

 
At the end of winter (April) in 2006, the measured oxygen concentration averaged 9 mg ⁄L at 
L9312, 3 mg⁄L at L9817, and 8 mg ⁄L at Mine Site B. In all lakes, the average measured oxygen 
concentration was not appreciably different than the respective model-estimated average oxygen 
concentration (Table 4-4). 

TABLE 4-4. Average End-of-Winter Oxygen Concentration ± Standard Deviation (SD). 

 
End of winter average ± SD 
oxygen concentration (mg/L) 

Lake 

Measured Model estimated 
L9312 9 ± 5 11 ± 3 
L9817 3 ± 1   3 ± 1 
Mine Site B 8 ± 5   9 ± 4 

 

4.6 Results from the Model Validation 

The modeled oxygen profiles for 2007/2008 fit the measured data at the Mine Site B (North 
Cell) and L9312 calibration lakes very well, mirroring the temporal decline in DO concentration 
in the water column and the spatial change in DO concentration with depth (Figures 4-5 and 4-
6).  The modeled oxygen profiles for 2006/2007, however, did not fit the measured data as well. 
At Mine Site B, the model overestimated the early winter (December) DO concentration in the 
water column by approximately 2.5 mg/L, which resulted in an overestimate of the end-of-winter 
DO concentration (Figure 4-5). At L9817, although model estimates of lake depth fit the actual 
measurements fairly well, the model considerably over-predicts DO concentration in the water 
column throughout winters 2007 and 2008 (Figures 4-7a and c). This may largely be due to the 
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huge variation in early-winter DO concentration among study years. For instance, compared with 
water-column DO measurements of ca. 10 mg/L in January 2006 (calibration and non pumped 
year), measurements at L9817 in January 2007 (non pumped year) and 2008 (pumped year) 
averaged 7 mg/L and 2 mg/L, respectively (Figures 4-7a and c).  To account for this large 
variation in early-winter DO concentration among years, observed oxygen concentration from 
November–January can be added to the model for a particular study year. For example, model-
estimates of the end-of-winter DO concentrations for 2006 and 2007 at L9817 were improved 
substantially by adjusting the model input for DO during freeze-up and running the model 
forward until an optimal fit was obtained with the observed DO concentration in January 
(Figures 4-7b and d).  
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FIGURE 4-5. Model Validation for Mine Site B (North Cell). Dissolved Oxygen Profiles for 2006/2007.  In 
the top panel (a), daily water-extraction was included in the model, whereas in panel (b) pumping data were 

not available. 
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FIGURE 4-6. Model Validation for L9312. Dissolved Oxygen Profiles for 2006/2007 and 2007/2008.  Daily 
water-extraction was included in the model for 2006/2007, but was unavailable for 2007/2008. 
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FIGURE 4-7. Model Validation for L9817. Compared with the left-hand panels a (2007) and c (2008), the 
model-estimates of the end-of-winter DO concentrations in the right-hand panels b (2007) and d (2008) were 

improved by adjusting the model input for DO during freeze-up and running the model forward until an 
optimal fit was obtained with the observed DO concentration in January. The model input DO concentration 
in panels a and b, respectively, were 14.2 and 12.5 mg/L. The model input DO concentration in panels c and 

d, respectively, were 14.2 and 10.0 mg/L. L9917 was not pumped in 2007 (panels a and b), but was pumped in 
2008 (panels c and d). 

 
Additional lakes and reservoirs that were not used to calibrate the model were monitored during 
the same period (2005-2008) to validate the model for lakes and reservoirs across the North 
Slope. Modeled oxygen profiles for Mine Site B (South Cell) and the Kuparak Dead Arm 
reservoirs provided a good estimate for the change in DO concentration over time.  For Mine 
Site B (South Cell), the model most accurately predicted DO profiles throughout the winter for 
2005-2006 and 2006-2007 (Figure 4-9), with the exception of February 2008 data where 
measured DO concentrations increased unpredictably at the bottom of the reservoir and distorted 
the oxygen concentration for the remaining months. By April 2008, DO concentration was 
similar throughout the water column (ca. 12.5 mg/L) indicating that spring turnover had 
occurred. Similar to North Cell at Mine Site B, the modeled DO profiles for the South Cell 2006-
2007 did not fit the observed data as well. The model under predicted the oxygen concentration 
in early winter 2006 by approximately 2 mg/L.   
 
 

  4-15



 

01/11/06 02/14/06 03/14/06 04/14/06

D
e

p
th

 f
ro

m
 l

ak
e 

b
o

tt
o

m
 (

m
) 0

2

4

6

8

10 12/14/05

12/16/06 01/06/07 02/14/07 03/18/07

0

2

4

6

8

10 04/14/07

0 5 10 15 0 5 10 150 5 10 15

01/9/08

0 5 10 15

Measured concentration
Model estimated concentration
Bottom of ice

02/19/08 03/14/08 04/18/08

0 5 10 15
0

2

4

6

8

10 12/14/07

Dissolved oxygen (mg/L)

 

FIGURE 4-8. Model Validation for Mine Site B (South Cell). Dissolved Oxygen Profiles are for 2005/2006, 
2006/2007, and 2007/2008. Mine Site B (South Cell ) was not pumped throughout the study period. 

 
The oxygen concentration at the Kuparuk Dead Arm reservoirs changed very little among years, 
and maintained very high DO concentration ( ≥ 15 mg/L;  ≥ 103 % DO saturation) over the 
course of each winter (Figures 4-9 and 4-10). From March onwards, water column DO 
concentration tended to increase relative to previous months. Typically by April spring-turnover 
had homogenized the oxygen concentration throughout the reservoirs, and as a result the model 
estimates for April (calculated based on a closed lake-system) are lower than the observed 
values.  The model underestimated DO concentration in these reservoirs at the end of each 
winter by ca. 1 – 3 mg/L (Figures 4-9 and 4-10).  

 
K113 is a similar-sized tundra lake to L9817, and was not pumped during the study period. This 
lake was monitored intermittently from 2005 – 2008.   The modeled DO profile for January 2006 
did not provide a good fit, underestimating the observed DO concentration by ca. 6 mg/L (Figure 
4-11). The model output for the January of the following year, however, is a close match to the 
measured data (Figure 4-11).  Measurements of oxygen concentration in May 2006 and 2007 
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indicate that model estimates for the preceding month were reasonable.  Unusually high 
concentrations of DO were measured in April (ca. 13 mg/L) and May (ca. 8 mg/L) 2008 relative 
to measurements of less than 4 mg/L in previous years, and as a result the DO model did not fit 
the observed profiles in 2008 very well. 
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FIGURE 4-9. Model Validation for KDA1. Dissolved Oxygen Profiles are for 2005/2006, 2006/2007, and 
2007/2008. KDA1 was not pumped throughout the study period. 
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FIGURE 4-10. Model Validation for KDA2. Dissolved Oxygen Profiles are for 2005/2006, 2006/2007, and 
2007/2008. KDA2 was pumped throughout the study period, however pumping data for the model was not 

currently available for 2007/2008. 
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FIGURE 4-11. Model Validation for K113. Dissolved Oxygen Profiles are for 2005/2006, 2006/2007, and 
2007/2008. K113 was not pumped throughout the study period.  

 
Dissolved oxygen concentration was measured in May each year at a selection of lakes and 
reservoirs in the Kuparuk Foothills, as well as the coastal region of the Sagavanirktok River. 
Dissolved oxygen concentration measured in the thaw lakes ranged from an average of 1.4 – 1.7 
mg/L in 2006 to 1.8 – 6.9 mg/L in 2007. In contrast, DO concentration at the reservoirs during 
the same period was up to 6-times higher averaging 16.3 mg/L and 12.7 mg/L, respectively, at 
Badami Pit and Shaviovik Pit in 2006, and 15.0 mg/L and 15.8 mg/L, respectively, in 2007 
(Table 4-5). Differences in the measured depth of the reservoirs are likely due to variation in the 
sampling location among years. 
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In the thaw lakes, very little water (< 1 m) remained under the ice at the end of each winter.  As a 
consequence, the modeled DO concentration was not available for most of the thaw lakes 
because the measured water depth, required as an input parameter into the model, was less than 
the assumed winter ice-growth (i.e., 2.1 m) in the model. Lakes W0706 and W0709 were the 
only lakes to have enough water available for inclusion in the model. There was a reasonable fit 
between the modeled and measured DO concentration at W0709. The average modeled DO 
concentration was slightly lower (ca. 1.5 mg/L) than the measured concentration due to a more 
developed anoxic-hypolimnion (indicated by the large standard deviation reported in Table 4) in 
the modeled oxygen profile, suggesting that spring turnover may have begun. Lake W0706 could 
not used in the model because DO concentration varied very little (0.7 mg/L SD) throughout the 
water column indicating that spring-overturn had occurred (Table 4-5). Similarly, at Badami Pit 
and Shaviovik Pit, the stable and high concentrations of oxygen present throughout the water 
column (Table 4-5) at a time of year (May) when ice-melt and photosynthesis is possible, 
prevented the use of these reservoirs in the model. One exception is 2006 data for Shaviovik Pit, 
where a stable hypolimnion was still present in the reservoir (Table 4-5). For this reservoir, the 
modeled and measured DO concentrations were in agreement differing by an average of only 1 
mg/L (Table 4-5). 
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TABLE 4-5. End-of-Winter Water Level and Average Oxygen Concentration ± Standard Deviation (SD) for 
Lakes and Reservoirs in the Kuparuk Foothills, and the Coastal Region of the Sagavanirktok River. Lakes 
and reservoirs were sampled every May from 2006 – 2008. * n=1, **To be able to use this lake in the model 
the initial lake depth was changed to 2.10 m. *** Sampled at lake-edge. NA = Data Not Available from the 
model because the assumed winter ice growth in the model of 2.1 m exceeded the initial lake depth. Turned 

over = spring turnover had occurred in the reservoir. 

Lake 
 

Date 
 

Under-ice water level 
(m) 
 

 
Average end of winter DO 
concentration (mg/L) 

    Measured Modeled 
Measured ± 
SD Modeled ± SD 

W0609 05/04/06 0.46 N.A  1.7 ± 0.2        N.A 
W0613 05/04/06 0.2 N.A 1.44* N.A 
Badami  04/30/06 6.70 Turned over 16.3 ± 0.7 Turned over 
Shaviovik 05/03/06 8.61 8.48 12.7 ± 6.3 11.8 ± 2.7 
            
W0705 05/09/07 0.64 N.A  1.8 ± 0.2 N.A 
W0706 05/09/07 0.72 Turned over  6.9 ± 0.7 Turned over 
W0708 05/08/07 0.30 N.A  4.4 ± 0.4 N.A 
W0709 05/08/07 0.44 0.76**  2.8 ± 0.4   1.29 ± 1.22** 
Badami  05/08/07    1.61*** Turned over 15.0 ± 0.6 Turned over 
Shaviovik 05/08/07    3.45*** Turned over 15.8 ± 0.5 Turned over 
            
W0705 05/07/08 Dry       
Badami  05/16/08    3.61***  Turned over 16.9 ± 1.1 Turned over 
Shaviovik 05/16/08    2.39***  Turned over 17.5 ± 1.5 Turned over 

 
The oxygen profiles generated by the model provided a reasonable fit to the data in most cases. 
There were sampling events, however, that exhibited poorer fits than others. For Mine Site B, at 
times the model over-predicted the concentration of DO in the bottom portion of the lake. This is 
because DO profiles measured in December, March, and April show a progressive thickening of 
a hypolimnion that is low in DO, however in January and February the difference in oxygen 
concentration throughout the water column was less pronounced. Fluctuation in the thickness of 
the hypolimnion could either be attributable to the variability in the measured DO concentration 
between sampling dates, or a mixing event that could not be accounted for in the model.  
 
As for L9312, the model fit poorly with the measured data for January and February, where 
instead of measured DO concentration depleting with time, DO concentration increased relative 
to the previous month. The most plausible explanation for the increase in DO concentration near 
the lake-bottom in February was a human error in measurement. Alternatively, slight wind-
induced mixing in the water column could have transported oxygen-rich water beneath the ice to 
the oxygen-depleted hypolimnion (Bengtsson, 1996; Malm et al., 1998).  

 
The mediocre fit for L9817 in January can mostly be attributed to higher than predicted oxygen 
concentrations measured in the bottom third of the lake, which resulted in a slightly conservative 
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model-estimate of oxygen concentration in the lower portion of the lake. This discrepancy 
between the model-estimated and measured DO concentration may be due to limited temporal 
data (no data were available for L9817 during freeze-up and early winter) and poor 
characterization of initial DO conditions in the autumn that resulted from limited access to the 
study site.   
 

4.7 Climatology 

Climate data were available from 11 weather stations on the North Slope of Alaska, spanning 
from the Colville River to the Sagavanirktok River. We used data from weather stations that 
were closest to each study lake. Comparisons of daily temperature among the sites show that 
there was on average 6 ± 3oC of variability over this region of the North Slope (Figure 4-12) 
during the study period. Variability among years was substantially greater, with differences of 11 
± 7oC recorded at L9312 from 2005-2008 (Figure 4-13). Consequently, while it is advisable to 
use data from weather stations close to the study site, weather stations with continuous of inter-
annual climate data should supersede those positioned closer to the study sites. 
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FIGURE 4-12. Mean of Daily Temperature for 11 Sites on the North Slope of Alaska (± 95 % Confidence 
Interval). Weather stations were located up to 200 Km Apart. 
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FIGURE 4-13. Inter-Annual Climate Variability at L9312. 

 
 
 

4.8 Management Tools 

The lake DO model was programmed in Microsoft Excel using Visual Basic For Applications 
(VBA).  For the tool to work, macros must be enabled in Excel. A step-by-step user guide is 
supplied in Appendix D, and a graphical introduction to the lake DO Model interface is supplied 
in Appendix E.  The lake DO model contains six spreadsheet tabs. The first tab, ‘Main’, is the 
input spreadsheet were the user can enter specific lake details such as the lake type, year of 
simulation, initial DO (default for saturation at 1oC is 14.8 mg/L), temperature data (specific site 
information is preferable but there is a default average slope temperature available), and 
continuous or/or discrete pumping events and permit volumes (if applicable) (Figure 4-14).  
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Main Interface Details 

 

FIGURE 4-14. Input Details for the Model Interface. 

The second tab contains the model ‘Output’, where the user can scroll through the lake profiles, 
using the “Step Through” function, to obtain DO and lake depth information for a specific date. 
In addition, the user can view graphs showing the decline in oxygen and lake volume over time. 
These graphs also indicate if lake-DO drops below the specified threshold of 4 mg/L, and if a 
water withdrawal exceeds the permitted volume (Appendix E).  

 
The model can be run successfully with use of the ‘Main’ input and “Output’ spreadsheets only. 
However if the user would like to add specific weather station data, then this can be done in the 
‘Temperature’ worksheet. Furthermore, if the user wishes to add or edit specific model input 
scenarios or lake information manually rather than using the prompts on the ‘Main’ page, then 
this can be done in the ‘Scenario’ and ‘LakeInfo’ worksheets, respectively.   
The ‘LakeInfo’ spreadsheet contains information on the lake type. The lake type is used to select 
the appropriate model input parameters for SOD, WCOD, and Mixing that were determined in 
the model calibration. Lake type is separated into the following three classes based on the 
calibration lakes: (Type 1) shallow lakes (< 3 m deep), (Type 2) medium depth lakes and 
reservoirs (3 – 7 m deep), and (Type 3) deeper reservoirs (> 7 m deep). Lake depth, however, is 
not the only parameter that influences the end-of-winter DO concentration. Clilverd et al. (in 
press) found that both depth and DOC concentration in the sediments appear to be key indicators 
for winter DO depletion. As a consequence, if information on the chemistry of the study lake is 
available then this can be used to help classify the model lake-types (Table 4-6). 

Enter average pumping rates 
over specified periods, such as 
average daily pumping for 
November. 
Enter large pumping events for 
specific days. 

Graphical representation of 
model simulations. 

Data entry fields are filled with 
yellow, while labels are 
indicated with blue fill. 

Enter basic scenario 
information such as the lake of 
interest, year of simulation, 
dissolved oxygen 
specifications, and temperature 
data. 

Indicates when 1) the lake DO drops below the specified threshold 
and 2) water withdrawal exceeds the permitted volume. The dates 
are also shown on the charts as a red X. 

Data fields related to water 
withdrawal permits. 

Text box used to 
record scenario 
details. 

Interface management 
buttons. 
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TABLE 4-6: Lake Types used in the Model to Select the Appropriate Model Input Parameters for SOD, 
WCOD, and Mixing.  

End of Winter DO 
Lake 
Type 

Depth 
(m)  

DOC 
(mg/L) 

Sediment Type 
 

(mg/L
) (%saturation) 

Lake 
Examples

1 < 3 ≥ 10 Organic ≤ 5 ≤ 34 
L9817, 
K113 

2 3 – 7 ≤ 6 Gravel > 10 > 69 
L9312, 
KDA 

3 > 7 ≥ 10 

Gravel that has begun to 
fill in with organic 
matter 6 – 10 41 – 69 MSB 

 
 

4.9 Discussion 

The model simulations of winter DO concentration were in reasonable agreement with measured 
DO profiles for most of the lakes and reservoirs. The model describes the spatial and temporal 
change in lake oxygen concentration well, with the exception of months where DO concentration 
increased relative to the previous month. For this reason, care should be taken when using the 
model to predict under-ice conditions in late-winter/early spring (end of April – May), as inputs 
of oxygen from photosynthesis and ice-melt are possible and will compromise the model-
assumption that the lake is a closed system. 

 
Variability in DO concentration among years was most difficult for the model to predict when 
differences seemed to be unrelated to changes in pumping or ice growth. For example, in 
2006/2007 measured DO concentration in all lakes and reservoirs was as much as 5 mg/L lower 
than the previous winter. As all lakes and reservoirs were impacted, there were no substantial 
changes in chemistry and pumping regime among years, and lower DO concentration occurred 
early in the winter (November), the lakes and reservoirs were either under-saturated with oxygen 
during freeze-up, or oxygen depletion rates were greater early in winter 2006 prior to the first 
sampling event (Clilverd et al., in press). Factors affecting lower DO concentration during 
freeze-up, such as summer primary productivity or higher sediment oxygen demand due to 
greater wind-induced mixing (Welch et al., 1976; Babin and Prepas, 1985), are particularly 
difficult to predict. To counter such difficulties, early winter measurements of lake-oxygen can 
be used, as demonstrated by L9817, to improve the predictive power of the lake DO model.   

 
Model estimates of end-of-winter DO concentration were most accurate for the mid-to large-
sized lakes and reservoirs, e.g., L9312, and Kuparuk Dead Arm, Mine Site, and Shaviovik 
reservoirs, where measured and modeled DO profiles differed by 1 – 3 mg/L (discounting 
periods of increasing oxygen in early-spring).  This disparity between the measured and modeled 
oxygen concentration was relatively small compared to variation in oxygen among the different 
lakes and reservoirs, and thus will not hamper the classification of different lake habitats. 
Shallow lakes, such as L9817 and K113, were the most difficult to model due to large inter-
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annual variations in observed DO concentration. Shallow lakes inevitably exhibit more 
variability in chemistry than deeper lakes due to the smaller under-ice water volume, and as a 
consequence they require more detailed monitoring to accurately predict the end-of-winter DO 
concentration. In particular, measurements of water height and oxygen concentration during 
freeze-up.  

4.10 Conclusions 

The result of this study is a model by which oxygen profiles can be predicted during the ice-
covered period using only basic information on lake morphology. This is essential for lake 
management in the Arctic, where input data is often limited.  In addition to the three lakes used 
in the development of the model, eleven lakes and reservoirs not used in the calibration process 
validated the model for use across the Arctic North Slope. The model can be used to determine 
when the oxygen concentration drops below a specific value at any location in the lake, and 
when the under-ice volume falls below specific level. Furthermore, pumping scenarios can be 
added to the model to estimate the sensitivity of different lakes and reservoirs to the removal of 
water. This model represents a much needed simple and effective tool for modeling oxygen in 
arctic lakes for fisheries management. 
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Hydrology, Water Use, and Management Tools, 2002-2008.  University of Alaska Fairbanks, 
Water and Environmental Research Center, Report INE/WERC 08.16, Fairbanks, Alaska, 107 
pp, plus appendices. 

5.1 Introduction 

Water users and water managers need to know the expected water availability for specific lakes 
or reservoirs on the Slope for planning and permitting purposes. As a first approximation, it is 
beneficial to have a tool that estimates potential recharge in lakes/reservoirs in a given time.  
 

5.2 Purpose 
 
The purpose of this chapter is to describe a tool that calculates lake/reservoir potential recharge. 
This tool could be used to improve the decision making process carried out by state and industry 
water managers.    
 

5.3 Estimating Lake/Reservoir Recharge Potential 
 
Quantifying the amount of water available to a particular lake during a specified time period is a 
valuable measure in the analysis of lake recharge.   The common approach is the water balance 
method.  The simplest form of the water balance equation can be seen in Equation 1.   

 

I – O = ∆S 
                              Where        I = All Inflows  

                                                            O = All Outflows 

                                                            ∆S = Change in Water Storage for a Given Time 

Equation 1.  Water Balance Equation (Ward and Robinson, 2000) 

  
In Equation 1, inflows are represented by precipitation in the form of rain and snow; outflows 
are represented by lake evaporation and evapotranspiration. 
  
While detailed water balance methods are normally used in hydrologic studies, potential 
recharge is a more appropriate term for analysis with the scarcity of data available on the North 
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Slope.  This chapter aims to take the appropriate steps towards introducing hydrologic principles 
that can be directly applied to water management on the North Slope.   
 
The potential recharge equation (Equation 2) is a rearranged version of the basic water balance 
equation (Equation 1).  The equation separates out the inflows and outflows into two distinct 
types of data:  geographic inputs (watershed area and lake area) and meteorological inputs 
(precipitation, evaporation, and evapotranspiration).  This equation is the main driver for the 
potential recharge tool that will be discussed later. 
 

)](*[)(*)( LEaPLAaETaPLAWARV −+−−=  

 

 where,  VR  = potential recharge volume [L3] 

   AW  = lake watershed area [L2] 

   AL  = lake area [L2] 

   Pa  = annual precipitation [L] 

   ETa  = annual evapotranspiration [L] 

   EL  = lake evaporation [L]. 

Equation 2.   Potential Recharge Equation 

Watershed areas were calculated using Rivertools and independently verified in the field by 
members of the project. Also, lake areas were calculated with Rivertools.  The determination of 
these geographic inputs was previously discussed in Chapter 2. 
 
Meteorological input data to solve Equation 2 comes from two sources: weather stations and 
field data.  As mentioned before, weather data on the North Slope of Alaska is scarce.  As a 
result, the North Slope Lakes Project installed several weather stations within NPRA to obtain 
basic meteorological data.  Project stations and other partners’ stations form a network of 
weather stations (Figure 5-1). This network provides the data used in the calculation of potential 
recharge estimates. Specific data includes: rainfall and other parameters to calculate evaporation 
and evapotranspiration. 
 
Field data encompasses snow depth and snow density. These values are used to estimate snow 
water equivalent (SWE), which is a key component at the end winter.  Water from snow is the 
main input to lakes and reservoirs in the study area.    

  5-2



 

 

Figure 5-1.  NPRA Weather Station Network 

5.1.1 Rainfall 

Rainfall was estimated with tipping bucket gages.  This is the simplest parameter to measure and 
calculate.  While rainfall may occur during late spring and early fall periods, for this study the 
only rainfall included in the potential recharge calculations was rain during summer months.  
Summer months were determined by looking at average daily temperature graphs for the regions 
to see when temperature was continuously over freezing. 
 
Precipitation estimates are often underestimated in arctic environments due to instrumentation 
undercatch (Benning and Yang, 2005).  All tipping bucket gages for this study are about 2 feet 
above the ground and are surrounded by a wind shield to prevent undercatch.  The shields 
surround the rim of the tipping bucket gages to allow for undisturbed rainfall catch during 
precipitation events.   When rain falls into the bucket, it is funneled to a small bucket that tips 
when filled.  Each tip is counted and recorded to a datalogger each hour.  Hourly precipitation is 
calculated and output into a database. 
 

5.1.2 Evaporation and Evapotranspiration 

Evaporation is an important input in calculating potential recharge as it often dominates summer 
outflows to the atmosphere.  Many studies have used the Priestly-Taylor method (1972) to 
estimate evaporation rates in arctic climates (Roulet et. al., 1983; Stewart et. al, 1976; Mendez 
et. al, 1998, Rovansek et. al., 1996).  The Priestly-Taylor method is a good approach in 
estimating evaporation in areas where data is not abundant as it does not require as many inputs 
as other calculation methods (Mendez, 1998).  In short, the Priestly-Taylor model (Equation 3) 
calculates evaporation as a function of air temperature, soil surface temperature, soil temperature 
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(6 cm below surface for this study), and net radiation.  Other constants are used as well as an 
empirically based parameter known as alpha that changes with different land surfaces. 
 
 

))(( gnete QQQ +
+∆
∆

=
γ

α
 

where, Qe = latent heat flux (W/m2) 
 Qnet = net radiation (W/m2) 
 Qg = ground heat flux (W/m2) 

� = empirical parameter 
 � � psychrometric constant (Pa/oC) 

Equation 3.   Priestly-Taylor Equation 

 
An alpha value of 1.26 has commonly been used for open water surfaces (Taylor and Priestly, 
1972).  The term is not completely understood for high latitude wetlands areas, although some 
studies have bounded values for this region.  In 1986, Roulet et. al. found alpha to be 1.29 for 
open water and 1.56 for arctic wetlands in Canada.  Studies have found that the alpha term 
lowers over the summer due to less surface water availability as the tundra dries.  For wetlands 
regions, Rovansek found an average summer alpha term of 1.30; Rouse established 1.19, and 
Mendez found 1.13.  For this study, the sensitivity of the alpha term will be explored as how it 
relates to increasing or decreasing overall potential recharge.  Other constant values are used in 
the calculation and evapotranspiration, and can be seen in Table 5-1. 
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Table 5-1.  Inputs for ET Calculations. 

 

5.2 Potential Recharge Tool 

Current water management practices on the Slope do not often rely on hydrologic principles.  
The calculation of potential recharge is a good first step towards incorporating hydrology into 
the water use practices.  While the potential recharge equation is not necessarily a complicated 
calculation, it would be beneficial to have a tool that can quickly and easily calculate values.  
Such a tool would also have the possibility of organizing water permit data.  Unlike many 
complicated models, this tool can be directly and quickly applicable to a number of study areas. 
The simplicity also lends itself to being usable by a wider audience, not only hydrologists.   
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The potential recharge tool was developed in Microsoft Excel Visual Basic for Applications 
(Excel VBA).  Developing the tool in Microsoft Excel allows anyone with access to Excel to use 
it.  The tool is also small and easily transferable through e-mail or USB thumb drives.    
 
Macros must be enabled in Excel for the tool to be usable.  A basic flow chart for the tool can be 
seen in Table 5-2.  The tool is designed to be easy to use and manipulate for the user’s individual 
purpose.  When the tool is initially opened, the user first chooses the desired period of analysis: 
annual or seasonal.    The annual period of analysis simply lumps all weather and water use data 
into one potential recharge calculation.  The seasonal analysis separates inputs and outputs into 
two sections:  summer and winter.  If the user only wants to run the tool for one season, this 
would be the desired option. When the tool is opened and the period of analysis is selected, the 
user is brought to an excel spreadsheet (Figures 5-3 and 5-4).  Colors are used to help organize 
this spreadsheet and make it more user-friendly.  Cells that are highlighted in light yellow 
require user input.  Any text that is colored (not black) can be clicked on to have a help icon pop 
up.  For example, if a user did not know what a watershed area was, he could click on the green 
text that says “Watershed Area” and a popup icon within Excel would come up, giving the 
definition of a watershed area.  This feature is especially useful in the weather data inputs 
because if the user wants to know typical values for the North Slope area, they will be given in 
these help icons.  In addition, the tool handles both the English and metric unit systems.  
 
The annual and seasonal spreadsheets both contain three sections.  The first section titled “Lake 
Permit Information.”  This section is simply for organization purposes and none of the user 
inputted data in this section will be included in the calculation of potential recharge.  The second 
section is titled “Potential Recharge Calculator” and is the area where the user will input the 
parameters used for calculations.  The third section is titled “Results”, and this is where the 
calculated values are displayed.  This box contains three control boxes that perform different 
tasks.  The first is the calculate button.  When the user presses this button, all of the results are 
calculated and output.  The next button is the “Output to New Tab” button.  When this button is 
pressed, the current page is copied and placed in a new tab.  This allows the user to easily print 
results for multiple lakes in one Excel workbook.  The final button is the “Clear” button.  This 
button clears all the user input and results so that the tool can be used for a new lake. Two 
example study lakes, namely L9312 and L9817, are presented in this report. 
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Figure 5-2.  Potential Recharge Tool Flow Chart. 
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Figure 5-3.  Annual analysis screenshot of potential recharge tool. 
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Figure 5-4.  Seasonal analysis screenshot of potential recharge tool. 

5.3 Spatial Distribution of Data 

Determining how to spatially apply meteorological data across the slope is a difficult task with a 
limited amount of data available across such a large region.  The three main weather inputs 
(snow, rain, and evapotranspiration) must be applied to each study lake for the potential recharge 
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calculation.  Rain and evaporation data is available from the weather station network.  Snow data 
is more difficult to quantify and has mainly been studied in the eastern study regions.   
 
The primary method of distributing weather data to the study regions will be the Theissen 
Polygon Method (Theissen, 1911).  This general method has been commonly used in hydrology 
for a long time (Chin, 2006).  The method simple creates polygons that overlay the lakes in the 
region based on their proximity to weather stations.  The lake being analyzed will apply the data 
from the closest weather station.  This method is static from year to year, and does not change 
with varying weather conditions.  While it may not be the most accurate method of analysis, in a 
large region with such limited weather stations it is an appropriate method of distribution.  
Rainfall data was available for all of the reporting stations, while evaporation calculations were 
only available at three of the stations.  The resulting Theissen Polygon maps can be seen in 
Figures 5-5 and 5-6.  These figures will be referenced when applying the rain and evaporation 
values to the study lakes under analysis. 
 
 

 

Figure 5-5.  Theissen polygons for summer rainfall. 
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Figure 5-6.  Theissen polygons for evapotransiration. 

5.3.1 Watershed Areas 

Watershed delineation initially took place through field efforts alone at Lake L9312.  After 
observations from the breakup periods of 2005 – 2007 the watershed boundary of Lake L9312 
was estimated to be 0.80 km2, then Rivertools was used to delineate the watershed area for Lake 
L9312 and found it to be 0.89 km2 (Figure 5-7).  These watershed areas only differed by 0.09 
km2 providing some validation of the Rivertools analysis.      
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Figure 5-7.  Initial results for field and Rivertools watershed delineation of Lake L9312 

 

Additional field efforts were performed during the 2008 breakup period.  Field observations and 
measurements opened the door to a potential increase in the area of the Lake L9312 watershed.  
It was hypothesized that the neighboring Lake L9311 could possibly drain into Lake L9312 
during the summer months through the matt layer and growing active layer.  Water level surveys 
of Lakes L9312 and L9311 showed a clear gradient between the lakes.   Soon after snowmelt, the 
region between Lake L9312 and Lake L9311 was very wet with water generally flowing towards 
Lake L9312.  Water level surveys also indicated a similar gradient between Lakes L9311 and 
L9310 with observations documenting flowing water going towards Lake L9310 as well.  Lake 
L9311 had no visible surface outlet during breakup.   
 
Recognizably, a detailed analysis of subsurface and matt flow was out of the scope of this study; 
yet this potential subsurface flow could prove to be a significant source of recharge to Lake 
L9312.  Neglecting this source of recharge could adversely impact results for potential recharge 
estimates.  Therefore, it was determined that half of the watershed area of L9311 would be 
included in the overall watershed area of Lake L9312 (Figure 5-8).  The other half was assumed 
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to flow towards Lake L9310.  Lake area was calculated with ArcMap and includes all visible 
water surfaces within the final watershed area. 

 

 

Figure 5-8. L9312 Area final watershed area and outflow direction 

The final watershed area for Lake L9312 is 1.03 km2 with the lake area taking up about 50 % of 
this region.  The control outlet for Lake L9312 is not clearly defined, but rather a wide marshy 
area.  This makes defining a clear lake-full elevation difficult. 
 
Opposite to Lake L9312 methods, the watershed area for Lake L9817 was first delineated with 
Rivertools and then verified with field observations.  Rivertools produced a watershed area that 
included the adjacent Lake L9818.  Lake L9818 is a shallow unpumped lake that was observed 
flowing into Lake L9817 during the breakup period for 2008.  Rivertools watershed delineation 
included both lakes in the watershed area of Lake L9817 (Figure 5-9).  Since Lake L9818 is 
unpumped and a clear connection exists between the lakes, the resulting watershed area was 
accepted.  Lake area was calculated with ArcMap, and included all visible water surfaces within 
the watershed area. The watershed area for L9817 is 1.33 km2 with 37 % being covered by water 
bodies.  The lake has a very clear stream that outflows towards the east when the lake is overfull. 
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Figure 5-9. L9817 Area final watershed areas and outflow direction 

5.3.2  Snow Water Equivalent 

Determining accurate estimates of snow water equivalent (SWE) for the watershed areas of these 
lakes was the most difficult parameter to estimate.  Three methods for estimating SWE are 
compared: snow depth sensor estimates, snow course estimates, and snow grid estimates.  Values 
for these three methods were calculated for 2007 and 2008 at Lakes L9312 and Lake L9817 (5-2 
and 5-3).  The snow depth sensor only contains a single point measurement, the snow course 
measurement contains 50 depth measurements spread over a 25 X 25 meter L-shape, and the 
snow grid contains depth measurements spread over the entire watershed.  From 2007 to 2008 at 
Lake L9312, the snow depth sensor and snow depth sensor were moved because of construction 
at the Lake’s pumphouse.  By moving these locations, a large drop in SWE is seen between the 
years, while the snow grid estimate is fairly consistent.  This illustrated how the SWE changes in 
different areas of the watershed area.  Choosing a snow course or sensor site that appropriately 
represents a large watershed area region is difficult and in some cases not possible.  The snow 
grid method appears to better capture a more accurate SWE value for the Lake L9312 watershed 
area.  Lake L9817 results show a similar disparity.  From 2007 to 2008, the snow sensor and 
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snow course SWE measurements decreased, while the snow grid SWE estimation increased.  
The snow grid SWE estimations were used for the final potential recharge estimations. 

 

Table 5-2. 2007 SWE Comparisons for Lakes L9312 and L9817 

 

. 
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Table 5-3. 2008 SWE Comparisons for Lakes L9312 and L9817. 

 

 

5.3.3 Rainfall 

Summer rainfall for Lakes L9312 and L9817 was obtained directly from the onsite weather 
stations.  Since these stations are located directly on the lakes, they will provide the most 
accurate estimate of rainfall for the regions, also being confirmed by the Theissen Polygon 
rainfall maps (Figures 5-5 and 5-6).  Cumulative rainfall plots for the summer of 2007 can be 
seen in Figure 5-10 below.   
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Figure 5-10.  2007 Cumulative rainfall for L9312 and L9817. 

 
The summer of 2007 was one of the driest recorded periods on the North Slope.  This is 
represented in the rainfall totals for Lake L9312 and Lake L9817 for 2007.  A rainfall amount of 
22.6 mm will be used for Lake L9312, and 27.9 mm for Lake L9817 in the final potential 
recharge estimates. 
 

5.3.4 Evapotranspiration 

Evapotranspiration for Lakes L9312 and L9817 was calculated directly from the onsite weather 
stations, as confirmed by the Thiessen Polygons ET map (Figure 5-6).  The Priestly Taylor 
Method was used for estimating evapotranspiration.   Three of the weather stations logged 
appropriate parameters for the evapotranspiration calculation for the summer of 2007 (net 
radiation, air temperature, soil surface temperature, and soil temperature).  Lake L9312 did not 
report soil temperature, so the nearby L9817 station soil temperatures were input for the 
calculation.  Net radiation and the alpha term are the most influential to the calculation (Mendez, 
1998) so substituting soil temperatures will not significantly affect the results.    
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Determining which alpha term to apply to these lakes is important in calculating accurate 
evapotranspiration for this region.  Assuming an alpha that is too low may overestimate overall 
potential recharge, while using a high alpha term could underestimate recharge.  The two most 
recent studies for empirically determining alpha values (see Table 5-4) on the Alaskan Arctic 
Coastal Plain are Rovensek (1996) Mendez (1998).  These two studies were conducted around 
the Betty Pingo area (approximately 100 km east of NPRA).  From all studies done for 
determining alpha values in this region, the Mendez estimations were on the low end, while the 
Rovansek values represented higher estimations.  Both of these estimations were used to 
calculate ET and lake evaporation (Figures 5-11 and 5-12).  Deciding upon which value would 
be appropriate to apply to the potential recharge estimation was difficult.  Since the summer of 
2007 was dry, it was assumed that the lower Mendez values would be appropriate because less 
surface water would be available to evaporate.  When running the potential recharge tool, it was 
found that the Mendez values better predicted actual recharge estimates at Lake L9817.  The 
Rovansek values better predicted recharge at Lake L9312 for 2006 - 2007, but impacted the 
L9817 estimates significantly.  Therefore, the Mendez estimations were used in the potential 
recharge estimates for all of the study lakes for the summer of 2007. 
 

Table 5-4.  Alpha values from Rovansek (1996) and Mendez (1998). 

Rovansek (1996) around Prudhoe Bay Alpha Values 

  Wetlands Lakes Uplands 

Before July 15 1.60 2.00 0.95 

July 16 - July 31 1.30 2.00 0.95 

After July 31 1.10 2.00 0.95 

Mendez (1998) at Betty Pingo Alpha Values 

  Wetlands Lakes Uplands 

Before July 19 1.15 1.50 0.95 

After July 19 1.10 1.50 0.91 

. 
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Figure 5-11. Summer 2007 Evaporation for Lake L9312. 
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Figure 5-12.  Summer 2007 evaporation for lake L9817. 

5.3.5 Water Use 

Lake L9312 provides freshwater to the Alpine facility, and is pumped year round.  All other 
lakes analyzed in the study were only pumped for winter ice road construction.  For the 2006-
2007 water year (Oct. – Sept.)  15.05 million gallons were withdrawn from Lake L9312.  From 
October 2007 – May 2008, 10.26 million gallons were withdrawn from L9312. 
 
Lake L9817 was not pumped during the winter of 2006-2007, but was pumped heavily during 
the winter of 2007-2008.  For the 2006-2007 water year, 0 million gallons were withdrawn from 
Lake L9817.  From October 2007 – May 2008, 10.56 million gallons were withdrawn from the 
lake. 
 

5.3.6 Results 

 
The potential recharge tool was used to produce results for Lakes L9312 and L9817.    Table 5-5 
shows the final inputs for the annual and seasonal potential recharge calculations in a more 
condensed format, while Error! Reference source not found. shows the corresponding water 
levels at the beginning and end of the calculated time periods. 
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Table 5-5. Annual Potential recharge calculation for 2006-2007 water year (top table), seasonal potential 
recharge calculations for 2007-2008 winter (Oct.-May) (bottom table). 

Lake 
Name 

LA 
(km2) 

WSA 
(km2) 

Rain 
(mm) 

SWE 
(mm) 

ET 
(mm) 

LE 
(mm) 

PR 
(MG) 

Excess/
Deficit(

MG) 

L9312 0.50 1.03 22.60 117.20 89.60 119.80 9.67 -5.38 
L9817 0.50 1.33 27.90 85.10 92.90 124.40 2.90 2.90 
 

Lake 
Name 

LA 
(km2) 

WSA 
(km2) 

Rain 
(mm) 

SWE 
(mm) 

ET 
(mm) 

LE 
(mm) 

PR 
(MG) 

Excess/
Deficit(

MG) 

L9312 0.50 1.03 - 118.8 - - 32.33 22.08 
L9817 0.50 1.33 - 105.3 - - 37.00 26.44 
LA denotes lake area; WSA denotes water surface area; SWE denotes snow water equivalent; ET denotes 
evapotranspiration; LE denotes lake evaporation, and PR is the pumping rate.  
 

Table 5-6.  Water levels for lakes L9312 and L9817 (* based on arbitrary datum). 

Lake Name 
October 2006 
Water Level 

(fasl) 

September 
2007 Water 
Level (fasl) 

October 2008 
Water Level 

(fasl) 

May 2008 
Water Level 

(fasl) 

L9312 7.70’ 7.34’ 7.33’ 7.48’ 

L9817 Assumed Full Observed 
Outflow (Full) 

Slightly 
Overfull 52.90’ (full)(*) 

 
For the annual potential recharge calculation, the overall deficit for Lake L9312 (-5.38 MG) is 
well represented by the corresponding water level drop (-0.36’).  Exact water levels were not 
available for Lake L9817 for the specified start and end dates, yet the excess of 2.90 MG is also 
well represented by the observations of full recharge during this time period. 
 
Seasonal potential recharge calculations for the 2007-2008 winter also match corresponding 
water levels for Lakes L9312 and L9817.  The excess for Lake L9312 of 22.08 MG is 
represented in the 0.15’ water level rise; although it appears that with this much potential 
recharge the water level should have risen more.  At Lake L9817 the excess in the amount of 
26.44 is seen as the Lake was fully recharged, although it was not overfull by as much as the tool 
predicts.   
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5.4 Discussion 
 
The tool, in its present format, does not account for water storage deficits in the tundra that must 
be filled by some of the water coming from snowmelt. With the dry 2007 summer, a parched 
tundra may have taken a large portion of the SWE, keeping a large portion of the snowmelt from 
reaching the lake.  This situation could partially explain the difference between predicted and 
observed conditions in a given lake.  
 
Knowing the tundra storage conditions going into freeze-up proves to be an important input, and 
is a limitation of the current potential recharge tool. Another limitation is given by the fact that 
the model does not account for flooding events from local streams and rivers (i.e., the Colville 
river flooding L9312). 
 
Snow water equivalent is a key component for the tool. However, this component is poorly 
quantified at the watershed scale. In addition, a better understanding of snow distribution and 
snow redistribution at watershed scale will improve the predictions of this tool.   
 
While the annual or seasonal time scales provide good initial estimates, the availability of a 
monthly time scale option in the model will certainly improve the decision making process. 
Knowing the expected spring recharge conditions as the winter progresses could be beneficial 
for water users.   
 
 

5.5 Conclusions  
 
A simple, easy to use and transport tool was developed to estimate lake potential recharge. The 
tool is based on basic hydrologic principles. It can handle annual or seasonal (winter/summer) 
time scales; different unit systems, and requires meteorological, geographic, and field data. If the 
user does not know the specific information for a given parameter, available values for the 
parameters involved in the calculations are referenced in the tool.  
 
It would be beneficial for water managers and water users to take advantage of this tool, 
however it is also important for end users to recognize the limitation that the tool possesses. 
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6 PROJECT CONCLUSIONS AND RECOMMENDATIONS 

Authors:  Lilly, M.R., Hinzman, L., White, D.M. 
 
Recommended Citation:  Lilly, M.R., Hinzman, L., and White, D.M., Project Conclusions and 
Recommendations, in 2008, North Slope Hydrology, Water Use, and Management Tools, 2002-
2008.  University of Alaska Fairbanks, Water and Environmental Research Center, Report 
INE/WERC 08.16, Fairbanks, Alaska, 107 pp, plus appendices. 

6.1 Introduction 

Water from arctic lakes on the North Slope is a key resource for fisheries, other ecosystems, and 
oil and gas development. The use of ice roads and pads has grown over recent years and arctic 
transportation networks, exploration, and new field development are expanding beyond the 
central coastal area of the North Slope. The increased exploration and development activity has 
also increased water needs to support mud-plant operations, facility and camp water supplies, 
pipeline integrity testing, road dewatering, and other applications common to the operations of 
oil and gas fields.  
 
Over the last six years (2002-2008), a number of different lake types and man-made reservoirs 
were studied to understand the natural hydrologic processes in arctic lakes and in man-made 
reservoirs. The first phase of the project primarily focused on winter water use and an evaluation 
of potential impacts due to water use for ice-road construction. In the first 2 years of the study, 
four lakes were studied in the Kuparuk field area. These lakes were all relatively shallow thaw-
lakes. Two of the lakes were not used as water-sources during the study period (K113, K203) 
and two of the lakes were used (K209, K214). K113 and K203 helped serve as control lakes. 
K209 is located near the ice road to Alpine and is used in early winter for initial ice-road 
construction. K214 is located near CPF2 and is used for winter ice road construction and summer 
dust control. For this project phase, selecting lakes that were more similar in characteristics was 
an objective. In the fourth year (2004), 2 additional lakes were added to the study in the Alpine 
operating area. Lake L9312 was located in the Colville Delta area, adjacent to the Alpine facility. 
This lake is used year-round as the primary drinking water source for the Alpine facility. Lake 
L9817 was located along an ice road route in NPRA, and used just for ice-road construction and 
maintenance. Lakes K203, K214, and K209 were discontinued after spring snowmelt in 2005. A 
secondary project objective was to study potential ground-water connections between gravel-pit 
cells adjacent to the east channel of the Kuparuk River Deadarm Reservoirs. A geophysical 
study was conducted to look at potential ground-water connections between the reservoirs and 
adjacent river channel during winter conditions. 
 
A second project phase was initiated in 2005, with the objectives of providing better water 
management tools for both industry water users and management agencies. Lakes K113, L9817 
and L9312 were included in this phase of the project. Project objectives also included the study 
of several old gravel site reservoirs. Reservoirs were included for two major reasons; 1) they 
tended to be used close to their permit levels, so would provide valuable information on the 
effectiveness of the permitting process, 2) reservoirs were considered important as potential 
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water sources in areas being considered for future development. Less lakes per area and 
shallower lakes limit water availability in many other areas of the North Slope. The two 
reservoirs chosen were Mine Site B (Six-Mile Lake) and Kuparuk Deadarm Reservoirs (cells 1, 
2, 3). Mine Site B is an old gravel mine site located at the Milne Point Road and Spine Road 
intersection and has two gravel pit cells (North Cell, South Cell). East Milne Creek runs adjacent 
to, and flows into the South Cell at all stage levels and also flows into the North Cell at moderate 
to high stage levels. Milne Creek flows into Mine Site B beginning with spring snowmelt each 
year. Flow ends after early freeze-up in winter. Kuparuk Deadarm Reservoirs are located just 
east and adjacent to the east channel of the Kuparuk River. Cells 1, 2, 3 are located on the 
southern end of the old gravel mine site. Cells 4 and 5 are located just to the north of cell 3. The 
Kuparuk River can recharge these cells through backwater flooding, passing through and over 
culverts. A culvert also allows some direct flow into Cell one during high stage events on the 
Kuparuk River.  
 
Methods (tools) to help industry and water management agencies included the following 
objectives; 1) improve the understanding of how much water was in a lake watershed to 
replenish lake water use, 2) determine how dissolved oxygen (DO) can be estimated in natural 
lakes and reservoirs along with the potential impacts of water use, and 3) evaluate what 
information is needed about North Slope lake watersheds to better manage water resources in the 
future. Other important issues considered for both phases of the project include the 
transferability of data from the project study lakes and reservoirs to other areas on the North 
Slope, the potential for long-term cumulative impacts from water use, and what information was 
needed to help address future development and ecosystem protection on the North Slope, related 
to water resources. 
 
During the first phase of the project, several trips were made during winter months and during 
breakup to document changing lakes conditions during winter ice development and winter water 
use. Lakes were also monitored during spring snowmelt to understand the lake recharge 
processes. A series of existing weather stations in the area, plus one located near 2M-Pad 
(Kuparuk Field) were used to estimate precipitation and evapotranspiration. End-of-winter snow 
surveys were made around each lake to understand the timing and relationships of snowmelt and 
lake recharge. In the first few years of the study, rafts were installed on the lakes to help measure 
water levels, ice growth, and lake chemistry conditions during winter months, spring break, and 
following summer conditions. With the beginning of the second phase of the project, shoreside 
stations were established at some lakes, and more data was collected during monthly field trips. 
The number of field sampling trips increased during the second phase of the project, along with 
the number of locations sampled at each lake or reservoir. This was to help address questions in 
water-chemistry spatial variability in the lake during winter months.  
 
Additional study lakes were selected in NPRA to help test and demonstrate methods of 
watershed delineation and the potential-recharge tool applications. Lakes were chosen in this 
area due to the availability of digital elevation model (DEM) data from the BLM. The initial 
phase of the project identified some of the key parameters missing which would help in water 
management.  This included data on precipitation, evapotranspiration, and general climate 
information related to water management. The application of data from the Kuparuk region to 
study lakes in NPRA underestimated the recharge that was observed to take place in the field. A 
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series of weather stations were installed, in cooperation with BLM and the USGS Circumpolar 
Active-Layer Monitoring (CALM) network. Most of these stations are located in NPR-A. In 
2008, a series of stations were added to this network along the Beaufort Coast, in cooperation 
with the Minerals Management Services (MMS).  
 
Field data collected during the second phase of the project were reported in monthly data reports, 
which can be accessed on the project website, www.uaf.edu/water/projects/nsl/. Additional 
report and journal references are also available on the web site. 

6.2 Purpose 

The purpose of this section of the report is to identify the major findings and conclusions for the 
project. Additionally, recommendations are made to help further the understanding of water 
resources on the North Slope, adaptive management recommendations, and additional tools 
which would benefit water users. In addition to the information presented in previous sections of 
this report, the project has produced a series of data reports, hydrologic notes, journal articles 
and on-line data to help benefit project partners, water-resource managers, and water users and 
the public. A listing of these publications and references can be found in Appendix A.  

6.3 Potential Impacts Due to Water Use 

At the levels of water use for lakes studied in the first phase of the project, there were no 
measurable impacts on recharge or water chemistry. Solutes rejected from lake-ice formation 
account for winter increases in conductivity. The timing of the changes in lake chemistry starts 
during initial snowmelt when inflow to the lakes begins. This can be seen in the spring snowmelt 
during recharge at K113 (Figure 6-1). Water chemistry sensors located on the data collection raft 
installed on the lake ice showed variation with chemistry during snowmelt ablation, early 
ponding along the lake shoreline, first observations of surface-water inflow, and during the 
initial stages of surface water outflow from the lake. Shortly after water was observed to be 
ponding on the ice near the lake shore (5/23/05) the lake water conductivity dropped from levels 
near 3,800 uS/cm to under 400 uS/cm. The monitoring raft was located near a deep section of the 
central portion of the lake. The inflow of dilute snowmelt water on the lake surface, and around 
the lake perimeter “reset” the lake conditions back to early summer conditions. Once ponding is 
observed around the perimeter of arctic lakes, recharge of the lake is taking place. The many 
fractures found in lake ice result in constant inflow of meltwater prior to and during ponding 
near the lake shore. Ice in the center of the lake will continue to rise as water flows into the lake 
from the surrounding tundra. Ice near shore, is often anchored to shallower lake bottom 
sediments, so it can not rise with the “ungrounded” ice and ponding results.  
 
Many water plants record daily observations of raw-water chemistry for plant operations. The 
Alpine water plant takes daily readings of raw-water specific conductance. This data also helps 
show the seasonal variation in lake water parameters (Figure 6-2). This “resetting” of lake-water 
chemistry during spring snowmelt recharge helps re-dilute shallow lakes that have a high 
percentage of ice formation relative to total lake volume.  
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Figure 6-1. Water chemistry in K113 during spring 2005 snowmelt and lake recharge. Snowmelt ablation is 
also shown. 
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Figure 6-2. L9312 water plant raw-water specific conductance data showing seasonal variation of winter ice 
formation, spring dilution, summer mixing 

Shallow lakes were found to be depleted in DO at end of winter for the initial study lakes and 
L9817. The second phase of the project also found the same conclusion that water use was not 
producing measurable impacts on chemistry. L9312, in the Colville Delta maintained relatively 
high levels of DO throughout each winter it has been studied. L9817 was studied from 2004 to 
2008. Water was used from the lake during the winter of 2004/05 and 2007/08. The end-of-
winter DO conditions were similar between winter seasons for years with and without water use.  
Additionally, L9817 fully recharged in spring 2008, following a very dry summer in 2007. Field 
measurements indicated the lake went into freeze-up in fall 2007 near lake-full conditions.  
 
Lake chemistry may vary near shorelines during winter months, primarily as a result of 
shallower water depths. Some variation in water quality should be expected across lakes, but in 
general, water quality conditions are similar. Error! Reference source not found. shows the 
variation in specific conductance in L9312 during 2008 at a series of sampling sites in the lake. 
Error! Reference source not found. shows the DO profiles for the same locations and time in 
L9312. 
 
The gravel mine sites used as reservoirs all showed similar characteristics during winter 
conditions. DO levels remained moderate to high throughout the winter period at reservoirs with 
no water use during the winter and at reservoirs with continuous water use. To sublimate the data 
from Mine Site B and Kuparuk Deadarm Reservoirs, end-of-winter chemistry profiles were also 
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measured in Webster Reservoir and Vern Lake. These are both single cell gravel mine site that 
have served as long-term water sources for Prudhoe Bay field activities. DO profiles for Mine 
Site (North and South cells), Kuparuk Deadarm Reservoir (Cell 1 – unpumped, Cell 2 pumped), 
Webster Reservoir, and Vern Lake were consistent with DO profiles measured in the Shaviovik 
and Badami Reservoirs in May 2008 (insert citation), and in Anne Pit, a gravel site located along 
the Dalton Highway (insert citation). 
 
No seasonal impacts due to water use were observed on the study lakes. Sources for potential 
impacts are not likely from the general practices followed by management agencies. Shallow 
lakes may be susceptible to excess freeze-up if inadequate bathymetry is not available. These 
would generally be lakes with only a few feet of water available under ice at end of winter. Dry 
successive summers were not seen to create a problem for recharge, as typically the available 
snowmelt fully recharged lakes. Lakes with small drainage areas and not connected to other up 
gradient lakes would be most susceptible to combinations of water use, low winter precipitation, 
and high summer lake evaporation conditions. Lakes in these conditions will still recharge 
during snowmelt, but may not recharge to full conditions. L9817 was observed to recharge after 
increased water use, and following a dry summer. However, L9312 did not fully recharge in the 
same period (Spring 2008). Increased evaporation and low summer rainfall kept the lake from 
reaching its outlet elevation during the summer of 2008. These variations may be within the 
long-term cycles of natural recharge patterns. 
 

6.4 Water-Management Tools 

The water management tools developed by this project are intended to provide water resource 
managers and water users with a set of simple tools that would help address a number of key 
issues associated with lake and reservoir water-use on the North Slope. Some of the tools are 
simple hydrologic concepts, but ones which have not found their way into common water 
management over the last twenty years. There are a number of hydrology related tools, with the 
most complex tool covering the calculations of potential recharge. Additionally, a DO estimation 
tool was developed to help estimate end of winter DO conditions in lakes and reservoirs, with 
the ability of taking into account pumping activity.  
 

6.4.1 Hydrology Tools 

The first set of hydrology tools are a combination of practices and methods to apply to lakes and 
reservoirs in both permitting and water-use management. Some of these recommendations have 
already been applied to selected water sources by partnering water users and agencies. The 
collaboration between the project team, industry water users and management agencies 
significantly benefited the development of these approaches and the early application of them 
during the project period.  
 
Surface-Ice Removal Accounting – Prior to the project, the removal of lake surface ice was 
required to be accounted for as under-ice water and added to the potential volumes of water 
removed from a lake. The general safety practices followed by industry allow contractors to 
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remove ice from only ungrounded areas. This resulted in over-reporting of actual amounts of 
water removed from under ice. The removal of surface ice from grounded-ice areas also does not 
impact the winter growth of lake ice over ungrounded areas, thus the under-ice overwintering 
fish habitat is not impacted. Surface-ice volume use should be accounted for separately in both 
permitting and in water-use accounting. If surface ice is removed from ungrounded ice areas in 
the future, then the evaluation of under ice volume impacts should be made in those cases. The 
most important evaluation of surface-ice removal is the ability for the volume to be replaced 
during snowmelt recharge. When surface-ice and water is used from lakes, then the combined 
volumes would need to be replaced by snowmelt and summer precipitation. 
 
Water-Year Permitting Periods – In the past, temporary water use permits (TWUP’s) followed a 
calendar year. Habitat permits tended to be for partial years and cover mainly winter periods, 
some permit periods end before or after breakup. It is helpful for the permits to best match the 
hydrologic cycle common on the North Slope. A key goal of lake permitting is the protection of 
overwintering fish habitat. The most common hydrologic period in use by hydrologists is the 
USGS “water year”, running from October 1 to September 30. This period also lines up with the 
approximate time period that winter and lake ice formation is starting on the North Slope. The 
adoption of this time period in future permitting will help permits, compliance data, and water 
management planning better align with the key periods of winter ice formation, spring recharge 
and summer precipitation/ET losses and gains in lakes across the region. 
 
Lake/Reservoir Full Elevation Definitions – In recent years, the collection of bathymetry data 
and resulting determination of lake volumes with depth has improved, and is being used in 
current permitting practices. One of the important missing elements is the identification of the 
elevation associated with the “full” volume calculation for lakes and reservoirs. Permit 
compliance data and information collected during water use activities more commonly measures 
water levels, ice levels and thicknesses, and visual signs of outflow or inflow. Lakes and 
reservoirs are often filled during spring snowmelt to the point of having water levels above the 
“full” elevation of the water body, thus being overfull. Improving the definitions of the full 
elevation of various types of water bodies and outlet channels or control structures is important. 
Additionally, defining the controlling elevation for water bodies from a permit perspective and 
fish habitat protection goal will need to consider defining an upper elevation to those water 
bodies that may need to provide fish passage during spring, summer or fall months.  
 
“Overfull” Water Use and Permitting – There are common examples of lakes and reservoirs 
being recharged to a point that they may be overfull from a period of days to months. During this 
time, water use is not coming from the volumes intended on being protected during the end of 
winter conditions. This is typically “excess” water that is in temporary storage on the North 
Slope, draining off. Lakes and reservoirs that are located in floodplains where direct inflow 
(example: Mine Site B) or overbank and backwater flooding (Examples: Kuparuk Deadarm 
Reservoirs, Vern Lake, L9312) commonly occur, should be considered for the measurement of 
“excess” water for inclusion in permitting applications, when appropriate for water-user needs. 
 
Combined Water Source Permitting – In some cases, more common in reservoir applications, 
water bodies are connected by channels or culvert systems. Mine Site B and Kuparuk Deadarm 
reservoirs are good examples of connected water bodies. These connections may, or may not be 
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active during the whole hydrologic cycle. When they are connected, permitting the water bodies 
as a single source provides a permit approach that better meets the water exchanges actually 
taking place. It will often allow water users to more safely and efficiently use water from single 
areas of extraction, such as the truck access areas at Kuparuk Deadarm Reservoir – cell 2. For 
water sources that are not connected throughout the complete hydrologic cycle, some water-use 
considerations may be needed, such as an end-of-winter switch to a permit volume of just the 
water body being used.  
 
Watershed and Lake Area Delineations – Watershed areas and lake areas are two important 
parameters in water use. In flat terrains, watershed areas may be more challenging to determine 
and may require certain levels of field verification. The use of existing digital elevation model 
(DEM) data sets can be combined with products, such as Rivertools, to help define watershed 
and lake areas. In areas on the North Slope without DEM data, future agency efforts should 
evaluate providing this information along with watershed delineations. This will allow a better 
understanding of lake and reservoirs water use and potential recharge from their watershed areas. 
 
Potential Recharge Estimation Tool – As part of the second phase of the project, a simple 
“potential recharge” estimation tool was developed in Excel. The goals of the tools were to 
provide a simplified approach to evaluate watershed and lake data against permitted or planned 
water use. Considering the common limitations in available information, the input information 
was kept limited to watershed and lake areas, precipitation input, lake evaporation and 
evapotranspiration, water use, and lake identification and permit information. The intent of this 
tool was to give water managers and water users a simple approach to use watershed and 
recharge related information to compare their future or permitted water use activities.     
 
 

6.4.2 Chemistry Tools 

DO Modeling Tool – A major goal of North Slope water-use permitting is to maintain 
overwintering fish habitat. Before this project, there were no applicable tools to help evaluate the 
impact of certain water-use scenarios on winter DO levels, or the evaluation of different lake or 
reservoir types in the North Slope Region. The goals of the tool were again to provide a permit 
evaluation and water-use management tool that would use commonly available data. The tool 
that was developed allowed general terms to represent DO demand in the water column and the 
lake/reservoir bottom sediments. The tool calculated DO in a 1-dimensional approach, which 
captures the major processes of DO exclusion from lake ice growth, growing ice thickness, 
potential uptake of DO in the water column and uptake of DO at the bottom sediment interface. 
Lake ice growth is taken into account by site-specific user information, or regional data for 
boundary temperature conditions. It allows for inputting user-defined levels of water use. The 
tool does not take into account flow dynamics associated with water extraction of inflows and 
outflows. There is no exchange of DO between columns or cells in the horizontal plain, but the 
tool can allow the summarizing of columns of DO concentration estimations to give users a 
perspective of total DO concentration in the lake or reservoir, and the potential spatial 
distribution. The tool was developed and parameters tested with multiple vertical profiles from 
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study lakes. The estimation of the DO uptake parameters were made by best fitting of field DO 
profiles and comparison of related values in the literature. 
 

6.5 Conclusions and Recommendations 

 
Over the study period (2002 to 2008), we did not observe or measure any adverse impacts due to 
pumping. In most cases, the current permitting approaches are very conservative. This has 
primarily been due to lack of information available to industry and agencies to support more 
detailed water use management. One of the major reasons that the water permitting system 
developed over the last twenty years has not needed to grow in complexity is the relative 
abundance of lakes and reservoirs in the Prudhoe Bay and Kuparuk field areas, located on the 
central coastal plain on the North Slope. With the increasing development to the west into NPR-
A and to the south in the Foothills region, the need for additional water resources from fewer 
natural sources is increasing. Improvements in water-use management and permitting have been 
found by applying basic hydrologic and watershed understanding, as well as improving aspects 
of water use related to winter DO levels and more remote sensing of lake characteristics and 
regional weather and climate information. The implementation of these water management 
“tools” will help reduce the uncertainty associated with water use in varying climate conditions, 
and increase the options industry has to use available water sources, while protecting fisheries 
and other ecosystem resources.  
 
Major recommendations from this project are summarized in the following key points; 
 

 Apply a water-year cycle (Oct – Sept) to water-use permitting 
 Separately account and permit surface lake-ice removal from under-ice permit volumes 
 Collect and archive ice-thickness data in systematic approaches to allow for future 

evaluations of the 7-ft ice thickness assumptions, and allow the use of ice thickness data 
in water-use permits 

 Report and archive water-use information, so permitted water use is not the amount 
assumed used by the public. This will help future studies to both evaluate water use 
impacts, and continue to improve water-use management and permitting 

 Develop species-specific requirements for under-ice DO levels related to over-wintering 
fish habitat 

 Improve the relationships between lake-bottom processes using DO and regional soil and 
geology information 

 Improve and maintain regional observations of winter snowfall, summer precipitation, 
lake evaporation, and evapotranspiration to help provide regional support information for 
water resources management and permitting. Year to year variability and changing 
climate conditions require this to be an ongoing source of information to support resource 
development and ecosystem protection 

 Gravel mine sites, used as water reservoirs, consistently show higher levels of DO at end-
of-winter conditions. These sites should be managed to take into account their differences 
from natural lakes. Gravel substrates, deeper depths, and more controlled recharge 
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conditions for sites adjacent to rivers and streams make these both important future 
resources for industry, as well as overwintering fish habitat 

 Regional delineation of lake-watersheds and availability of DEM information should be 
improved and made available as resource for industry and management agencies to use 

 Guidelines for water use from lakes with marginal DO levels should be developed, such 
as pumping water from low DO zones to increase circulation of DO under ice 

 Water-use permits over time should list past permit conditions and other lake specific 
information to reduce the need to evaluate all cumulative permits for specific water 
bodies 

 An establishment of long-term index sites, both unused and used, should be evaluated to 
help measure long-term changes occurring both naturally and any potential changes due 
to water use 

 Continued studies of lakes and reservoirs in different climate and geologic regions of the 
North Slope should be used to help improve the future transferability of project results 
and to help understand the natural variability across the North Slope in lakes and 
reservoirs. 

 
In summary, the water management practices used by agencies and industry on the North Slope 
have been effective. The lack of hydrologic and watershed information has resulted in simple, 
but very conservative approaches to water use. Where the benefits warrant, additional 
information and associated management and permitting approaches will help improve the 
availability of water. These improvements will also continue to maintain the high degree of 
protection for water resources, fisheries, and other ecosystem functions.  
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APPENDIX B:  EXAMPLE FIELD FORMS 

The purpose of this appendix is to provide example field forms for data collection.  These 
forms have been modified throughout the project and, if completed in full, would 
represent a thorough data set appropriate for each investigation. 
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University of Alaska Fairbanks, Water and Environmental Research Center
Form F-004a: Water Quality Field-Sampling General
Project ID: North Slope Lakes Site Location/Lake ID:
Sample Purpose: Lake Water Quality Date: Time:

FIELD MEASUREMENTS
GPS Coord. Northing: Easting: Datum:
Measurements By: Time:
Water Depth (ft): Ice Thickness (ft):
Freeboard (ft): Snow Depth (ft):
Elev. (BPMSL +/- .02): Survey By: Date: Time:
Water Sampling By: Sample Depths BWS (ft): 1 Date: Time:

2
WATER QUALITY METER INFORMATION 3
Calibration Information

Parameter (s) Owner Meter Make/Model Serial No.
Pre-Sampling
QAQC Check

Post-Sampling
QAQC Check

Parameters Field Measurements

Time:

Depth BWS (ft):
Temp (°C):
pH:
Barometeric (mmHg):

Pressure (kPa):

Conductivity (ųS/cm):
RDO (ppm): (mg/L)
Turbidity (NTU):
ORP

FIELD TESTING OF WATER SAMPLES (if small probe is used)
Probe: 
Depth (ft)
Temp (°C)
pH
Eh

NORTH SLOPE LAB CHEMISTRY ANALYSIS

Parameter Depth BWS (ft):_______ Depth BWS (ft):______ Depth BWS (ft):______ Method

rep 1 rep 2 rep 3 rep 1 rep 2 rep 3 rep 1 rep 2 rep 3

Oxygen (mg/L)
Hach spec
0.3-15 mg/L

Alkalinity (mg/L as CaCO3)
Digital titrator
10-4000 mg/L as CaCO3

Total iron--UF (mg/L)
Hach spec
0.02-3.00 mg/L

Filtered Iron--F tot Fe (mg/L)
Hach spec
0.02-3.00 mg/L

Ammonia (mg/L NH3-N)**** 0.01-0.50 mg/L NH3-N

Ammonia/ Iron dilution

Remarks:

Field-Form Filled Out By: Date:
QAQC Check By: Date:
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University of Alaska Fairbanks, Water and Environmental Research Center
Form F-004e: Water Quality Meter Calibration Form
Project ID: North Slope Lakes Site Location/Lake ID:
Sample Purpose: Lake Water Quality

WATER QUALITY METER INFORMATION
Meter Make: Make:  
Owner: S/N:  

CALIBRATION AND QUALITY ASSURANCE INFORMATION
Pre-Sampling QA
Parameter Date Time Standard Lot No. Exp. Meter Reading Pass/Fail

Post-Sampling QA
Parameter Date Time Standard Lot No. Exp. Meter Reading Pass/Fail

Remarks:

Field-Form Filled Out By: Date:
QAQC Check By: Date:
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FORM F-005: WATER-LEVEL MEASUREMENT FORM

Lake or Site ID: ABBREVIATIONS
Local Number: BOI, bottom of ice

Elevation
Latitude

(degrees)
Longitude
(degrees) Calib, used to calibrate PT

Lake-Bottom Datum at Station: IS, ice surface
LB, lake bottom
LS, land surface

Vertical-Datum Corrections, reference survey notes in site folders MM, mass measurement
MP, measuring point

Date MP ID MP Elevation (feet above BP Sea Level) N/A, not available
PM, partial measurement
WS, water surface

Date Time Method
Snow
Depth

Total Depth
WS to LB

Estimated
Error

Ice 
Thickness
(IS to BOI)

Freeboard
(IS to WS)

WS
Elevation

IS
Elevation

BOI
to
LB REMARKS

Collected Data Values
Lake-Full Elevation = measured at staff gage or near vertical benchmark after lake outflow ceased following spring snowmelt
Freeboard (FB) = Height of ice level over water level in open hole
Ice Thickness (IT) = Measured distance between top and bottom of ice
Total Depth (TD) = Measured distance from water surface to lake bottom
Estimated Error = Field estimate of water level measurement error
Calculated Values
Ice Surface (IS) Elevation = Water Elevation + Freeboard
Ice Bottom (IB) Elevation = Ice Surface Elevation - Ice Thickness
Open Water Depth = (Total Depth + Freeboard) - Ice Thickness = BOI to LB

North Slope Lakes Project

All measurements in feet, 
unless noted

University of Alaska Fairbanks, Water and Environmental Research Center
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University of Alaska Fairbanks, Water and Environmental Research Center
Form F-011: Elevation Survey Form

Project ID: North Slope Lakes Site Location/Lake ID:
Survey Purpose: Water-Level Elevations Date: Time:

Location:

Survey 
objective:

Weather 
Observations:

Instrument
Type:

Instrument ID:

Rod Type: Rod ID:

Bench Mark Information: Survey Team Names

Name Agency 
Responsible 

Elevation
(ft)

Latitude
(dd-mm.mmm)

Longitude
(ddd-mm.mmm)

Station BS
(ft)

HI
(ft)

FS
(ft)

Elevation
(fasl)

Distance
(ft)

Horizontal 
Angle 

Vertical 
Angle

Remarks

Note: 

Abbreviations: backsight, BS; degrees, dd; feet, ft; feet above mean sea level, fasml; foresight, FS; height of instrument, HI;  
minutes, mm; seconds, ss; BP Mean Sea Level, BPMSL
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University of Alaska Fairbanks, Water and Environmental Research Center
Form F-012: Snow Depth and Water Content Survey Form

Project ID: North Slope Lakes Site Location/Lake ID:
Survey Purpose: Determine snow water equivalent Date: Time:

Location
Description:

Survey objective: Determine Snow Water Equivalent Weather 
Observations:

Latitude: Longitude: Datum:

Elevation: Elevation 
Datum:

Reference 
Markers:

Drainage Basin: Slope 
Direction:

Vegetation
Type:

Slope Angle: Access Notes: Other:

Snow Depth Probe Type: Snow-Survey Team Names
Snow Tube Type:

Snow Course Depths, in cm.

1 2 3 4 5 (cm)
1 Average snow depth = 
2 Maximum snow depth = 
3 Minimum snow depth = 
4 Standard variation = 
5

6

7

8

9

10

Snow Sample Depths and Weights

Bag # Depth
(cm)

Weight
(gr)

Volume
(cm^3)

Density
(gr/cm^3)

Average Density = 
Average Snow Water Equivalent (SWE) = cm H2O

Average Snow Water Equivalent = inches H2O
Average Snow Water Equivalent = feet H2O

SWE = avg. snow depth*(density snow/density water)
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APPENDIX C:   STUDY LAKES AND RESERVOIRS CHARACTERISTICS 

The purpose of this appendix is to summarize the characteristics of the study lakes and 
reservoirs. 
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Parameter Lake K113C Lake K203C Lake K209P

Latitude (NAD 27) N 70 19' 11.6" N 70 17' 07.2" N 70 14' 08.6"

Longitude (NAD 27) W 149 19' 08.0" W 149 51' 34.7" W 150 20' 54.1"

USGS Quadrangle Map
Beechey Point B-
4: T11N R11E, 

Sect 10

Beechey Point  B-
5: T11N R9E, 

Sect 21

Harrison Bay A-1: 
T10N R7E, Sect 

10, 15

Operating Field Kuparuk Kuparuk Kuparuk

Nearest pad or facility DS 1M CPF 2 DS 2L

Permit Volume m3; 
(gal)

12, 507 (3.3 
million gallons)

103,732 (27.37 
million gallons)

635,947 (167, 
796,091)

Purpose of pumping 
activity

Control – No 
Pumping

Control – No 
Pumping

Alpine Ice Road

Surface area km2; 
(acres)

0.1659;        
(40.99)

0.8417;         
(207.99)

1.404;           
(346.94)

 Maximum water depth, 
m; (ft.)

2.29; (7.51) 1.88; (6.17) 1.86; (6.10)

Total volume, m3; (gal)
125,070; 

(33,000,000)
1,037,360.9; 

(273,710,000)
1,272,265.1; 

(335,690,000)

Fish species present
Ninespine 

Stickleback
Ninespine 

Stickleback
Ninespine 

Stickleback

Other names - W27.1, M8104 L9128, AA18.1
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Parameter Lake K214P Lake L9312P Lake L9817P

Latitude (NAD 27) N 70 17' 32.1" N 70 19’58.0” N 70 14’17.4”

Longitude (NAD 
27)

W 149 54' 52.8" W 150 56’44.9” W 151 20’ 9.8”

USGS 
Quadrangle Map

Beechey Point B-
5: T11N R9E, 

Sect 20

Harrison Bay B-2: 
T11N R5E, Sect 5

Harrison Bay A3 
T10N R3E, 

Sect10

Operating Field Kuparuk Alpine Alpine, NPRA

Nearest pad or 
facility

CPF 2 CD 1 Ice Road

Permit Volume 
m3; (gal)

143,237 
(37,793,380)

113,676 (30 
million gallons)

57,987 (15.3 
million gallons)

Purpose of 
pumping activity

Ice Roads / 
Firewater

Facility  Supply
Past Ice Roads

Ice Roads

Surface area km2; 
(acres)

2.104;          
(519.91)

0.4;            
(98.84)

0.3;            
(74.13)

 Maximum water 
depth, m; (ft.)

1.75; (5.74) 4.3; (14.11)      2.7; (8.86)       

Total volume, m3; 
(gal)

2,686,086.7; 
(708,730,000)

1,137,000;       
(300,000,000

386,201;        
(101,900,000)

Fish species 
present

Ninespine 
Stickleback

Ninespine 
Stickleback, Least 

Cisco, Alaska 
Blackfish, Slimy 

Sculpin

Ninespine 
Stickleback

Other names W26.1, M8103 U6.1  -
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Parameter
Reservoir    

KDA-1
Reservoir    

KDA-2
Reservoir MSB-

North Cell
Reservoir MSB-

South Cell

Latitude (NAD 27) N 70 19.908 N 70 19.947 N 70 32.134 N 70 32.024

Longitude (NAD 27) W 148 56.48 W 148 56.212 W 149 40.015 W 149 40.034

USGS Quadrangle 
Map

Umiat, T11N, 
R13E

Umiat, T11N, 
R13E

Umiat, T14N, 
R10E

Umiat, T14N, 
R10E

Operating Field Kuparuk Kuparuk Kuparuk Kuparuk

Nearest pad or 
facility

M Pad M Pad Milne Point Milne Point

Permit Volume m3; 
(gal)

 -
34,400 (27.9 

million gallons)
 -  -

Purpose of pumping 
activity

Control – No 
Pumping

Facility, Drilling, 
Ice Roads

Facility, Drilling, 
Ice Roads

Facility, Drilling, 
Ice Roads

Surface area km2; 
(acres)

1.4973 2.7519 1.3335 2.2912

 Maximum water 
depth, m; (ft.)

6.4; (20.99) 5.85; (19.19) 10.7; (35.10) 7.6; (24.93)

Total volume, m3; 
(gal)

 -  -  -  -

Fish species present  -  -
Arctic Grayling, 

Ninespine 
Stickleback

Arctic Grayling, 
Ninespine 

Stickleback

Other names -  - Six-Mile Lake Six-Mile Lake
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APPENDIX D:  USER GUIDE FOR DO MODEL INTERFACE 

The purpose of this appendix is to provide a user guide of basic operations for the DO 
model interface. 
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BASIC OPERATIONS 
Note: It is good practice to frequently save the Lake Model Excel file.  Interface changes and 
saved model output will only be permanent following a file save. 
 

--- A.  Load an existing scenario and run a model simulation --- 
 
The easiest way to get started with running the model is to load an 
existing scenario.  A scenario, as used here, represents a set of model 
inputs including:  Lake of interest, lake depth, initial lake dissolved 
oxygen, year of simulation, temperature input, any lake pumping to be 
considered, under-ice volume/permit constraints, etc. 
 
The model interface includes default scenarios for three lakes- L9817, 
L9312, and Mine Site B (MSB)- that represent standard lake 
information and no lake pumping. 
 
Steps: 
1.  Click on the scenario input field  
 An arrow will appear at the right edge of the cell.  Click the 
arrow and select one of the default scenarios.  
 
 
2.  Click on the button “Load Scenario” 
 Input fields will be automatically loaded.  Note that even when 
you select a different scenario, the fields will not be updated until you 
click Load Scenario.  If you are unsure if the fields have been updated 
then click the button again to be sure. 
 
3.  Click on the button “Run Simulation” 
The charts on the Main tab will update with the model results.  Also, 
the Output tab will be updated and includes lake DO profiles (DO 

throughout the water column). 

Charts: 
Average lake DO, lake bottom DO 
 

Ice growth, lake liquid volume, 
permitted water withdrawal volume 
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--- B.  Save the output from a model simulation --- 
 
It is helpful to have the output from several scenarios saved for later comparison or reference.  
For example, the default scenario simulates winter lake conditions in the absence of lake 
pumping.  Another scenario may include lake pumping.  In order to compare the two scenarios 
side by side, the user should save an Output sheet for each scenario.   
 
Steps: 
1.  Click on the button “Save Output” 
 You will be prompted to enter a name for a new worksheet 
that will represent the simulation results.  The interface will then 
copy the Output sheet and rename it to the provided name.  The 
Output sheet includes all of the information on the Main interface 
sheet along with additional profile information. 
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--- C.  Create a new scenario and save it in the database --- 
 
It is possible to begin with a blank input 
screen (by clicking the button “Clear Input 
Fields”), select an existing lake from the 
drop-down menu, and fill in all remaining 
fields.  However, if possible, it is generally 
easier to begin with a scenario associated 
with the existing lake, such as one of the 
default scenarios.  Then you only need to 
change some of the input fields. 
 
Steps: 
1.  Select a default scenario from the 
scenario drop-down list and click “Load 
Scenario” 
 
2.  Change some of the input fields (e.g., 
add a pumping event or change the 
maximum ice thickness).  You can run the 
simulation any number of times before 
deciding whether or not to save a new 
scenario.  NOTE: Remember to enter 
comments in the scenario comment field.  
The comments are useful for keeping track 
of the main scenario features when they are loaded at a later time. 
 
3.  Click on the button “Save New Scenario” 
 You will be prompted to name the scenario.  The scenario will now be  available from the 
scenario drop-down list and can be loaded at any time. 
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--- D.  Add a new lake --- 
 
There are three ways to add a new lake to the interface.  First, you can click on the “Add New 
Lake” button.  The interface will prompt you for the new lake details.  Second, you can select 
“New Lake” from the lake name 
drop-down menu and then click on 
the “Run Simulation” button.  The 
interface will again prompt you for 
lake details.  Third, you can select 
“New Lake” from the lake name 
drop-down menu and click on the 
“Save New Scenario” button.  The 
new lake will be available from 
the lake name drop-down list 
following any of the three 
procedures.  Steps are provided for 
the first option here.  However, the 
other two options for adding a new 
lake are very similar. 
 
 
Steps: 
1.  Click on the button “Add New Lake” 
 You will be prompted to name 
the new lake and provide basic lake 
details, such as average lake depth, lake 
area, etc.  The lake must be classified as 
Type 1, 2, or 3.  A basic rule of thumb 
for each classification is provided at the 
time of prompting.   
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--- E.  Delete a lake or scenario from the database --- 
 
You may want to delete some lakes and scenarios that were previously added to the interface.  
There are 3 lakes and associated default scenarios that exist in all model versions and cannot be 
deleted.  These are lakes L9817, L9312, and 
MSB and scenarios “Default L9817”, 
“Default L9312”, and “Default MSB”.   
 
Steps: 
 
1.  Click on the button “Delete 
Lake/Scenario” 
  
2.  At the prompt specify either a lake (L) or 
scenario (S) for deletion. 
 
3.  Select the lake or scenario from the list 
of available options. 
 If you enter a name that is not on the 
list, or there is an error in your typed 
response (the entry is not case sensitive), 
nothing will happen.  If you type in a valid 
option, you will be prompted to confirm that 
you want to delete the lake/scenario.  Once 
complete, the interface will confirm that 
your selection was deleted. 
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EXERCISES 

The following exercises will help to familiarize users with the functionality of the Lake Model 
interface through a series of realistic applications. 
 

-------------------------- Exercise 1 -------------------------- 
 

Load the scenario “Pumping L9312”. 
 
A.  Specify the following inputs:  temperature series = “L9312 ‘2005/06’”; maximum ice 
thickness = “Assume 7 ft”; permitted under-ice volume = 15%. 
 Run simulation and save output as “Exercise_1-A” 
 
B.  Use the specifications from part A but change the temperature series to ‘Slope Climatology’. 
 Run simulation and save output as “Exercise_1-B” 
 
 
C.  Use the specifications from part A but change the maximum ice thickness equal to the 
maximum growth indicated on output sheet “Exercise_1-A”. Make sure the units are correct. 
 Run simulation and save output as “Exercise_1-C” 
 
D.  Use the specifications from part A but change the permitted under-ice volume to 30%. 
 Run simulation and save output as “Exercise_1-D” 
 
E.  Use the specifications from part A but change the temperature series to “Other” and select 
the unit “°C”.  On the “Temperature” tab, enter a “Series 4” called “L9312 5 °C warmer” in 
column P.  In the data cells enter data equal to the “L9312” data + 5.  When you run the model 
simulation, the interface will prompt you for a temperature series reference.  Enter “4”. 
 
Read the maximum ice growth from this simulation and use it to change the maximum ice 
thickness field. 
 Run simulation with the new ice thickness and save output as “Exercise_1-E” 
 
 
 

-------------------------- Exercise 2 -------------------------- 
 
Load the scenario “Pumping MSB”.  Repeat Exercise 1, noting that the new temperature series 
will be “Series 5” and the temperature reference will be “5”. 
 
Do lakes L9312 and MSB exhibit the same sensitivities? 
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APPENDIX E:  GRAPHICAL INTRODUCTION TO THE DO MODEL 

The purpose of this appendix is to provide a visual introduction to the capabilities of the 
DO model. 
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Graphical Introduction to the DO Model Interface

Prepared by:

Amy Tidwell

Institute of Northern Engineering

University of Alaska Fairbanks

May 2008



Introduction to the Lake DO Model Interface



Main Interface Details

Enter average pumping rates 
over specified periods, such as 
average daily pumping for 
November.

Enter large pumping events for 
specific days.

Data entry fields are filled with 
yellow, while labels are 
indicated with blue fill.

Enter basic scenario 
information such as the lake of 
interest, year of simulation, 
dissolved oxygen 
specifications, and 
temperature data.

Indicates when 1) the lake DO drops below the specified 
threshold and 2) water withdrawal exceeds the permitted volume. 
The dates are also shown on the charts as a red X.

Data fields related to water 
withdrawal permits.

Graphical representation of 
model simulations.

Text box used to 
record scenario 
details.

Interface management 
buttons.



Data Entry: Drop-down Lists

Some data fields accept standard entry 
(e.g., user types ‘4’ for ‘Minimum DO). 
Other fields are limited to a list of available 
options (e.g., °C or °F) that are shown in a 
drop-down list when the field is selected.

Select a lake from the 
database or specify a new 
lake.

Use temperature data from 
the database or enter new 
data by selecting ‘Other’.

Depth units may be in meters (m) or feet (ft).



Standard Output Worksheet

Additional information includes lake 
profiles.  The user can scroll through any 
time step and click “Step Through” to view 
the vertical DO profile.  Continuing to click 
“Step Through” advances the profile in 10-
day increments.

The Output tab includes the 
scenario information associated 
with the model output.
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Disclaimer 

This report was prepared as an account of work sponsored by an agency of the United States 

Government. Neither the United States Government nor any agency thereof, nor any of their 

employees, makes any warranty, express or implied, or assumes any legal liability or 

responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 

product, or process disclosed, or represents that its use would not infringe privately owned rights. 

Reference herein to any specific commercial product, process, or service by trade name, 

trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 

recommendation, or favoring by the United States Government or any agency thereof. The views 

and opinions of authors expressed herein do not necessarily state or reflect those of the United 

States Government or any agency thereof. 
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Abstract 

Natural gas hydrates have long been considered a nuisance by the petroleum industry. Hydrates 

have been hazards to drilling crews, with blowouts a common occurrence if not properly 

accounted for in drilling plans. In gas pipelines, hydrates have formed plugs if gas was not 

properly dehydrated. Removing these plugs has been an expensive and time-consuming process. 

Recently, however, due to the geologic evidence indicating that in situ hydrates could potentially 

be a vast energy resource of the future, research efforts have been undertaken to explore how 

natural gas from hydrates might be produced. 

 

This study investigates the relative permeability of methane and brine in hydrate-bearing Alaska 

North Slope core samples. In February 2007, core samples were taken from the Mt. Elbert site 

situated between the Prudhoe Bay and Kuparuk oil fields on the Alaska North Slope. Core plugs 

from those core samples have been used as a platform to form hydrates and perform unsteady-

steady-state displacement relative permeability experiments. The absolute permeability of Mt. 

Elbert core samples determined by Omni Labs was also validated as part of this study. Data 

taken with experimental apparatuses at the University of Alaska Fairbanks, ConocoPhillips’ 

laboratories at the Bartlesville Technology Center, and at the Arctic Slope Regional 

Corporation’s facilities in Anchorage, Alaska, provided the basis for this study. 

 

This study finds that many difficulties inhibit the ability to obtain relative permeability data in 

porous media-containing hydrates. Difficulties include handling unconsolidated cores during 

initial core preparation work, forming hydrates in the core in such a way that promotes flow of 

both brine and methane, and obtaining simultaneous two-phase flow of brine and methane 

necessary to quantify relative permeability using unsteady-steady-state displacement methods. 
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Chapter 1 

1.1 Introduction 

The Alaska North Slope is one of the largest regions of arctic petroleum exploration and 

production in the world. The discovery of oil at Prudhoe Bay in the 1960s triggered much of this 

development including that of the Trans Alaska Pipeline System (TAPS), one of the world’s 

largest private engineering projects. While still a cornerstone of production, Prudhoe Bay is in 

decline, and to maintain operation of the TAPS, fields such as Kuparuk, Milne Point, and Alpine 

have also been developed.  

 

Many years have passed since the opening of Prudhoe Bay, and the petroleum industry in other 

regions of the world has diversified to include ever-expanding development of natural gas 

resources in addition to crude oil. Natural gas, being an inexpensive and easy way to produce 

electricity, heat buildings, and even power motor vehicles, is seen as a resource that could 

provide nations with another energy source to contribute towards desired energy security in an 

environment of tension between producing and consuming countries. Work is currently 

underway by competing interests to build a natural gas pipeline from the Alaska North Slope into 

southern Canada. 

 

1.2 Methane Hydrates 

The energy density of hydrates is something that has commanded much attention in recent years. 

One volume of gas hydrate has been shown to contain up to 180 volumes of gas at standard 

conditions. Additionally, unlike the differences between crude oil and natural gas, the differences 

between gas from hydrate and gas from conventional reservoirs ends at the wellhead. The key to 

developing hydrates as a resource lies in the characteristics of the reservoir during production. 

 

Gas hydrates are solid crystalline structures of water and gases—often methane, the main 

constituent of natural gas. They are thermodynamically stable at relatively low temperatures and 

high pressures and exist onshore in the Arctic and in offshore environments. Arctic onshore 

hydrates are seen as the easiest to produce logistically, given the high costs and technical 

challenges of offshore drilling. However, this has not stopped relatively energy-poor countries 
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such as Japan and India from investing significant sums of money in determining ways to 

produce these unconventional resources to reduce their dependence on imports. In North 

America, however, pilot projects have been confined to arctic regions of Alaska and Canada. In 

arctic onshore environments, hydrates exist below the permafrost and above where conventional 

hydrocarbon resources are found, because significant overburden pressure and low-enough 

temperatures at depth promote thermodynamic stability of hydrates.  

 

To date, natural gas dissociated from hydrates has been observed to contribute positively to the 

production of two commercial-scale gas fields in the Arctic: the Messoyakha field in Siberia 

(Collett and Ginsberg, 1998) and the gas field surrounding the Alaskan village of Barrow (Singh, 

2008). Both fields are still actively producing gas. In both cases, dissociating hydrates, which 

contribute to cumulative production, were not planned but were arrived at by accident. These 

reservoirs show the classic arrangement of a gas reservoir capped by hydrates. As natural gas 

was produced over time, reservoir pressure declined below the hydrate’s stability pressure, which 

caused it to dissociate, replenishing some of the gas lost to production. By maintaining this 

higher-than-normal reservoir pressure, these fields have experienced far greater yields than could 

have been recovered without the presence of hydrates. 

 

1.3 Objectives 

This study was conducted to determine the relative permeability characteristics of methane 

hydrate systems and the base permeability of unconsolidated sediments that are typical of 

reservoirs containing in-situ hydrates on the Alaska North Slope.  
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Executive Summary 

Gas hydrates are a large potential energy source for the future. Natural gas dissociated from 
hydrates is no different from natural gas not stored in hydrates. Therefore, this unconventional 
resource does not require retooling of any end uses for natural gas, unlike unconventional 
resources such as heavy oil, which require modification of refineries. It is generally accepted that 
quantities of gas hydrates found in oceanic conditions far exceed those found in permafrost 
conditions in arctic environments. These two quantities were most recently estimated at 7.4 * 
1014 m3 for permafrost hydrates and 2.1 * 1016 m3 for oceanic hydrates (MacDonald, 1990). 
Recent estimates published by the U.S. Geological Survey (USGS) indicate that the Alaska 
North Slope contains approximately 85 trillion cubic feet of technically recoverable natural gas 
from gas hydrates (http://www.doi.gov/news/08_News_Releases/111208.html).  
 
Hydrates have their own unique challenges. Gas present in hydrates is locked away in an 
immobile phase that requires dissociation by a variety of means. If gas is produced, significant 
amounts of water would also be released which would flow towards the production well in any 
number of scenarios. One of the ways to quantify this behavior is through the relative 
permeability of these two phases in the presence of hydrates. The present research project seeks 
to further define the relative permeability characteristics of these hydrate systems. 
 
This project, which has been funded by the U.S. Department of Energy and supported through 
collaboration with industry members such as BP and ConocoPhillips, seeks to provide the most 
realistic relative permeability data for in situ hydrate systems to date. Unlike previous studies, 
this project uses core samples that contained hydrates prior to being liberated to the surface. Past 
research used core samples that not once were influenced by the presence of gas hydrates and, 
therefore, reflected to a lesser degree the true character of these systems. 
 
The experimental apparatuses used in this study were developed and/or modified for use at the 
University of Alaska Fairbanks. Experimental apparatuses allowed the researchers to form 
hydrates in core samples and then flow either methane gas or brine through the sample. Work at 
the Bartlesville Technology Center afforded the use of a magnetic resonance imager (MRI) to 
track the formation of hydrates within core samples. 
 
Work conducted in Anchorage, Alaska, consisted of using a probe permeameter to measure the 
core samples’ permeability to air. This work served to validate work done by Omni Labs to 
quantify absolute permeability of Mt. Elbert core samples. 
 
Relative permeability measurements in Mt. Elbert core samples with the presence of gas hydrates 
has yet to be accomplished in a variety of technical challenges. Findings suggest that correlating 
relative permeability measurements obtained in sandstone cores may prove more fruitful.  
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Chapter 2 

This chapter discusses knowledge fundamental to understanding hydrates and permeability 

experiments. Topics include hydrate formation and dissociation principles as well as methods for 

determining parameters such as relative permeability and absolute permeability in core samples. 

 

2.1 Hydrate Formation 

Hydrate formation is a reaction between water and gas molecules under certain specific 

environmental conditions, namely temperature and pressure. In the petroleum industry, two main 

types of hydrates are often considered: natural gas (mostly methane) hydrates and carbon dioxide 

hydrates. Methane hydrates can form hydrate plugs in natural gas facilities and are present 

during drilling operations, often overlying other hydrocarbon intervals of interest. Carbon 

dioxide hydrates have also been investigated as a method for storing carbon dioxide in order to 

mitigate its release into the atmosphere and as a way to stimulate production of methane 

hydrates. 

 

Sloan and Koh (2008) describe initial hydrate nucleation (formation) in four discrete steps. The 

first involves a process similar to that when water forms into ice. Water molecules begin to 

arrange themselves according to their slight positive and negative polarities. The second step 

consists of partially formed crystals. When gas molecules are present partially within these cage 

structures, fully formed crystals form nearly instantaneously. The third step involves hydrate 

crystals forming alongside each other by sharing facies with one another. This step allows for the 

reduction in number of water molecules required to contain each gas molecule. This step 

inherently requires less energy than individual hydrate cages would require. The fourth and final 

step of nucleation is when clusters of hydrates agglomerate to a critical size and continue to 

grow. 

 

2.1.1 Formation of Hydrates In Situ 

Hydrate formation in consolidated and unconsolidated samples adheres to the same 

principles as hydrate formation in bulk quantities, but is influenced by other factors, such as 

grain size, porosity, and rock wettability. Westervelt (2004) conducted a study that compared 
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pressure and temperature deviations between hydrates in bulk and hydrates in core samples. It 

was found that higher pressure and lower temperatures, when compared with formation in bulk, 

are generally required to form hydrates in core samples.  

 

For the purpose of this study, precise equilibrium conditions for hydrates were not stressed. 

Rather, it was desired that hydrates would be formed in the porous media over manageable 

amounts of time, often less than one day, to facilitate timeliness of the individual experiments. 

Pressure and temperature conditions, therefore, were set so that the core sample, saturated with 

water and gas, was well within the hydrate-equilibrium envelope.  

 

2.2 Hydrate Dissociation 

Gas molecules are trapped in hydrate lattice structures for two fundamental reasons. Firstly, low 

temperatures promote the formation of water cages held together by van der Waals forces. These 

cages form much like ice and contain void spaces at their centers, which decrease their density. 

Secondly, high pressures effectively force individual gas molecules into open spaces present in 

the cages. 

 

In the natural gas industry, interest in hydrates requires knowledge of how methane would 

potentially be liberated for hydrates. External energy inputs must be supplied to hydrates in order 

for them to dissociate. The three main concepts related to hydrate dissociation are 

depressurization, thermal (heat) addition, and thermodynamic inhibitors, which alter the 

temperature and pressure conditions at which hydrates can exist. For dissociation, either one of 

these two forces—temperature and pressure—must be overcome. Thermal addition and 

thermodynamic inhibitors, such as methanol, effectively break the ice structure of the hydrate 

crystals. Depressurization causes the gas molecules trapped in hydrates to be released from the 

cages. 

 

Dissociating hydrates produce two fluids: water and its associated gas. Field level production of 

gas, therefore, also produces water under any of these production schemes. In order to 

understand how quickly these fluids will flow towards a wellbore with time, an understanding of 

relative permeability of gas and water in the presence of various hydrate saturations is necessary. 
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2.3 Methods for Determining Relative Permeability 

Relative permeability is a key reservoir parameter for those investigating production techniques 

for a given field, reservoir, or zone. Relative permeability is the permeability of two 

simultaneously moving fluids, often oil and water, but sometimes oil, water, and gas, as well as 

gas and water. 

 

The relative permeabilities of each fluid are reported relative to base permeability (at the other 

fluid’s irreducible saturation) at a given saturation. Normally the saturation is that of the wetting 

fluid. The wetting fluid, which for most reservoirs is water, preferentially contacts the reservoir 

rock as opposed to other fluid. This means that no matter how much of the non-wetting phase is 

flowing over an extended period of time, saturation of the wetting phase will not be reduced past 

its irreducible saturation. 

 

Determination of a complete data set for water and gas flow in the presence of hydrates is 

complicated because this data is likely to change with differing hydrate saturations. Therefore, 

relative permeability data must be known for a variety of hydrate saturations. 

 

The following section will discuss some of the common laboratory techniques for determining 

relative permeability in core samples. 

 

2.3.1 Steady-State Technique 

The steady-state technique involves simultaneous injection of two phases at set volumetric ratios 

into a porous media. When pressure drop across the core and the injected ratio of the fluids is the 

same as that observed at the outlet, the system is said to be at steady-state condition, Dandekar 

(2006).  

 

The procedure for this technique dictates that a core sample should begin with 100% water 

saturation. The volumetric ratio of each fluid is varied during each iteration to generate a 

complete data set over a range of fluid saturations. Calculation of the effective permeability for 

each phase can usually be determined according to Darcy’s law (in this case for water): 
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  (2.1) 

 

where 

k = Permeability (darcy) 

µ = Viscosity (centipoise) 

q = Flow rate (cc/sec) 

L = Length of flow (cm)  

A = Cross-sectional area of flow (cm2) 

ΔP = Pressure difference (atmospheres) 

 

Experimental procedures for determining relative permeability with the steady-state technique 

are often time-intensive and the technique’s main drawback. However, once steady-state 

conditions have been met, the calculations for determining relative permeability are quite simple. 

 

In the context of gas-water permeability in the presence of hydrates, use of this method could be 

especially risky and prone to a variety of errors. The main difficulty is how to maintain a certain 

saturation of hydrates over the duration of an experiment. This necessitates a fine and difficult 

balance between preventing dissociation of the pre-existing hydrates and preventing formation of 

additional hydrates from the two mobile phases. Hydrate formation has been shown to be a time-

dependent process, hence, does not happen instantaneously; but given the long duration of 

steady-state experiments, it is still worthy of concern. 

 

2.3.2 Unsteady-State Technique 

In terms of ease of the physical experiment and ease of calculations, the unsteady-state 

method is the exact opposite of the steady-state method. It is easier and quicker to perform with 

the same laboratory setup, yet requires many more calculations and assumptions to determine 

permeabilities Dandekar (2006). 
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The unsteady-state method involves displacement of one fluid (usually the non-wetting phase) by 

another (usually the wetting phase) and measurement of production rates at the outlet of the core. 

As the wetting phase is injected, displacing the non-wetting phase, the wetting phase’s saturation 

increases from its irreducible saturation to the non-wetting phase’s irreducible saturation. 

 

The common method for analyzing data generated by this type of experiment is the Johnson-

Bossler-Naumann (1959) method. Data that must be recorded include quantities of produced and 

injected fluids, up and downstream pressures, fluid viscosities, and physical characteristics of the 

core sample such as bulk dimensions and porosity. 

 

The method will not be fully derived in this report. The simplified equations of interest are as 

follows: 

 

 (2.2) 

 

 (2.3) 

 

where 

krw = Relative permeability of water (ratio) 

krg = Relative permeability of gas (ratio) 

Qwp = Flow rate of produced water (pore volume ) 

Qgi = Flow rate of injected gas (pore volumes) 

Ir =  = Relative injectivity (ratio), where u = Q/A = average velocity of fluid 

 

2.3.3 Alternative Approaches 

Research at the Lawrence Berkeley National Laboratory (Seol et al., 2006) describes the 

inherent difficulty of performing traditional relative permeability measurements of gas and water 

in the presence of hydrates. One of the goals of Seol et al. was to limit the formation of 
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additional hydrates during flow experiments. In order to estimate relative permeability 

properties, they performed an experiment by which hydrates were formed in a sandstone sample 

and permeabilities of gas and water were measured independently. Using X-ray computed 

tomography (CT), they estimated the saturations of hydrate, gas, and water in real time. By 

analyzing the permeability characteristics of each phase in real time, the researchers were able to 

estimate relative permeability by inverse modeling with TOUGH/iTOUGH2, a software program 

developed for simulating various hydrate behaviors. 

 

2.4 Methods for Determining Absolute Permeability 

Permeability is one of the fundamental properties of a reservoir rock. There are various ways to 

measure permeability, one of which is to flood the core with a fluid and calculate permeability 

using Darcy’s equation. Although this is a good method of measuring permeability, it is time-

consuming and requires cutting core plugs of specific dimensions for flooding.  

 

Another method of permeability measurement is using probe permeameters. Probe permeameters 

are pressure-decay devices that can perform fast, non-destructive permeability measurements. 

Probe permeameters work on the principle of flow through porous media as empirically defined 

by Darcy’s law. 

 

Probe permeameters work by applying pressure on the rock surface with the help of a probe tip 

such that only the gas that is used to pressurize (usually air or nitrogen) the sample can dissipate 

through it. Once stable pressure is achieved at the probe (flow equilibrium), a calibrated volume 

of gas at that pressure is locked in by a valve. This results in pressure decline as the gas 

dissipates through the rock. Probe permeameters use the rate of this pressure decline to 

determine the permeability of the sample. 
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Chapter 3 

This chapter details setups and procedures for both relative permeability experiments and 

absolute permeability experiments, performed as part of this study. The first section is devoted to 

relative permeability measurements, and the second, to absolute permeability measurements. 

 

3.1 Relative Permeability Experiments 

The initial experimental apparatus used for determining relative permeability was designed and 

assembled at the University of Alaska Fairbanks. The setup had two main purposes: (1) to form 

hydrates and preserve them and (2) to perform relative permeability experiments. A detailed 

explanation of the experimental setup at UAF’s labs is given in the sections that follow. The 

primary difference between work performed at UAF and work performed at ConocoPhillips labs 

is the use of a magnetic resonance imager (MRI) at ConocoPhillips. Other components used at 

ConocoPhillips labs are not explained in detail. The equipment, however, is equivalent and often 

superior in capability to that used at UAF. 

 

3.1.1 Experimental Setup 

The experimental setup consisted of components commonly found in experiments typical to 

the petroleum industry and those involved in lab research. 

 

3.1.1.1 Core Holder 

The core holder used in this experiment could accommodate cores of 2 in. in diameter and 

up to 12 in. long. Cores were held in a rubber sleeve around which overburden pressure would be 

applied. In this experiment, the surrounding volume was filled with tap water and then 

pressurized with high-pressure helium up to 1700 psi. The core holder maintained a specific 

temperature (specified by the user) with the use of a cooling jacket connected to a refrigeration 

unit. The refrigeration unit that was used to maintain the core holder temperature was a Julabo 

FP50 model; it was controlled via the data-logging Dell computer. The cooling system could be 

set to a specific temperature or could be set to heat or cool at a given rate. The coolant used was 

a mixture of 50% propylene glycol and 50% water.  
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Figure 3.1: Experimental setup. 

 

3.1.1.2 Injection System 

Two Isco Series D pump controllers connected to Isco 500D syringe pumps controlled the 

flow of methane and brine in the experimental setup. Di-ionized water was used in the pumps to 

assure that proper functions were maintained. Water that the pumps injected was used to move a 

piston in either one of two accumulators that would inject an equivalent amount of brine or 

methane at the same pressure. 

 

The pumps injected fluids at either constant flow rates or constant pressure. When performing 

absolute water permeability experiments using cores with lower permeabilities (<50 mD) and 

during hydrate formation, it was found that constant pressure injection was preferred to constant 

rate. When using cores with higher permeabilities and during displacement experiments, it was 
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found that a constant rate worked best. The pumps were run anywhere from 10 to 1500 psi, with 

flow rates typically from 0.010 mL/min up to 5 mL/min. 

 

Both the gas and brine accumulators were wrapped with copper tubing, which was connected to 

a NESLAB Endocal RTE-4 refrigeration unit that operated independently of the Julabo unit. Its 

purpose was to pre-cool the fluids during flow experiments when hydrates were present in the 

core holder. This was done to avoid any unwanted hydrate dissociation due to the injection of 

warmer fluids above the hydrate stability temperature. 

 

3.1.1.3 Production System 

In order to conduct flow experiments, it became necessary to maintain a certain 

backpressure and monitor the rate and composition of produced fluids. Therefore, a subunit 

consisting of three components—a back pressure regulator, a gas flowmeter, and electronic 

balance—was assembled. 

 

The backpressure regulator used was a Temco BP Series, rated to 5000 psi. It operated by 

applying fluid on the dome side of a Teflon diaphragm, which acted as a closed valve when the 

moving fluids (brine and methane) were below dome pressure. When the pressure of the moving 

fluid was above dome pressure, the diaphragm would allow flow, thereby lowering the pressure 

back towards the set point. When functioning properly, the regulator maintains its set pressure 

and allows flow accordingly. 

 

At times, it was seen that using a gas source for applying dome pressure was sufficient. 

However, experience showed that pressure applied to the dome side did not always translate into 

flowing backpressures of the same value. Small amounts of contamination from fines migration, 

mechanical stress on the diaphragm, and/or other undetermined issues caused irregular 

backpressure operation. The use of ISCO pumps to control backpressure made the small and 

large adjustments of the backpressure (and therefore the flow of downstream fluids) much easier 

as compared with a high-pressure nitrogen cylinder operated with a choke and no bleed valve. 

This arrangement was especially important during flow through a hydrate-saturated sample when 

maintaining overall pore pressure was critical for hydrate stability. It was seen that sometimes 
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dome pressure would be in error by 100–200 psi when compared with actually flowing pressure. 

However, if the appropriate backpressure could be quickly achieved, this discrepancy was 

ignored. 

  

The gas flowmeter used was an Aalborg GFM17 model. It was capable of measuring flow 

between 0 L and 2 L per minute. Data was recorded every second to increase measurement 

accuracy. Unlike other components of the setup, such as the pump or the electronic balance, true 

volume could not be measured. Only flow at given time steps could be measured. Therefore, to 

reduce the transient error inherent to the system, data was taken every 1 sec, as opposed to 5 sec 

to 1 min for other devices. 

 

The mass balance was used to weigh the brine that was removed from the system. In the flow 

diagram, it was placed upstream of the backpressure regulator and downstream from the gas 

flowmeter. An enclosed metal accumulator was placed on an AND GF-4000 electronic balance, 

and the weight was tared. Therefore, any brine produced subsequently would be observed as an 

increase in the weight of the total setup. 

 

3.1.1.4 Data Collection 

Data was recorded by two main devices during the course of an experiment. The first device 

was the injection pump of interest. Pumps logged the flow rate, pressure, and cylinder volume. 

The second device was on the downstream side for recording the gas flow rate and the time-

dependent balance measurement. When hydrates were actively recorded, temperatures of the 

core holder were measured. Temperatures were monitored during the entire experiment, although 

only recorded during hydrate formation. Data that was taken with different logging software was 

often set to record values at identical timesteps so that data could be easily analyzed at a later 

period with Microsoft Excel and other software programs. For absolute and effective 

permeability experiments, data was commonly taken every five seconds. Hydrate formation was 

a much slower process, and therefore one-half of a minute was selected as an appropriate time 

interval.  
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3.1.1.5 Magnetic Resonance Imager 

The solicitation of ConocoPhillips for work on this project stemmed from its ability to 

monitor water saturations in core samples before, during, and after hydrate formation. The MRI 

model used in this experiment was a Varian 2 Tesla Superconducting Magnet (see Figure 3.2) 

with a 7 Gauss/cm gradient. It has the ability to take measurements every cubic millimeter and 

can take a 3-dimensional image with dimensions of 32 x 32 x 128 mm. 

 

Commonly only 1-dimensional profiles were taken due to their speed of acquisition, which was 

normally between 15 seconds to 1 minute. Two- and three-dimensional images inherently took 

longer (approximately one-half hour to four hours) and therefore were not practical during 

transient testing periods, except for with hydrate formation, which has a much slower reaction. 

 

Figure 3.2: MRI setup. 
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3.1.2 Experimental Procedure 

The following sections detail how the relative permeability experiments in the presence of 

gas hydrates were performed. These experiments utilized unconsolidated core samples taken 

from the Mt. Elbert exploratory well drilled on the Alaska North Slope in February 2007. Other 

sandstone cores were used to become comfortable with the experimental setup and to fine-tune 

experimental procedures. 

 

3.1.2.1 Initial Core Saturation 

The first step of the experiment was to saturate the core samples with 100% water and 

establish base permeability. If the core was known to contain small amounts of water (either 

when beginning with a new core sample or after certain previous experiments), water was 

injected at a constant rate until continuity was observed in the sample. If a continuous phase of 

water was not present, maintaining pumps at constant rate would be difficult due to the 

compressibility of air and the incompressibility of water. When beginning with a relatively dry 

sample, running the pumps at constant pressure could have caused the pump to run at high flow 

rates, which could exacerbate fines migration, break filters at the core plug ends, or both. Broken 

filters most often led to fines entering the experimental tubing, clogging them and causing 

component replacements. Sometimes this also led to sand collecting in the backpressure 

regulator, causing erratic behavior. Once it was determined that the core was mostly saturated, 

the pump and the backpressure regulator were set at constant pressure, and the flow rate of the 

pump was logged. Constant flow rate and pressure over time indicates steady-state flow. 

Absolute permeability was then calculated using Darcy’s law. 

 

3.1.2.2 Hydrate Formation 

After determining absolute permeability, hydrate formation was started. The initial step 

called for the evacuation of some water and injection of methane into the core sample. This was 

done in one of two ways. The first method was by bringing water and gas into contact with each 

other at the desired pressure for hydrate formation. Then, setting the brine pump to refill mode 

and the gas pump to injection mode—both at the same flow rate—water was removed and gas 

injected. The second method was essentially to open the bottom of the core holder to the 
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backpressure regulator and allow gas to displace water out of the core. This was done when it 

was desired that larger amounts of water be removed. When gas was seen at the core outlet and 

the predetermined amount of water was collected, the injection was halted. 

 

The gas pump then was able to maintain pore pressure in the core. The downstream side of the 

core holder was shut in, and the gas pump was set to constant pressure. The refrigeration unit 

connected to the core holder was cooled to the point desired for hydrate formation. At UAF, the 

temperature was brought to operating temperature from room temperature over the course of 

about 4 hr. The refrigeration set temperature and the core temperature were not the same value, 

as there were heat transfer losses in the system between the refrigerator and the core holder. 

Therefore, thermocouples were used to log the temperature and confirm that experiments were 

being conducted at the proper temperature. At ConocoPhillips, the practice was to merely set the 

temperature for the desired end temperature and cool the core as fast as possible. In analyzing 

both methods, both appear to form hydrates just as easily. This subtitle nuance was not 

considered critical to the overall project and, therefore, was not explored in greater detail. Both 

were considered valid approaches. 

 

As the core cooled, hydrate formation caused the consumption of methane gas, which, without 

running the pump at constant pressure, would lead to a drop in pressure. During peak initial 

hydrate formation, a noticeable spike in flow rate (and therefore pump cylinder volume) was 

observed. In all cases, this indicated good hydrate formation. Hydrate formation was typically 

done overnight, and the duration of this experiment was approximately 12 to 15 hours. Hydrate 

formation usually occurred over the first few hours, when the temperature and pressure were 

within the hydrate equilibrium region. After an hour or two, the pump flow rate was not observed 

to flow at an appreciable rate. Extended duration of this step, theoretically, could have led to 

more hydrate formation, but would have probably led to less permeability. 

 

3.1.2.3 Permeability Determination with Hydrates 

Procedures for determining permeability in the presence of hydrates consisted of 

re-saturating the remaining pore volume with water and then displacing it with gas. Water was 
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re-saturated to ensure uniform distribution of one of the phases prior to beginning the relative 

permeability experiment. 

 

Saturation with water was conducted in the same fashion as absolute permeability. The injection 

pump was set to constant pressure with constant backpressure. Steady flow through the core 

sample at equalized pressure then allowed for the calculation of permeability using Darcy’s law. 

 

Following saturation, the procedure was to inject gas at a constant rate beginning at the initial 

pore pressure of the core sample. Injection rates, rate of production of each fluid, and pressure 

drop were monitored. The experiment was complete when irreducible saturation of the brine 

phase was achieved. Relative permeability was then calculated using the JBN method (Johnson 

et al., 1959). 

 

3.2 Absolute Permeability Experiments 

3.2.1 Experimental Setup 

For this study, a lab-based probe permeameter—Core Lab UPP-200—was used (Figure 3.3). 

To test the applicability of this permeameter in measuring the permeability of frozen core 

samples from well MEO1, a feasibility study was carried out before the actual measurements.  

 

During this phase of the study, the probe permeameter was set up at the ASRC core storage in 

Anchorage, Alaska. A small set of core samples from the known hydrate-bearing section of the 

well were selected and carefully measured to obtain permeability data. This data was logged and 

compared to the values obtained previously during routine core analysis by OMNI Labs. 
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Figure 3.3: Core Lab UPP-200 probe permeameter. (Inset: Core holder with Mt. Elbert core 
during the feasibility study.)  

 

The following observations were made during the feasibility study: 

• A good match was observed between the permeability data obtained using the probe 

permeameter and the data obtained by OMNI labs. 

• The probe permeameter and the related equipment worked well in low temperature 

conditions maintained in the refrigerated core storage. 

• To accommodate the core samples in the core holder, the samples were moved out of the 

core box and placed in the core holder to take measurements. This proved to be 

destructive for the core samples and slowed down the measurement process.  

• The V-shaped core holder of the UPP-200 (Figure 3.3, Inset) did not provide adequate 

support for the cores and increased the risk of core damage. 

 

Based on the above observations, it was concluded that the most effective and safe method for 

measuring permeability would be to measure it without moving the cores from the core box. This 

method would greatly reduce the risk of core damage due to transferring, and a core box would 

provide good support to the cores during measurement. Thus, a new core holder was designed 

(Figure 3.4) that could accommodate the standard core box (37½ in. x 12¾ in.). This core holder 
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was then fabricated locally (Figure 3.5) and used to perform the permeability measurements. It 

proved to be very effective in reducing both damage to the cores and time spent measuring 

permeability.  

 

 
Figure 3.4: New core holder designed for Mt. Elbert permeability study (not to scale). 

12¾″ 

37½″  

Slabbed core 

Core box 

Core support 

Scale for length 
reference 30

 

≈ 45″ 
Core holder  



20 

 

 

Figure 3.5: New core holder for Core Lab UPP-200. 

 

3.2.2 Experimental Procedure 

After the modified probe permeameter setup was fabricated and tested, it was transported to 

the ASRC facility in Anchorage, Alaska, to perform permeability measurements on the available 

core from Mt. Elbert well ME-01. The permeameter was set up inside the refrigerated core 

storage unit to measure the cores without risk of their thawing. Care was taken to maintain the 

temperature in the unit below 40°F.  

 

A total of 400 ft of core samples from Mt. Elbert well ME-01 were measured. Permeability data 

logged by the probe permeameter were also logged manually as a backup, and remarks were 

made about the condition of the core samples. Places at which permeability measurements were 

performed were marked and photographed for future reference (Figure 3.6). 
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Figure 3.6: A core box with core samples showing points of measurement. 
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Chapter 4 

Results of work completed for this study are compiled in this chapter. As with the previous 

chapter, relative permeability and absolute permeability experiments are separated into two 

sections along with their respective results and discussion. Relative permeability experiments 

were conducted using the unsteady-state displacement method in the presence of reformed 

methane hydrates. Absolute permeability of frozen Mt. Elbert cores was determined with a probe 

permeameter.  

 

4.1 Relative Permeability 

4.1.1 Results 

The first part of this project was to determine the gas-brine relative permeability 

characteristics of representative methane hydrate-saturated core samples. The goal was to form 

hydrates over a range of saturation that still permitted two-phase flow. 

 

To date, relative permeability in the presence of hydrates has not been determined for Mt. Elbert 

core samples. The presence of hydrates inevitably leads to reduction in permeability of porous 

media. At times, the presence of hydrates has manifested itself as reducing permeability to a 

level that is immeasurable, or where permeability of water can be determined but not that of gas. 

The following sections highlight certain experimental results and discuss issues encountered 

during each phase. 

 

4.1.1.1 Absolute Permeability 

Determining absolute permeability during each iteration of the experiment was least 

problematic. Even though Mt. Elbert cores have low permeability and higher than insignificant 

clay content, steady-state flow was achieved in nearly every iteration with permeability 

determined by Darcy’s law. Figure 4.1 is an example of the type of data recorded during this 

step. This test was conducted at constant differential pressure. From the figure, it can be seen that 

flow rate reached steady state over the course of the experiment. The permeability corresponding 

to this particular test was 1.04 mD. 
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Figure 4.1: Absolute permeability example. 

 

4.1.1.2 Hydrate Formation 

As mentioned in previous sections, the formation of methane hydrates depends on many 

factors. Key in determining the quantity of hydrate formation is the relative availability of each 

of the constitutive components: water and methane. When gas pressure is supported by the gas 

pump, water is the limiting component for hydrate formation. Over many trials, it was often quite 

difficult to remove significant enough water from the core samples to form low saturations of 

hydrates (<20%).  

 

Use of the MRI showed that water saturation could be reduced from approximately 50% to 

nearly zero in the presence of excess gas. The before-and-after pictures shown in Figures 4.2 and 

4.3 give an indication of the level of free water reduction. Green colors indicate the presence of 

free water. No signal indicates the presence of either gas or hydrate. Blue colors indicate noise, 

which could not be completely filtered out. 
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Figure 4.2: Initial saturation of gas and water prior to hydrate formation. 

 

Figure 4.3: Sample with formed hydrates. 
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Without the use of an MRI, hydrate formation is inferred by analyzing data from the methane 

injection pump. At constant pressure and with no active formation of hydrates, the flow rate is 

observed to be nearly zero. When hydrates form, the pressure is supported by active injection by 

the pump. A large spike is indicative of hydrate formation accompanied by a drop in pump 

cylinder volume. Figure 4.4 is a good example of this behavior. 

 

 

Figure 4.4: Hydrate formation example. 

 

4.1.1.3 Effective Permeability 

Following hydrate formation, it was common practice to re-saturate the remaining pore 

volume with brine, which also served to determine the maximum effective permeability of water 

in the presence of hydrates without excess gas. Figure 4.5 is a good example of this phase of the 

experiment. The effective permeability associated with this flow test was 0.24 mD. 
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There were many instances when achieving this data set was quite difficult. When hydrates 

either formed too completely (high saturation) or locally around the water injection point, no 

measurable permeability was obtained, and that particular test was abandoned. 
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Figure 4.5: Effective permeability example. 

 

4.1.1.4 Displacement: Relative Permeability 

Relative permeability measurements, one of the main goals of this study, have been the most 

difficult to achieve. This has been due to factors known, theorized, and still unknown. What is 

clear is that permeability of gas in hydrates reformed in Mt. Elbert core samples is a key factor in 

this difficulty. 

 

When injecting gas to displace water in the presence of hydrates, it has been observed on 

numerous occasions that in the initial stages of the experiment the permeability has been reduced 

to immeasurable amounts when attempting to displace water with gas. Two theories about this 
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phenomenon suggest (1) additional hydrate formation at the interface between brine and gas, and 

(2) high capillary pressure that restricts the flow of gas and then subsequently leads to hydrate 

formation. 

 

Work with a sandstone core that was imaged with the MRI late during this research has indicated 

that, given high enough permeability, additional hydrate formation or the effects of high 

capillary pressure during this phase can be either mitigated or drastically reduced. During this 

one trial, water saturation before hydrate formation was reduced beyond what was possible just 

by gas displacement, resulting in low hydrate saturation in a highly permeable core sample. 

 

Following hydrate formation, both effective permeability measurements and a displacement 

experiment were conducted. During initial flooding and the subsequent displacement experiment, 

it was observed that two-phase flow with gas and brine did not occur, indicating that unsteady-

state experiments with gas and brine are possibly not feasible. Figure 4.6 is a qualitative analysis 

of the flow brine and gas, both injected and accumulated. 
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Figure 4.6: Flow analysis during effective and relative permeability experiments in the sandstone 
sample. 

 

Figure 4.6 shows some of the inherent problems of unsteady-state displacement with brine and 

gas. As either brine or gas is injected (for brine in Zones 1 and 2; for gas in Zones 3 and 4), the 

other phase, which is known to be nearly 100% saturated, is displaced at a rate relatively equal to 

that of the injected phase. This occurs until the injected phase reaches the end of the sample. 

Then, essentially, effective permeability at the other phase’s zero, or reduced, saturation is 

observed. For JBN analysis to be used following unsteady-state experiments, there must be 

appreciable flow of both phases over a range of saturations. 

 

4.1.2 Discussion 

It is the opinion of the authors that one of the key difficulties with this experiment was the 

use of unconsolidated samples. While Jaiswal (2004) reported success using sandstone core with 

a similar setup and procedure, the authors of the present work believe that further validation of 

those results is needed before trying to conduct the same experiment with unconsolidated cores. 
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By their nature, hydrates are an immobile phase present within the pore spaces of either 

unconsolidated sediment or another porous media; therefore, they inhibit permeability for other 

phases present within the same media. Using different core handling techniques, which range 

from compacting sediments to maintaining bulk dimensions and porosities, it was found that Mt. 

Elbert cores had severely limited permeability both with and without hydrates present. Neither 

procedure seemed preferable; both have their own inherent difficulties. Compacting sand from 

core samples reduced porosity and permeability. Maintaining bulk dimensions made the 

application of overburden pressure which is necessary for forming hydrates a painstakingly slow 

process. 

 

Flowing one or more fluids (methane and brine) through a core sample in the presence of 

hydrates was extremely difficult and sometimes, as mentioned before, was not at all successful. 

This report’s authors believe that using consolidated sandstone cores with much higher native 

permeability would help to simplify many of the experimental considerations. Work at 

ConocoPhillips’ Bartlesville Technology Center validated that both brine and methane could be 

injected through a sandstone core sample containing hydrates. With Mt. Elbert cores, this has not 

been achieved once. This single experiment still used the unsteady-state displacement method in 

order to determine relative permeability. Due to apparent piston-like displacement of gas by 

water and apparent fingering of gas through water, two-phase flow, which is necessary in using 

the JBN method, was never observed. However, these promising results confirmed that both 

phases can be injected through a hydrate-bearing sample without significant additional hydrate 

formation if there exists significant enough permeability. The authors believes that employing a 

steady-state relative permeability experiment using a sandstone core with low hydrate saturations 

offers the best possibility for success at present. 

 

It is possible that traditional laboratory measurements for determining relative permeability in 

hydrate samples may not be viable. Hydrates in this experiment were formed over short 

durations—only hours. It is not known how long it takes hydrates to form in nature, but 

theoretically, it could take untold years. Therefore, it is not easy to determine if the hydrate 

distribution in these core samples is representative or not. It is our opinion that the higher the 

saturation of hydrates, the lower the degree of uncertainty with respect to these considerations. 
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That is to say, the greater the hydrate saturation, the less deviation there is from equivalent 

hydrate saturations in nature. 

 

4.2 Absolute Permeability 

4.2.1 Results 

The absolute permeability of Mt. Elbert core samples that do not contain hydrates was 

determined in order to compare it with data measured by Omni Labs. The following tables are a 

comparison of permeability values measured using UPP-200 with those measured by Omni Labs 

(Table 4.1) and a comparison of measured permeability and percent change in permeability with 

depth (Table 4.2). 
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Table 4.1: Comparison of measured permeability values. 

Sample 

Mid Depth (ft) 
Permeability to Air (mD) 

Omni 
Permeability to Air (mD) 
UAF (Nearest Reading) 

Actual Depth for the UAF 
Reading 

1997.435 0.155 26.4 1997.83 

2017.1 12.2 62 2017.46 

2045.9 1370 723 2046.21 

2051.45 1630 567 2050.88 

2106.085 0.069 53.5 2106.88 

2124.75 145 15.2 2124.54 

2163.4 675 2.65 2163.5 

2180.25 7650 2152 2180.04 

2224.15 1.01 14.5 2224.71 

2225.415 0.0031 8.9 2225.79 

2274.7 2.68 353 2274.29 

2301.1 815 186 2301.29 

2396.335 0.039 8.01 2396.79 

2454.95 1.34 1.28 2454.88 

2470.6 0.887 0.381 2470.79 

2482.15 0.77 1.96 2482.38 
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Table 4.2: Comparison of measured permeability values with percent change along depth. 

Sample Mid 

Depth (ft) 

Permeability to 

Air (mD) Omni 

Permeability to Air 

(mD) UAF 

(Nearest Reading) 

Actual Depth 

for the UAF 

Reading 

% Change in 

Permeability Along 

Depth, OMNI 

% Change in 

Permeability Along 

Depth, UAF 

1997.435 0.155 26.4 1997.83   

2017.1 12.2 62 2017.46 7770.967742 134.8484848 

2045.9 1370 723 2046.21 11129.5082 1066.129032 

2051.45 1630 567 2050.88 18.97810219 -21.57676349 

2106.085 0.069 53.5 2106.88 -99.99576687 -90.5643739 

2124.75 145 15.2 2124.54 210044.9275 -71.58878505 

2163.4 675 2.65 2163.5 365.5172414 -82.56578947 

2180.25 7650 2152 2180.04 1033.333333 81107.54717 

2224.15 1.01 14.5 2224.71 -99.98679739 -99.32620818 

2225.415 0.0031 8.9 2225.79 -99.69306931 -38.62068966 

2274.7 2.68 353 2274.29 86351.6129 3866.292135 

2301.1 815 186 2301.29 30310.44776 -47.30878187 

2396.335 0.039 8.01 2396.79 -99.99521472 -95.69354839 

2454.95 1.34 1.28 2454.88 3335.897436 -84.01997503 

2470.6 0.887 0.381 2470.79 -33.80597015 -70.234375 

2482.15 0.77 1.96 2482.38 -13.19052988 414.4356955 
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4.2.2 Discussion 

Comparison of permeability values measured with the probe permeameter show a wide 

variability similar to the variability shown by the OMNI readings. This is indicated by a similar 

percent change in permeability along depth in both the probe permeameter and OMNI readings 

(highlighted in red in Table 4.2). The probe permeameter values show good correlation in the 

lower range of the permeability readings with the OMNI values.  
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Disclaimer 

This report was prepared as an account of work sponsored by an agency of the United States 

Government. Neither the United States Government nor any agency thereof, nor any of their 

employees, makes any warranty, express or implied, or assumes any legal liability or 

responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 

product, or process disclosed, or represents that its use would not infringe privately owned rights. 

Reference herein to any specific commercial product, process, or service by trade name, 

trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 

recommendation, or favoring by the United States Government or any agency thereof. The views 

and opinions of authors expressed herein do not necessarily state or reflect those of the United 

States Government or any agency thereof. 
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Abstract 

The Alaska North Slope offers one of the best prospects for increasing U.S. domestic oil and gas 
production. However, this region faces some of the greatest environmental and logistical 
challenges to oil and gas production in the world. A number of studies have shown that weather 
patterns in this region are warming, and the number of days the tundra surface is adequately 
frozen for tundra travel each year has declined. Operators are not allowed to explore in 
undeveloped areas until the tundra is sufficiently frozen and adequate snow cover is present. 
Spring breakup then forces rapid evacuation of the area prior to snowmelt. Using the best 
available methods, exploration in remote arctic areas can take up to three years to identify a 
commercial discovery, and then years to build the infrastructure to develop and produce. This 
makes new exploration costly. It also increases the costs of maintaining field infrastructure, 
pipeline inspections, and environmental restoration efforts. New technologies are needed, or oil 
and gas resources may never be developed outside limited exploration stepouts from existing 
infrastructure.  
 
Industry has identified certain low-impact technologies suitable for operations, and has made 
improvements to reduce the footprint and impact on the environment. Additional improvements 
are needed for exploration and economic field development and end-of-field restoration. One 
operator—Anadarko Petroleum Corporation—built a prototype platform for drilling wells in the 
Arctic that is elevated, modular, and mobile. The system was tested while drilling one of the first 
hydrate exploration wells in Alaska during 2003–2004. This technology was identified as a 
potentially enabling technology by the ongoing Joint Industry Program (JIP) Environmentally 
Friendly Drilling (EFD) program. The EFD is headed by Texas A&M University and the 
Houston Advanced Research Center (HARC), and is co-funded by the National Energy 
Technology Laboratory (NETL). The EFD participants believe that the platform concept could 
have far-reaching applications in the Arctic as a drilling and production platform, as originally 
intended, and as a possible staging area. 
 
The overall objective of this project was to document various potential applications, locations, 
and conceptual designs for the inland platform serving oil and gas operations on the Alaska 
North Slope. The University of Alaska Fairbanks assisted the HARC/TerraPlatforms team with 
the characterization of potential resource areas, geotechnical conditions associated with 
continuous permafrost terrain, and the potential end-user evaluation process.  
 
The team discussed the various potential applications with industry, governmental agencies, and 
environmental organizations. The benefits and concerns associated with industry’s use of the 
technology were identified. In this discussion process, meetings were held with five operating 
companies (22 people), including asset team leaders, drilling managers, HSE managers, and 
production and completion managers. Three other operating companies and two service 
companies were contacted by phone to discuss the project. A questionnaire was distributed and 
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responses were provided, which will be included in the report. Meetings were also held with 
State of Alaska Department of Natural Resources officials and U.S. Bureau of Land 
Management regulators. The companies met with included ConcoPhillips, Chevron, Pioneer 
Natural Resources, Fairweather E&P, BP America, and the Alaska Oil and Gas Association. 
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Figure 1. 2003 Anadarko/DOE/Noble HOT ICE 
platform. 

 

 

Figure 2. HOT ICE platform. 

Executive Summary 

The Alaskan North Slope offers one of the best prospects for increasing U.S. domestic oil and 
gas production. However, this region faces some of the greatest environmental and logistical 
challenges to oil and gas production in the world. A number of studies have shown that weather 
patterns in this region are warming, and the number of days the tundra is frozen each year has 
decreased. Operators are not allowed to explore in undeveloped onshore areas until the tundra is 
sufficiently frozen with sufficient snow depth. Spring breakup then forces rapid evacuation from 
the area due to snowmelt. Using the best available methods, exploration in remote arctic areas 
can take up to three years to identify a commercial discovery, and then years to build the 
infrastructure to develop and produce. This makes new exploration expensive, decreasing the 
number of fields that could be economical. It also increases the costs of maintaining field 
infrastructure, pipeline inspections, and environmental restoration efforts. New technologies are 
needed, or oil and gas resources may never be developed outside limited exploration stepouts 
from existing infrastructure.  
 
In our study, logistics has been identified as 
the most expensive barrier to oil and gas 
exploration on the North Slope. Industry has 
identified certain low-impact technologies 
suitable for operations, and has made 
improvements to reduce the footprint and 
impact on the environment. Additional 
improvements are needed for exploration. One 
operator—Anadarko Petroleum Corporation—
built a prototype platform for drilling wells in 
the Arctic that is elevated, modular, and 
mobile (Figure 1 and Figure 2).1,2

                                                 
1 U.S. Department of Energy, Office of Fossil Energy, ‘Drilling of U.S.’s First Hydrate Well Underway on North 
Slope Using Anadarko Petroleum’s Innovative ‘Arctic Platform’,” DOE Technline, April 11, 2003. 
2 Kadster, A.G., Millheim, K.K., and Thompson, T.W.: “The Planning and Drilling of Hot Ice #1 – Gas Hydrate 
Exploration Well in the Alaskan Arctic,” SPE/IADC 92764, Presented at the SPE/IADC Drilling Conference, 
Amsterdam, The Netherlands, 23-25 February 2005. 

 The system 
was tested while drilling one of the first 
hydrate exploration wells in Alaska during 
2003–2004. This technology was identified as  
potentially enabling by the ongoing Joint 
Industry Program (JIP) Environmentally 
Friendly Drilling (EFD) program headed by 
Texas A&M University and the Houston 
Advanced Research Center (HARC), and co-



Concept Study: Exploration and Production in Environmentally Sensitive Arctic Areas  page 2 

 

funded by the National Energy Technology Laboratory (NETL). The EFD participants believe 
that the platform concept could have far-reaching applications in the Arctic, both as a drilling 
and production platform, as originally intended, and as a possible staging area.  
 
The platform can be used for drilling or alternatively as a staging area to reduce the cost of 
additional ice pads or, in multi-season deployments, the distance for removing equipment during 
the summer. Additionally, it may help save on the cost of constructing ice roads over small 
streams or building thick ice pads on sloping terrain. This study will address such applications, 
including examples in the NPR-A and Arctic Foothills of Alaska—areas that are considered 
problematic for any kind of human development, with extremely complicated engineering-
geologic conditions. These areas, located in the continuous permafrost zone, are characterized by 
the following  
 

• Wide occurrence of ice-rich soils with massive areas of ground ice located at different 
depths (thick and tall ice wedges, buried glacial ice).  

• Saturated active-layer thickness usually not more than 0.5–0.6 m.  
• High vulnerability of tundra terrain.  
• Increased slopes and rougher terrain than the Coastal Plain. 
• Fast development of permafrost-related hazardous processes (i.e., thermokarst and 

thermal erosion).  
• Long distance from current infrastructure for oil and gas development.  

 
This project complements work conducted by the EFD program and leverages the 
accomplishments already achieved. HARC has been collaborating with Texas A&M University 
and TerraPlatforms, LLC (the Project Team) in the JIP research partnership to identify, test, and 
adapt technologies for exploiting natural gas resources with a reduced environmental footprint. 
The collaboration is designed to reduce environmental concerns for ecologically sensitive areas 
currently open for extraction activities. The JIP addresses not only the engineering challenges 
facing the energy industry but also the considerable environmental concerns facing preserves and 
protected areas with mineral extraction activities. Funding for the first phase of the EFD program 
has been obtained from the Department of Energy NETL and from industry, including BP, Shell, 
Devon, Conoco, Statoil, Chevron, Anadarko, Noble Corporation, National Oilwell Varco, 
Halliburton, and MI Swaco.  
 
This report documents an investigation of conceptual designs for logistical support of Arctic 
activities. The purpose was to consider conceptual designs to improve environmental tradeoffs 
associated with Arctic operations/logistics and to identify what technology gaps exist. A key part 
of the effort is outreach and technology transfer to the public, government agencies, industry, 
and academia associated with exploration and production, and environmental protection in the 
Arctic. 
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Objectives and Work Scope 

The overall objective of this effort was to investigate conceptual designs for logistical support of 
Arctic activities. Various conceptual designs and applications to improve environmental 
tradeoffs associated with Arctic operations/logistics were reviewed, and technology gaps were 
identified. In addition, the effort documents various potential applications, locations, and 
conceptual designs for the inland platform serving oil and gas operations on the Alaska North 
Slope. The University of Alaska Fairbanks assisted the HARC/TerraPlatforms team with the 
characterization of potential resource areas, geotechnical conditions associated with the 
continuous permafrost terrain, and the potential end-user evaluation process.  
 
The team discussed the various potential applications with industry, governmental agencies, and 
environmental organizations. The benefits and concerns associated with industry’s use of the 
technology were identified. In this discussion process, we met with five operating companies (22 
people), including asset team leaders, drilling managers, HSE managers, and production and 
completion managers. Following the Draft Report, four other operating companies and three 
service companies were either visited or contacted by phone to discuss the project. Some 
comments by industry were not vetted with senior management, and therefore direct quotes are 
not contained in this report. A questionnaire was distributed, and responses were provided and 
included in this report. We also met with State of Alaska Department of Natural Resources 
officials and Federal BLM regulators. The companies with interviews included in this report 
include the following: 
 

 ConocoPhillips 
 Chevron 
 Pioneer Natural Resources 
 Fairweather E&P 
 BP America 
 Alaska Oil and Gas Association 

 
In addition, information was obtained from the Ninth International Conference on Permafrost in 
Fairbanks in July 2008 and from the United States and Canada Northern Oil and Gas Research 
Forum October 28–30, 2008, in Anchorage.  
 
 
Study Area 

The Alaska North Slope, Prudhoe Bay, Kuparuk, Milne Point, and other fields are developed 
primarily in the central Coastal Plain. New resource areas that are in the early stages of 
exploration and development are NPR-A to the west and the Foothills regions to the south and 
southwest. Additional exploration is occurring southeast of Prudhoe Bay. Access to these new 
potential resource areas and the exploration activities are dependent on the development of 
winter transportation networks and working pads. Through discussions with industry, academia, 
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Figure 3. Study area for conceptual design effort. Red (inner) circles have a 20-mile radius. Black (outer) 
circles have a 50-mile radius. The light and dark blue lines are the respective 20- and 50-mile zones along 
the Dalton Highway. 

government agencies, and others, it was determined that the cost to construct ice roads for 
exploration purposes over 20 miles has hindered exploration activities. This report used the cost 
of 20 miles as a base, although there have been exceptions to this distance. An initial estimate of 
50 miles may be used if an inland platform is used to assist in the staging of equipment and in the 
construction of the transportation corridor. This extended distance is dependent on the staging of 
inland platforms resulting in shorter transportation networks (either ice or snow roads). A study 
area was agreed to in order to focus the platform evaluation effort. The research team decided to 
focus on additional potential reserves that could be reached by having a 50-mile (80.5 kilometer) 
corridor compared to a 20-mile (32.2 kilometer) corridor. The study area is illustrated in 
Figure 3. Existing access routes or points were chosen that have been or currently are used by 
industry as staging areas or mobilization points. Examples include location such as the Dalton 
Highway, Kavik Camp (east of the Dalton), or Umiat (southeast of NPR-A). From these 
mobilization points, areas are shown using the 20- and 50-mile-distance objectives. Some staging 
areas are points with runway access for year-round access, important for early staging and 
mobilization before the winter operational season. 
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Figure 4. Map of northern Alaska showing locations and 
relative sizes of NPR-A and ANWR. 

 
 
 
 

Potential Reserves in Study Area 

The study area covers three different assessment areas: the National Petroleum Reserve–Alaska 
(NPR-A), the Central North Slope, and the Arctic National Wildlife Refuge (ANWR). In 2002, 
the U.S. Geological Survey (USGS) performed a study of NPR-A which complements the 1998 
assessment of ANWR, 1002 Area.3 Figure 4  illustrates the relative sizes of NPR-A and ANWR. 
ANWR’s 2003 Area was evaluated for petroleum potential by the USGS in 1998. The Trans-
Alaska Pipeline System (TAPS) and the 
gather pipelines extending east and west 
of Prudhoe Bay illustrate the limited 
extent of existing petroleum 
infrastructure. Technically recoverable, 
undiscovered oil beneath the federal part 
of NPR-A likely ranges between 5.9 and 
13.2 billion barrels, with a mean 
(expected) value of 9.3 billion barrels, as 
summarized in Table 1.  
 
Table 1. Comparison of the 1998 ANWR and 2002 NPRA USGS Assessments. Volumes are technically 
recoverable oil (mean – ME; 95% confidence limit - F95; 5% confidence limit – F05) 

 Oil, billions of barrels Size of area 
ENTIRE AREA1 F95 Me F05 (Million acres) 
ANWR 1002 Area 5.7 10.4 16.0 1.9 
NPRA 6.7 10.6 15.0 24.2 
FEDERAL AREA     
ANWR 1002 Area 4.3 7.7 11.8 1.5 
NPRA 5.9 9.3 13.2 22.5 
1 Includes Federal and Native lands and State offshore areas. 

 
 
The USGS assessed the undiscovered oil and gas resources of the central part of the Alaska 
North Slope (mainly state lands) and the adjacent offshore area. The USGS estimates that there 
are undiscovered, technically recoverable mean resources of 4.0 billion barrels of oil, 37.5 
trillion cubic feet (tcf) of natural gas, and 478 million barrels of natural gas liquids. Figure 5 
illustrates the area that the USGS assessed.  
 
In July 2008, the USGS completed an assessment of undiscovered conventional oil and gas 
resources in all areas north of the Arctic Circle.4

                                                 
3 USGS: “U.S. Geological Survey 2002 Petroleum Resource Assessment of the National Petroleum Reserve in 
Alaska (NPRA),” USGS Fact Sheet 045-02, 2002. 
4 USGS: “Circum-Arctic Resource Appraisal: Estimates of Undiscovered Oil and Gas North of the Arctic Circle,” 
USGS Fact Sheet 2008-3049, 2008. 

 They estimated the potential of undiscovered oil 
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Figure 5. USGS central Alaska North Slope assessment area. 

and gas in 33 geologic provinces. The sum of the mean estimates for each province indicated that 
90 billion barrels of oil, 1,669 tcf of natural gas, and 44 billion barrels of natural gas liquids may 
exist in the Arctic, of which approximately 84% is expected to occur in offshore areas. The 
results are summarized in Table 2. 
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Table 2. Summary of the results of the USGS resource appraisal above the Arctic Circle 

 
 
The average 5%, 50%, and 95% Area of Closure and Trap Depth values for each area of interest 
are given in Table 3. Each area of interest includes different types of plays, each of which has 
different 5, 50, 95 probability values. Thus, for each study area of interest, the 5% values for all 
the play types in that area were averaged, as were the 50% and 95% values. This approach does 
not take into consideration the likelihood that a particular play type will occur in the area; 
however, it is sufficient given the overall uncertainty of the area.  
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Table 3. Average 5, 50, and 95% area of closure and trap depth for each area of interest 

 

 
 
Study Area Environmental and Geotechnical Information 

Oil and gas activities in the Arctic require environmental and geotechnical considerations 
because of the sensitive nature of the surface tundra and underlying permafrost. The tundra 
surface grades from the fragile surface vegetation, to underlying peat layers of varying thickness, 
to mineral soils. The active layer (freezes and thaws seasonally) directly overlies continuous 
permafrost (frozen more than 2 years) that may extend down 2,000 ft, creating an impermeable 
layer of frozen earth. Since moisture cannot penetrate the permafrost, almost the entire North 
Slope is a wetland, which consists of ponds, lakes, and vegetation during the summer, but is 
frozen and snow-covered the rest of the year. An overview of the permafrost, ground ice, and 
thermokarst characteristics of Alaska are given in Figure 6, Figure 7, and Figure 8, respectively. 5

                                                 
5 Jorgenson, T., Yoshikawa, K., Kanevskiy, M. and Shur, Y. Institute of Northern Engineering, University of Alaska 
Fairbanks, 2008. 
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Figure 7. Ground ice across Alaska. 

 

 

Figure 8. Thermokarst landforms across 
Alaska. 

 
Figure 6. Permafrost characteristics of Alaska. 

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 

 
 
The UAF/HARC team met at the Ninth International Conference on Permafrost (NICOP) to 
discuss the inland platform and the environmental and geotechnical characteristics associated 
with potential applications (Figure 9 and Figure 10).  
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Figure 10. Tom Williams, TerraPlatforms, 
discusses platform and ground characteristics 
with Yuri Shur, UAF. 

 

Figure 9. Tom Williams, TerraPlatforms, greets 
Brent Sheets, U.S. Department of Energy, at 
NICOP. 

 
The application of the inland platform may help provide protection to the sensitive tundra 
surface, as well as help extend the winter operational season. The time window for tundra travel 
has tended to decrease over time—from about 200 days in the early 1970s to 100 to 120 days 
today.6

1. Wide occurrence of ice-rich soils with massive areas of ground ice located at different 
depths (large ice wedges, buried glacial ice, pingo ice cores). 

 The Arctic Coastal Plain and Arctic Foothills of Alaska should be considered a 
problematic area for any kind of human activity, because of extremely complicated 
environmental and geotechnical conditions. This area, located in the continuous permafrost zone, 
is characterized by the following conditions:  
 

2. Thin saturated active layer (usually not more than 0.5–0.6 m). 
3. High vulnerability of tundra terrain. 
4. Fast development of permafrost-related hazardous processes (thermokarsts, thermal 

erosion, slope processes).  
 
In the study area, Quaternary sediments contain great amounts of ground ice of different types 
(Black 1983, Carter 1988, Ferrians 1988, Jorgenson et al. 2003, Lawson 1983, Leffingwell 1919, 
Pullman et al. 2007, Sellmann and Brown 1973, Shur and Jorgenson 1998). Ground ice occurs in 
two main forms: (1) massive ground ice (large ice wedges, pingo ice cores, buried glacial ice) 
and (2) porous and segregated ice, forming soil cryostructures.  
 
At some locations of the Arctic Foothills, the thickness of so-called syngenetic permafrost with 
huge ice wedges can reach 30–40 m. The volume of wedge ice in such sediments frequently 
exceeds 50–60%. In the Arctic Coastal Plain, sediments are also ice-rich, though the occurrence 

                                                 
6 Godec, M.L. and Johnson, N.: “Quantifying Environmental Benefits of Improved Oil and Gas Exploration and 
Production Technology,” SPE 94388. Presented at the 2005 SPE/EPA/DOE Exploration and Production 
Environmental Conference, Galveston, TX, 7 – 9 March 2005. 
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of ice wedges is limited to the top 3–5 m of permafrost. Surface disturbances, such as vegetation 
destruction due to construction works or vehicle movement, usually result in increasing the 
active-layer thickness. With massive ice bodies located close to the surface, active layer 
increases (greater thawing) can trigger development of thermokarsts or thermal erosion. Impacts 
of these processes on the Arctic environment and engineering designs should be closely 
considered. 
 
There were four main tasks associated with characterizing the geotechnical information. These 
included  
 

1. accumulation of basic geotechnical information; 
2. assessment of content and distribution of ground ice at the study area; 
3. delineation of areas with ice-rich permafrost; and 
4. evaluation of potential permafrost-related hazards. 

 

Accumulation of Basic Geotechnical Information (Task 1) 

The general geotechnical information for the study area is presented in engineering-geologic 
maps of northern Alaska, compiled by the U.S. Geological Survey:  
 

• Carter, L.D. 1983. Engineering-geologic maps of northern Alaska, Teshakpuk 
quadrangle. U.S. Geological Survey; Open File Rep. 83-634.  

• Carter, L.D., Ferrians, O.J., and Galloway, J.P. 1986. Engineering-geologic maps of 
northern Alaska, coastal plain and foothills of the Arctic National Wildlife Refuge. U.S. 
Geological Survey; Open File Rep. 86-334. 2 sheets. 

• Carter, L.D., and Galloway, J.P. 1985. Engineering-geologic maps of northern Alaska, 
Harrison Bay Quadrangle. U.S. Geological Survey; Open File Rep. 85-256.  

• Carter, L.D., and Galloway, J.P. 1986. Engineering-geologic maps of northern Alaska, 
Umiat Quadrangle. U.S. Geological Survey; Open File Rep. 86-335.  

• Carter, L.D., and Galloway, J.P. 1988. Engineering-geologic maps of northern Alaska, 
Ikpikpuk River Quadrangle. U.S. Geological Survey; Open File Rep. 88-375.  

• Williams, J.R. 1983. Engineering-geologic maps of northern Alaska, Meade River 
Quadrangle. U.S. Geological Survey; Open File Rep. 83-294. 

• Williams, J.R. 1983, Engineering-geologic maps of northern Alaska, Wainwright 
Quadrangle. U.S. Geological Survey; Open File Rep. 83-457. 

• Williams J.R., and Carter, L.D. 1984. Engineering-geologic maps of northern Alaska, 
Barrow quadrangle. U.S. Geological Survey; Open File Rep. 84-124. 2 sheets. 

• Williams J.R., Yeend, W.E., Carter, L.D., and Hamilton, T.D. 1977. Preliminary surficial 
deposits map of National Petroleum Reserve-Alaska. U.S. Geological Survey; Open File 
Rep. 77-868. 2 sheets, scale 1:500,000. 
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No Name of the region Permafrost 

temperature, °C 
Thickness of 
permafrost, m Massive ground ice Permafrost-related hazards 

1 Arctic Coastal Plain –7…–11 200-650 Active ice wedges, pingos Thermokarst, thermal erosion 

2 “Sand Sea” –5…–8 200-350 Pingos, small active ice 
wedges 

Wind erosion, thermokarst, 
thermal erosion 

3 “Silt belt” –5…–8 200-550 Huge ice wedges, pingos  Thermal erosion, thermokarst, 
thaw slumping 

4 Arctic Foothills –5…–7 250-550 Ice wedges Thermal erosion, slope 
processes, thermokarst 

5 Moderately high mountains –4…–6 100-300 Buried glacial ice, small ice 
wedges Slope processes, thermal erosion 

 

Figure 11. Schematic map of northern Alaska permafrost regions and table listing permafrost 
characteristics. 

Additional information on permafrost conditions, permafrost-related hazards, and properties of 
frozen soils for the study area can be found in numerous publications (see the list of references). 
 

Permafrost Conditions 

Figure 11 presents a schematic map of permafrost conditions. It was compiled on the basis of our 
field studies on the Alaska North Slope and an analysis of published information cited above. 
This map was developed in order to create a base for assessment of content and distribution of 
ground ice in the study areas (task 2), delineation of areas with ice-rich permafrost (task 3), and 
evaluation of potential permafrost-related hazards (task 4).  
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Figure 12. Polygonal tundra, Beaufort Sea coast. 

 
Figure 13. Big ice wedges, Beaufort Sea coast, Point McLeod. 

Region 1. The Arctic Coastal Plain (Wahrhaftig 1965) is formed by marine, glacio-marine, 
alluvial, lacustrine, and eolian (windblown) sediments of various compositions (silt, sand, clay, 
gravel). The sediments contain massive ground ice, which occurs in three main forms: (1) ice 
wedges, (2) pingo ice cores, and (3) thermokarst-cave ice. Within this area, ice wedges are the 
most common type of massive ground ice, and they can be observed nearly everywhere. 
Occurrence of ice wedges can be easily noticed due to polygonal tundra surface (Figure 12).  
 
Ice wedges were formed mainly 
during the Holocene, and most  
are still active. The upper parts 
of ice wedges are located no 
deeper than 10–20 cm beneath 
the permafrost table (Figure 6). 
The height of an ice wedge 
usually does not exceed 4–5 m, 
while its width can reach 3–5 m. 
The average volume of ice 
wedges can be estimated to 
represent approximately 15% to 
25% of exposures at the 
Beaufort Sea coasts (Kanevskiy 
et al. 2007). However, these 
values vary between 1–2% and 
40–45% in different sections. 
The highest ice wedge volume 
can be observed in coastal bluffs 
more than 5 m high that have 
formed in glacio-marine 
deposits between Point McLeod 
and Cape Halkett (Figure 13). 
At such sites, the polygonal 
network at the surface is dense 
with 5–7 m of space between ice 
wedges. Relatively big ice 
wedges can be observed in the 
bottoms of old thaw-lake basins, 
abundant in this area. The 
lowest ice wedge volume is 
related to low accumulative 
surfaces such as coastal marshes, river deltas, and recently drained lake basins. These terrains 
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Figure 14. Cryogenic structure of coastal sediments (ice is black), sites #19 
and #20, coast of Harrison Bay near Cape Halkett. The height of coastal 
bluffs is about 2.5 m. 

have large ice-wedge polygons (up to 40 m across) and narrow ice wedges, usually less than 
0.5 m wide. No wedges are found in the active eolian sand dunes.  
 

Soils in the Arctic Coastal 
Plain also contain a lot of 
segregated ice, forming 
soil cryostructures (Figure 
14). The surface sediments 
are characterized by a 
prevalence of the 
following cryostructures: 
ataxitic (suspended); 
reticulate; layered; 
organic-matrix; porous; 
and crustal. The ice 
contents of organic and 
mineral soils are usually 
high. The volumetric ice 
content for sediments with 
ataxitic cryostructure 
sometimes reaches 80–
95%. Numerous ice lenses 
and layers up to 10–20 cm 
thick also can be observed 
in organic and mineral 
sediments. Low ice content 
of sediments is typical for 

most sands and gravels.  
 
As a result of thawing of ice-rich sediments, numerous thermokarst lakes have formed in this 
area. Sediments of drained-lake basins also contain a lot of ground ice, which can be reworked 
by thermokarst processes, resulting in the formation of secondary thaw lakes. 
 
Region 2. “Sand Sea” (Carter 1981) – the area of Arctic Coastal Plain, formed by the Late 
Pleistocene eolian sands more than 15 m thick. These sediments are relatively ice-poor. At the 
same time, the majority of more than 1,000 pingos with thick ice cores (Figure 15), distinguished 
in the Arctic Coastal Plain (Carter and Galloway 1979, Ferrians 1988), are located within this 
area. Pingo formation is connected with injection of water during the freezing of closed taliks 
(mostly in recently drained lake basins) and occurs only in the areas underlain by thick strata of 
sands. Relatively small active ice wedges are abundant in this area, especially in the bottoms of 
numerous drained-lake basins.  
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Figure 15. Pingo, Prudhoe Bay area. 

 
Figure 16. Mechanism of thaw-lake basin formation. 

1 – ice-rich silts (Late Pleistocene syngenetic permafrost); 2 – lacustrine 
sediments; 3 – taberal (thawed and refrozen) sediments; 4 – peat; 5 – slope 
sediments; 6 – ice wedge (Late Pleistocene); 7 – ice wedge (Holocene); 8 – ice-
wedge cast; 9 – thaw bulb; A, B, C – stages of thaw-lake basin formation. 

Region 3. “Silt Belt” 
(Carter 1988) – the area 
located along the 
boundary between the 
Arctic Coastal Plain and 
the Arctic Foothills. This 
region is characterized by 
the occurrence of thick 
sequences of ice-rich 
syngenetic permafrost. 

Syngenetically frozen 
sediments are usually 
characterized by a high 
content of silt (up to 70–
80%); buried organic-rich 
horizons; high ice content; 
occurrence of large ice 
wedges; and a specific set of 
cryostructures. The width of 
ice wedges in syngenetic 
permafrost can reach 3–5 m 
and even more; wedges often 
penetrate the whole thickness 
of silt. Sediments with ice 
wedges contain a lot of 
segregated ice as well. At 
some locations of the “silt 
belt” of northern Alaska, the 
thickness of syngenetic 
permafrost with huge ice 
wedges can reach 30–40 m. 
The volume of wedge ice in 
such sediments frequently 
exceeds 50–60%. Some of 
the Late Pleistocene ice 
wedges are still active. Ice 
wedges of smaller size are 
currently developing mainly 
in floodplains and thaw-lake 
basins.  
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Figure 17. Thermokarst lake, developed in the ice-rich syngenetic 
permafrost, Arctic Foothills, northern Alaska. 

 
Figure 18. Massive ice and thermal erosion at the Beaufort Sea coast. 

 
Sections of ice-rich Late Pleistocene syngenetic permafrost within this belt were studied by 
Livingstone et al. (1958), Williams and Yeend (1979), Lawson (1982, 1983), Carter (1988), 
Brewer et al. (1993). Cryogenic structures of similar sediments have been studied extensively in 
Interior Alaska, in the well-known CRREL permafrost tunnel in Fox, located near Fairbanks 
(Sellmann 1967, Hamilton et al. 1988, Shur et al. 2004, Bray et al. 2006, Kanevskiy et al. 2008). 
Thawing of these sediments in the study area, which started in the early Holocene, have resulted 
in formation of large thaw-lake basins up to 20–25 m deep. This process is illustrated in Figure 
16.  
 
Region 4. The “Arctic 
Foothills” (Wahrhaftig 1965) is 
characterized by relatively thin 
sediments covering bedrock. 
However, at some locations 
(such as river valleys) 
thicknesses of ice-rich 
syngenetic sediments can be 
significant. Figure 17 shows an 
active thermokarst lake that 
developed in ice-rich 
syngenetic permafrost because 
of thawing ground ice (wedge 
ice, segregated ice). Holocene 
and Late Pleistocene ice 
wedges are abundant in this 
area. Thermal erosion, slope 
processes, and thermokarsting 
are active here. An example of 
massive ice and thermal erosion 
is given in Figure 18.  
 
Region 5. Moderately high 
mountains (Wahrhaftig 1965) 
– area with exposed bedrock. 
Ice-rich sediments are 
localized mostly in gentle 
slopes and bottoms of valleys. 
During the Late Pleistocene, 
this area was glaciated, so the 
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Figure 19. Comparison of inland 
platform to gravel pad technology. 

ice wedges are mostly Holocene age; usually they are relatively small. Buried glacial ice and ice-
rich glacio-lacustrine sediments also can be found in big glacial valleys (Kreig and Reger 1982, 
Brown and Kreig 1983). Such processes as solifluction, creep of frozen soils, rock glacier 
formation, and frost blister formation are active in this area.  
 
There are other impacts to the tundra that may not involve thermokarsting. For example, 
improper use of vehicles can result in damage to tussock tundra or other vegetation. This may 
not cause permafrost impacts, but may still produce scars that can last many years. Minimizing 
off-road travel with the use of environmental platforms could help minimize these potential 
impacts. 
 
Limitations of Current Technology 

Oil and gas operations occasionally create surface disturbance due to construction of drilling 
sites, campsites, and airstrips; overland transport of equipment and personnel to drilling sites; 
and gravel mining. Transporting equipment and personnel can cause removal or compaction of 
tundra, which in turn can cause thawing of permafrost and thermally driven subsidence.  
 
Permanent roads and operational pad infrastructure construction on the Arctic Coastal Plain 
usually uses gravel and may disturb wetlands and natural drainage patterns, thereby changing 
fish and wildlife habitat. During project design and permitting processes, measures such as 
installation of culverts and drainage structures may be taken to minimize impacts. In addition, 
many areas do not have gravel available, and it must be hauled over long distances, potentially 
increasing surface disturbances, and making the project uneconomic due to the cost of gravel 
hauling.  
 
A comparison of the inland platform to current 
technology for drilling applications is illustrated in 
Figure 19. The drillsite (CD3) is located on the Colville 
Delta and is operated by ConocoPhillips. 
 
Most permanent pads on the Alaska North Slope have 
been constructed with granular material—gravel and 
sands—that are hauled in conventional dump trucks on 
gravel or ice roads. On rare occasions, low-ground-
pressure vehicles, that is, Rolligons, are use to haul the 
material (Figure 20 and Figure 21).  
 
Environmental stipulations restrict most summer 
construction work on the North Slope. The winter  
“construction window” must provide for ice road construction, mobilization, well drilling and 
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Figure 20. Close-up of Rolligon low-
pressure tires. 

 
Figure 21. Rolligon during platform 
installation.  

demobilization. Drilling time is compromised by the length of time it takes to construct ice roads 
and pads, and by early mobilization and end-of-season demobilization.  

Ice Roads and Pads 

Because of the absence of permanent gravel roads and 
the reluctance by regulators and others to allow them to 
be permitted on the North Slope, ice roads or other 
environmentally acceptable roads and pads, airstrips, and 
snow roads are the current technology of choice used for 
Arctic transportation networks. These winter 
transportation networks are critical for exploration and 
development access to sensitive oil and gas exploration 
areas. Temporary ice roads minimize the need for 
permanent gravel roads. Industry has been constructing 
ice roads, pads, and airstrips to reduce potential 
environmental impacts and restoration costs. One of the 
primary challenges in maintaining arctic transportation 
networks and seasonal working pads is the availability of 
water to build and maintain networks for each winter- 
operations cycle. Unlike gravel roads, ice roads and pads 
are rebuilt each winter season. In the past 20 years, there 
have been three exceptions where ice pads have been 
kept insulated and used for a second season. There is a limit to how this approach can be 
maintained for multiple seasons. The cost for construction is approximately $60,000 to $100,000 
per mile, and when all environmental studies, permitting, and other associated costs are included, 
the per-mile cost would be significantly higher. Ice roads can constitute a significant portion of a 
project’s construction budget. It was reported that ice and snow road construction in the Foothills 
region has been significantly more expensive in the areas where the topography is more uneven. 
 
The cost to plan, survey, permit, etc. could make the cost per mile significantly higher. The 
number of river crossings and grade changes also increases the cost. Because of these added 
costs, permitted ice road routes are usually followed each year, even if a road to another 
exploration site is longer and more time consuming to build.  
 
Ice roads for exploration purposes that are longer than 25 mi have been constructed but are not 
typical. When practical or permitted, former military airstrips or ice pad staging areas have been 
used to decrease the construction distance in multi-year exploration activities. Longer roads are 
generally built by having midpoint and endpoint ice road construction camps. Staging equipment 
at these locations during summer months would help start ice road construction the following 
year at an earlier date. Generally, ice road and pad construction begins during mid to late 
December when tundra travel is first permitted. There are case-by-case exceptions where efforts 
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Figure 22. Ice road in the Alpine field 
area. 

 
Figure 23. Stream crossing during 
spring breakup. 

are started earlier due to local conditions and additional verification information. The case-by-
case examples are difficult to plan for in the budget and logistics planning schedules. It is also 
important that ambient temperatures are cold enough for relatively fast ice road construction and 
that river and lake ice is thick enough for crossing and access for winter water use.  
 
Terrain is an important influence in determining ice road construction routes. Ice roads are more 
hazardous and expensive when made on steep or cross slopes. Routing tends to minimize terrain-
slope changes when possible. When building ice roads and pads, the construction process cannot 
apply cut-and-fill techniques to develop level travel surfaces. Ice road contractors can only “fill” 
in low areas or side slopes, thus increasing the amount of water needed as well as the time 
required to build the network. 
 
Ice road transportation networks on the North Slope 
commonly involve stream and river crossings. The 
routing of ice road networks takes into account the 
location of water sources. A segment of the ice road 
network in the Alpine and northeastern NPR-A oil 
fields was visited to help evaluate potential new 
applications of inland platforms and environmental 
mats to a typical ice road network in this portion of the 
project study area. A typical ice road is shown in 
Figure 22. 
 
Stream crossings require greater water, ice, and snow 
volumes to build up the road surface to acceptable 
design grades, and they increase the time required to 
build each crossing. These stream crossings can take up 
the same volume of water as a typical working pad. At 
the end of the winter operations season, these ice 
bridges are slotted so they do not dam up water during 
spring snowmelt flooding. This is an important 
environmental compliance issue related to early-season 
fish passage in Arctic streams and rivers. It also helps 
reduce potential geotechnical erosion and damage to 
stream areas during snowmelt flooding. Figure 23 
shows a stream crossing in the NPR-A during breakup.  
 
In areas such as the Kuparuk Foothills, where Chevron built ice roads in the 2007/08 winter 
season, terrain slopes and limited water supplies resulted in the combined impact of increasing 
the distances and costs to build the ice road network. The lack of early winter snow cover also 
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reduced the operational time for developing the transportation network, resulting in a decrease in 
the time available for exploration activities.  
 
Ice Roads –Industry interviews indicated that the construction cost is around $60,000 to 
$100,000 per mile, with an additional cost of $20,000 to $30,000 per mile for maintenance 
throughout the drilling season. These costs do not take into account the environmental 
compliance, permitting, and related costs of the seasonal ice road networks. Snow roads are more 
commonly used in other arctic regions of the world. Pioneer was able to permit and use a snow 
road because of a lighter drilling rig and the ability to use temperature sensors in the road to 
assure regulators that the permafrost was covered and protected. These roads are more expensive 
(over $100,000 per mile) but are faster to construct, and in areas where there is little or no 
available water from lakes, it is a viable alternative to using Rolligons. For Pioneer, the snow 
road was more expensive but allowed them to get to the well location faster and thereby reduced 
their overall costs. In many areas of the North Slope, there are large shallow lakes, but these 
lakes are either completely frozen or close to completely frozen by the time (mid to late 
December) that ice/snow road-construction crews have access to the water sources. 
 
Ice Pads – The typical size of an ice pad for exploration drilling is 500 ft by 500 ft and is 
typically 1 ft thick. The exploration rigs used in Alaska have typically been large and slow to 
move. The size has caused operators to construct large ice pads, and in three cases, operators 
insulated the ice pad to extend drilling to a second season, which becomes time-consuming and 
expensive. A few new rigs have been constructed that are much smaller, such as the Doyon Akita 
Arctic Fox 1,000 HP rig being used by Pioneer and FEX, a subsidiary of Talisman, and a similar 
new arctic Nabors AC modular rig being used by Anadarko and Chevron. These rigs and 
equipment are still not modular and weigh over a million pounds, although this is nearly three 
times less weight and half the footprint size as other rigs that have been used on the North Slope. 
Anadarko is currently utilizing an insulated ice pad for an extended staging area to support their 
Foothills exploration operations, which is also about 500 ft by 500 ft. This staging area allowed 
them additional drilling time in 2008 and will increase access time in the next drilling season. An 
evaluation of the impact of this pad will be conducted in summer 2009.  
 
Exploration in many areas of NPR-A comes with added costs, where it takes up to 2 MM gallons 
of water per mile to build ice roads. Ice or snow roads over rough terrain require more “fill 
volume” to be level and meet safety and environmental compliance objectives. These roads are 
expensive and time-consuming to build. The application of ice chips adds costs but can result in 
faster construction times, resulting in increased drilling and exploration time.  
 
Assessment of Potential Applications 

To identify potential applications, information was gathered through the following sources: 

• Meetings held in Anchorage, Alaska, with various industry and government personnel. 
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• Phone calls to operators and regulators who were unable to meet. 
• Developing informative web-based information, in conjunction with the Environmentally 

Friendly Drilling web site.  
• Meetings held in Houston, Texas, with various industry personnel. 
• Discussions with attendees at the Ninth International Conference on Permafrost held in 

Fairbanks, Alaska. These included academia, industry, and government personnel. 
• Discussions with Canadian regulators, researchers, and industry. 
• Meetings held in conjunction with the Interstate Oil and Gas Compact Commission 

(IOGCC) annual meeting. 
• Follow-up telephone calls and other correspondence. 

 
Based on this information-gathering exercise, the list of potential applications for an inland 
platform includes the following: 

• Construction camps 
• River and stream crossings for seasonal ice and snow roads 
• Staging areas for construction/logistics support 

 Fueling station 
 Camp storage 
 Drilling equipment storage 
 Spill response equipment storage 

• Drilling pads 
• Long-term production pads 
• Camp for scientific work/summer field work/site cleanup work 
• Heliport 

 
These are listed in terms of increasing complexity in Table 4. 
 
Table 4. Potential applications of inland platform 

Application Complexity Comments 
Staging area for logistical support Low No facilities for personnel or power 

requirements will keep design simple, and 
reduced installation time. 

Personnel camps (construction camps, scientific 
work camps) 

Medium Minimum facilities, power requirements. 
Short durations. 

Exploration drilling pads Medium-High Short duration – remove platform after 
drilling. Use lightweight rig. Maintain 
mounting posts (?) where future drilling is 
anticipated. 

Production drilling – Long-term production pad High Will need to ensure monitoring of 
permafrost/support interactions.  

River crossings for temporary roads High Need to investigate ice flows and 
interactions on supports. How to design 
topsides. Optional low-profile support 
sections to leave in place during summer 
season, quick reset in following years. 
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Figure 24. Length of tundra travel opening days for each winter season, 
show for year of beginning of winter season. 

Temporary ice roads are currently used between camps and project areas. The ice roads are short 
roads, usually 3–14 mi, but have been built 30 to 120 mi from the Prudhoe Bay infrastructure. 
Camps may be located 50 to 70 mi from the gravel-road networks.  
 
In 2002, Golden Valley Electric Association used a 62 mi ice road to cross environmentally 
sensitive muskeg (sub-Arctic peat bog). State and federal permits required 12 in. of frost and 12 
in. of snow on the ground before contractors could move equipment across the terrain. Golden 
Valley obtained permits from the Alaska Department of Natural Resources to draw water for 
snowmaking from lakes and rivers earlier in the season, at an additional cost of $1.5 million to 
$2 million.7

Arctic drilling seasons are limited, with approximately 150 drilling days available in recent years 
(

 
 

Figure 24). First tundra access is mid to late December, and all activities are normally stopped 
by May 1. This time has to 
account for logistical 
support services that 
include mobilization and 
demobilization, which take 
about 30 days each. The 
seasonal length for an ice 
road may be greater if case-
by-case opening dates are 
worked out in specific 
areas of the North Slope. 
Addressing these case-by-
case issues can involve 
work not included in 
project budgets and is 
subject to variability in 
early winter weather. A 
typical operational cycle is 
shown in Table 5. 

                                                 
7 Daniels, S.: “Alaska Contractors Make Ice Road,” Engineering News – Record, Vol. 248 Issue 2, p19, 1/21/2002. 
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Table 5. Winter season operational cycles 

With drilling times of about 30 days, only one, and rarely two, exploration wells can be drilled 
per season per rig. Prospects 200 mi from infrastructure may be considered unfeasible due to 
overall costs, logistics, and time constraints. Drilling and testing of one well could require two 
drilling seasons using today’s technology.

Operational Phase    Cost Issues 
Tundra-travel opening    Lack of opening forecast tools 
Ice/snow road construction starts  Snow/water availability 
Mobilization begins    Increased costs if too early or too late 
Ice/Road opens    Weather delays, too extreme, too warm 
Operational season starts   - - 
Demobilization    If too early, lost drilling time, if too late greater risk 
Ice/Snow road closedown   Slot stream/river crossings, remove staking 
Tundra-travel closing    Lack of forecast tools 
Compliance monitoring, reporting  Tundra studies, lake recharge studies 
 

8

There are a number of exploration prospects 50 to 200 mi from gravel-road networks. Many 
resource areas are more than 20 mi from staging points along gravel roads or airfields. The 
exploration phase may allow the use of airstrips to bring in crews and lightweight equipment. 
The production phase would require pipelines and other resources that would require overland 
travel. Building ice roads for these distances is neither cost-effective nor time-effective.

 Completion of a typical exploration cycle may take 
three winter seasons. The exploration “cycle” can vary due to the complexity in geology and 
reservoir characteristics, successful collection and interpretation of seismic data, changing 
development of production strategies, and need for additional information.  
 

9

The inland platform may enable expanded drilling, completion, and testing, and may enable 
earlier production to occur. In addition, its use may reduce the risk associated with planning 

  
 
The inland platform may be environmentally preferable as part of the set of tools for developing 
field-operation pads and camp facilities. The use of the platform may solve the problem of 
limited sand and gravel materials available to build pads for facilities and camps. There are sites 
where the inland platform would be applicable, which have no suitable native materials nearby. 
Hybrid combinations of gravel pads and inland platforms could further reduce the “disturbed” 
tundra footprint of production operations and camps. 
 

                                                 
8 Safer, R.S.: “Step Change in Remote Exploration,” SPE/IADC 105051. Presented at the 2007 SPE/IADC Drilling 
Conference, Amsterdam, The Netherlands, 20-22 February 2007. 
9 Shafer, R.S.: “Step Change in Remote Exploration,” SPE/IADC 105051, presented at the SPE/IADC Drilling 
Conference, Amsterdam, The Netherlands, February 20-22, 2007. 
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Figure 25. TAPS.  Some TAPS 
technology may be used for the 
platform design. 

operations. The main barrier envisioned with respect to the potential application of an inland 
platform is the cost. Other concerns about the platform are related to its durability and longevity.  
FEX, the Alaska subsidiary of Calgary-based Talisman Energy, supports ideas for state or 
federal staging locations in remote areas, to enable equipment to be stored close to exploration 
areas during the summer.10

Platform Conceptual Design Basis 

  
 
 

The inland platform appears to have several potential 
applications in the Arctic. For long-term applications, a 
thermo-pile system similar to that used on the Trans-
Alaska Pipeline System (TAPS) may be applicable (Figure 
25).  
 
The concept of an inland platform to minimize the 
footprint and environmental impact of a drilling operation 
has been demonstrated.11

Some of the key design goals for the inland platform include the following:

 The platform may be used as a 
temporary or permanent drilling and production site in 
ecologically sensitive areas. The modular platform is also 
suitable as a production platform or pipeline facility in 
areas without road access. The platform is an effective way 
of extending operating windows in ecologically fragile 
areas.  
 

11 
 
Modularity: The modular sections of the platform may be fitted together in the field like a 
Lego™ toy set. The components consist of legs, lower sections shaped similar to “buckets” with 
isolated leg inserts, and deck sections that fit over the buckets. Additional pieces attach the legs 
to the buckets and footboards, and there is fencing around the perimeter. The buckets also 
provide areas for connections and emergency spill containment. This modular approach allows 
operational flexibility for staging a variety of platforms to meet changing field needs. 
 
The standard size of the bucket is 50 ft long, 12.5 ft wide and 3.5 ft high. Beams are installed to 
help distribute weight. Two rows of buckets make the pad 100 ft wide, and the pad’s length is 
determined by the space requirements. The 13-3/8 in. diameter pilings provide a 12 ft clear space 
                                                 
10 Cashman, K.: ‘The Explorers 2007: FEX Puts NPR-A Drilling on Pause,’ Petroleum News, Vol. 12, No. 46, 
November 18, 2007. 
11 Kadaster, A.G., and Millheim, K.K.: “Onshore Mobile Platform: A Modular Platform for Drilling and Production 
Operations in Remote and Environmentally Sensitive Areas,” IADC/SPE 87140, presented at the IADC/SPE 
Drilling Conference, Dallas, TX, March 2-4, 2004. 
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Figure 26. Mats used During Platform 
Construction. 

between the tundra and the platform deck. A key lesson learned from the prototype platform is 
that all buckets should be made the same size to ensure interchangeability and to speed up the 
construction time. 
 
Transportability: The components are sized for transport through the North America highway 
system by semi-trailer trucks and/or by helicopters. The “bucket” modules for the prototype 
platform were 12½ ft wide by 50 ft long by 3½ ft deep, weighing approximately 10,000 pounds 
each. Leg sections are made from steel with a diameter of 12–14 in. and length of 24–34 ft, 
depending on the geotechnical requirements of the site. Deck sections should be constructed to 
DOT allowances for easy transportation and modular construction requirements. The dimensions 
of the prototype platform modules proved to be adequate.  
 
Lightweight Construction: The modules are built of aluminum, giving a three-to-one advantage 
over weight-to-strength ratio in comparison to steel—much less expensive to transport and 
construct in the field. Decks are designed as 6 in. thick aluminum laminates filled with 
construction foam for structural strength and insulation, each weighing about 12,500 pounds. 
They can be easily transported to the site by a Rolligon before being assembled. 
 
Platform Legs: The legs on the prototype platform were 13-3/8 in. OD and designed to be set a 
minimum of 15 ft into the permafrost by auger or hammer, drilling the permafrost and then 
freezing the legs in place with a slurry of rock/sand and water. Each leg contains a tube to allow 
hot water or steam to be injected to allow controlled 
thawing and easy removal from the permafrost. The 
tube may be used to circulate refrigerant, similar to the 
pilings used in the above-ground permafrost regions of 
TAPS. 
 
Interlocking Feature: The modules are designed to 
interlock where any spillage onto the platform decks 
would be routed and contained within the “bucket” 
elements of the modules for containment and proper 
recovery and disposal.  
 
Construction and Other Features: The platform and 
equipment installation requires the use of a crane. The 
size depends upon the rig used, but generally a 30-ton 
crane will be sufficient. During platform and equipment 
installation, the temporary mats are required as a 
staging area for crane and installation equipment 
(Figure 26). The base elevation of the prototype was 
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approximately 12 ft from ground level to allow free and clear passage of native wildlife and to 
allow summer sun penetration to the tundra grass under the platform. To prevent corrosion 
issues, dissimilar metals are not allowed to be in contact with each other. 
 
The piling holes are augured by a drill mounted on a Rolligon, and cuttings are captured and 
used by mixing with water in the slurry along with sand to freeze when the pilings are installed. 
Depth depends on the area into which it is installed and could be from 10 to 20 ft deep. The 
pilings are installed end-to-end with some additional load-bearing pilings installed on some 
buckets mid-way. The first bucket to be installed has 4 pile slots at each corner to ensure stability 
of the bucket; the other buckets are supported by the first bucket and connected side-by-side or 
end-to-end. A crane is hauled to the wellsite by a Rolligon and assembled on a mat. The crane 
unloads the buckets and installs them on the pilings. It is then used to install the drilling rig and 
equipment onto the platform. This crane is no longer needed until the well is completed and the 
platform is reconstructed. A smaller crane is designed for installing on the platform in order to 
lift supplies and smaller equipment as needed onto the platform. It can then be used to remove 
the drilling equipment onto the Rolligon vehicles for transportation to the next drillsite.  
 
In most cases, time is of the essence in constructing the platform so long as safety and 
environmental protection are not compromised. The prototype platform was constructed without 
the advantage of practice prior to installation; hence, as with any first-time construction, there 
were a few missteps that delayed the construction. The next generation of platform construction 
and installation will benefit from these lessons learned. It is reasonable to expect that the wellsite 
could be constructed and equipped in a 30-day time span, depending on size and distance from 
the staging area. It may be possible to pre-assemble some of the modules from a staging area 
prior to field installation in order to save construction time.  
 
One of the key platform features is the construction design, which is conducive to utilizing a 
modular rig, drilling equipment, pumps, logging tools, self-contained mud pits, and water and 
fuel tanks. Camp and power were transported in containers and installed to maximize space and 
ease of operation. Some of the equipment and containers were stacked vertically. This allowed 
the footprint of the platform, which was 100 ft by 100 ft to be only 10% of the size of the ice 
platforms used today, and every bit as efficient. The two-story 50-man camp was 50 ft by 50 ft 
on a 62.5 ft by 60 ft platform connected to the drilling platform by a walkway. The camp size 
was more than adequate for normal exploration activities, and designed for an added scientific 
crew and visitors to the Hot Ice well location.  
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Potential Rigs 
There are several new rig designs being developed that could be used with the inland platform 
for drilling operations. Two of the possibilities discussed below are the National Oil Well Varco 
(NOV) Rapid Rig and the Huisman LOC250/400 Rig. 
 
During the interview process, every operator stated that there is a need for new and innovative 
drilling systems. Conoco has designed and used a hybrid rig, incorporating coiled tubing drilling, 
in Canada.12

Figure 1

 In areas where space is a premium, smaller and more efficient rigs and pads should 
be constructed (like many buildings) going upward. Similar to buildings, this reduces 
construction costs and provides efficient and cost-effective use of the land while reducing the 
footprint. This was the case with the Arctic Platform as shown in  and Figure 2. 
Equipment and storage needs were met by utilizing stacked containers. The system included 
closed-loop fluid containment and a two-story camp. By using a smaller footprint, construction 
cost and time to install and remove/move the platform is minimized. For exploration purposes, 
the platform is best suited if it can incorporate new and innovative rig designs such as the NOV 
Rapid Rig or the Huisman-Itrec LOC rigs. These rigs are lighter, fuel efficient, and easy to 
transport and assemble. Additionally, they leave a smaller footprint, require a smaller crew, and 
have built-in environmental safeguards, AC power, and safety improvements such as fully 
automated pipe handling.   
 

Rapid Rig 
In May 2006, NOV rolled out a smaller fully automatic land-drilling rig called the “Rapid Rig.” 
This rig is a singles rig, as it has the pipe-handling capability to rapidly pickup/laydown, 
makeup/breakout drillpipe, run casing, and mobilize/demobilize in approximately 8 hours. It 
utilizes range II or III drillpipe. The Rapid Rig is deployed with a single forklift; it requires no 
cranes or gin pole trucks and is capable of moving in 16 highway-legal transport loads. The 
automated rig floor and pipe-handling systems allow operation by a three-person crew. The rig 
floor has an iron roughneck and stabbing guide, automated pipe slips, AC drawworks rated at 
1000 hp and gear-driven with a regenerative dynamic braking system, and topdrive, controlled 
from a climate-controlled driller’s cabin on the mud pit side. 
 
As illustrated in Figure 27, the footprint of the Rapid Rig is 153 ft by 119 ft. The rig is rated for 
approximately 11,000 ft and has a hookload rating of 500,000 pounds. The pipe-handling system 
has a weight limit of 6,000 pounds with a drillpipe capacity of 5.5 in. range III, a drill collar 
capacity of 8 in. range II, and casing capacity of up to 13-3/8 in. The rig may be transported by a 
heavy-lift helicopter. Table 6 compares the Rapid Rig to a similar rig—the Ideal Rig. 

                                                 
12 Schafer, R.S. “Step Change in Remote Exploration.” SPE/IADC paper presented at the 2007 SPE/IADC Drilling 
Conference.  Amsterdam, The Netherlands, 20-22 February 2007.105051  
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Figure 27. Layout of Rapid Rig. 
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Figure 28. Huisman Itrec Rig in south 
Texas. 

Table 6: NOV Rapid and Ideal Rig typical specifications 

 Rapid Rig Ideal Rig 
Mast Hook Load 250 tons (8 lines) 300 ton 
Mast Height 80 ft (telescoping) 142 ft 
Base Dimensions 7 ft x 5 ft 12 ft x 12 ft 
Wind Rating 70 knot free standing 70 Knot w/ full set back 

208 stands of 5.5 inch DP 
8 Stands 8 inch DC 

   
Rotary load Rating 250 tons 375 tons (w/ set back) 
Drill floor height 20 ft 25 ft 
Clear height under floor 17 ft 21 ft 8 inches 
Drill Floor Dimensions 16 ft x 17 ft 32 ft x 32 ft 
Substructure setback N/A 250 ton 

Slingshot  
Drawworks Nominal Power 1000 hp  1500 hp 
Braking System Regenerative Dynamic Disk 

Parking/Emergency Brakes 
Disc brakes, Ideal Auto Drilling 
and Brake control System (IABC) 

Top Drive 350 HP, 20,000 ft-lb 
250 ton 

Optional 

Pipe Handling System  6,000 lb range II and III 5.5 pipe 
8 inch collars and 13-3/8 inch 
casing 

Optional 

Control/instrumentation  SDAQ SDAQ 
Mud System 620 BBLS two tanks 

3-panel linear motion shale 
shaker, 
Atmospheric Degasser 
Two Cone Desander 

620 BBLS two tanks 
2 4-panel high G shale shaker, 
1000 GPM 
Degasser 
Desander, Desilter 

Mud Pumps 2-1000 HP Triplex AC electric 
Motor Driven 

2-1600 HP Triplex AC electric 
Motor Driven 

Power Generation  2- 1350 BHP, 1800 RPM 1750 
KVA 

3- 1350 BHP, 1800 RPM 1750 
KVA 

Hydraulic Power Dual Driven System 70 GPM 
Diesel, 40 GPM Electric 

Dual Driven System 70 GPM 
Diesel, 40 GPM Electric 

Fuel Tanks Diesel 190 Bbl 400 Bbl cylindrical 
Water Tanks 400 Bbl 400 Bbl 

 
 

Huisman/Drillmar 
The Netherlands-based Huisman Special Lifting 
Equipment BV and Drillmar, Inc. of Houston, 
through a technology development joint venture, 
have developed an innovative new rig concept: the 
LOC250, Land and Offshore Containerized 250 ton 
hookload rig (Figure 28). The LOC250 is designed 
to take advantage of today's emerging casing while 
drilling (CWD) technology to reduce the costs as 
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Figure 29. Drilling depths for the LOC250. 

 

Figure 30. Huisman Rig during rig-up. 

well as the environmental impact of drilling a well. The drilling depth capability of the LOC250 
is illustrated in Figure 29.  
 
Two of the most important features of the 
LOC250 rig are its compact size and its 
ability to be broken down into 17 modules 
with the shape and the dimensions of 
standard ISO containers. Within 24 hours 
(including limited transportation time) and 
without cranes, a five-man crew with three 
trucks can demobilize the compact rig and 
rebuild it in another location. As standard 
container ships, trains, and oilfield trucks can 
transport ISO containers rapidly and 
economically, the LOC250 rig can be used to 
drill wells anywhere in the world. This has 
been accomplished by designing the rig in a 
manner whereby its load-bearing components 
are in the shape of, or can be pivoted, rotated, 
or connected into, an ISO container. The 
container specifications are given in 
Appendix 2. Figure 30 illustrates the rig during rig-up. The rig may be transported by heavy-lift 
helicopter. 
 
The LOC250 is equipped with a fully automated 
pipe handler, which enables highly efficient 
handling of both casing and DP. When the pipe 
handler has upended the tubulars, they are taken 
over by elevators in the rig. A topdrive is utilized 
to spin the tubulars in and to torque-up the 
connections. Fully automated power slips are 
integrated within the rotary table. The capability 
to trip DP at 2000 ft/hr makes the LOC250 as 
efficient as existing conventional DP drilling rigs 
and more efficient than other specially designed 
CWD rigs. The DP drilling and CWD processes 
(including pipe and casing handling) are fully 
controlled from the control room without 
personnel on the drill floor. As DP handling is 
identical to casing handling and uses the same 
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Figure 32. Huisman LOC250 well pad (platform) layout. 

 

Figure 31. Huisman LOC250 drawing of 
operations. 

equipment, the same team can carry out both tasks. While a conventional pipe-drilling rig needs 
a crew of 10, the efficiently designed LOC250 requires a crew of only 5 for full and safe 
operation. 
 
Statistics show that pipe and material handling 
cause almost 50% of the recorded accidents 
during well drilling. The fully automated pipe 
handling of the LOC250, with its automated drill 
floor, obviates the need for personnel on the drill 
floor, thus eliminating the potential for accidents. 
In addition, the simple rig-assembly process—
smaller loads, reduced rig-crew involvement, and 
improved overview and visibility—effectively 
mitigates risk for the crew and the potential for 
accidents and damage during rig moves. The 
operation of the LOC250 is illustrated in Figure 
31.  
 
The LOC250 has significantly lower adverse impact on the environment when compared with 
conventional rigs. Because drilling a well with the LOC250 requires less drilling time and lower 
mud pump pressures and flow rates, two 800-hp mud pumps are sufficient, compared with three 
1000-hp pumps required for conventional DP drilling. This means 45% lower fuel consumption 
per day when drilling and a reduction in hydrocarbon emissions per well of up to 75%. Solid 
waste volumes are reduced by up to 30%, as the cascading shaker system provides drier cuttings. 
Mud and cement costs are reduced by 10 to 20%. Because the LOC250 has only a single 38-m 
(125-ft) mast, its silhouette does not impact significantly on the horizon. The footprint of the 
LOC250, at 700 m2 (7,500 sq ft) is 75% smaller than the 3000 m2 (32,300 sq ft) required for a 
conventional rig. Figure 32 illustrates the layout of the LOC250 system for a well pad or 
platform.  
 
Fidelity Exploration and Production of 
Texas has already taken delivery of one 
LOC250. Drillmar has an interest in that 
company. Additionally, Huisman-Itrec is 
developing the engineering of the JBF 
10,000 drilling “rig of the future,” which 
is a compact, deepwater semisubmersible 
that has only 60% of the displacement of 
fifth-generation semisubs capable of 
10,000 ft of water drilling. This will be a 
fully automated drillpipe-handling 
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system designed to run 135 ft pipe stands in a box mast drilling tower, and features a zero-
discharge fluid system13 Table 7. General specifications for the Huisman LOC250 are given in . 
 
Table 7: Huisman LOC 250 general specifications 

Weight and dimensions 
Total transport weight 475 [mton] 524 [Shton] 
Number of container units 17       
Containers for loose gear (40′) 4 TBD     
Max. ISO dimensions         
Length 12.2 [m] 40 [ft] 
Width 2438 [mm] 8 [ft] 
Height standard 2590 [mm] 8′ 6″   
Height high cube without gooseneck 2794 [mm] 9′ 2″   
Height high cube with gooseneck 2896 [mm] 9′ 6″   
          
Infield rig move < 30 hours     

 
Platform Conceptual Design – Cost Basis 

A follow-on engineering study will look at the prototype design, review the Anadarko lessons-
learned document, and make improvements to the design. One of the improvements will be to 
consider alternatives to the deck material sections, speed up the installation process, adapt the 
pilings to specific areas based on geotechnical data, and make some structural improvements that 
will accommodate larger rigs and identify ways to speed up the fabrication process. The size of 
the prototype platform was only 13,750 sq ft. The likely size of a second-generation platform 
used for either exploration or staging purposes will need to be approximately 30,000 sq ft. For 
determining a cost for purposes of this report, the estimated expense was based on a platform 
that will be 100 ft by 300 ft, which utilizes twenty-four 12½ ft by 50 ft buckets.  
 
The cost of fabrication and total assembled can depend on a number of factors, including 
volume. The material cost for recommended 5083 and 6061 aluminum sheets is $3 per pound. 
We were able to obtain an estimate of construction time and an average for labor cost, which 
comes to $92,500 per bucket x 24 = $2,200,000. The cost of the decks is estimated at 
24 x $60,000 = $1,440,000.  
 
Handrails, piping, composite grated walkways, and stairs are estimated at $480,000 
 
The next cost is the pilings 13-3/8 x 8-5/8 adjustable steel construction, 35 ft in length. Each leg 
has tubing to circulate hot fluids or steam. The estimated cost is 60 x $23,000 each = $1,380,000. 
                                                 
13 Rach, Nina M: “Drilling Market Focus: European Companies Garner Contracts for New Rigs,” Oil and Gas 
Journal Online October 17, 2005. 
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Assuming the platform is constructed in Houston and transported to Dead Horse, the shipping 
would take 20–25 days, and the cost is approximately$1,080,000, depending on weather:  
 

• Ship to the North Slope:  
 Truck to Seattle 
 Barge to Anchorage 
 Truck to Prudhoe Bay.   

 
Fabrication, testing, and construction time is 4 months.  
 
The time/cost to install in the field will be site-specific and will need to be determined before 
there is a commercial application. 
 
For exploration purposes, to maximize the application of the platform on a fast-track basis, one 
scenario to consider is using the rig to drill the first well exploration (well #1) on an ice pad or a 
mat. While well #1 is being drilled, the platform is installed on the well #2 location. Instead of 
demobilizing the rig after the first well is being drilled, the rig is moved to well #2 and drilled to 
the end of the drilling season. We believe this could provide an added 10 to 20 additional drilling 
days to the back end of the drilling season. When the season closes, the rig stays on this location 
and as soon as the drilling season opens, the second well is completed and tested. This could add 
up to 30 days or more on the front end. While this is taking place, a second platform is 
constructed on the well #3 location so that as soon as the second well is completed, the rig is 
moved to well #3. The savings of ice roads, demobilization cost, and drilling twice as many 
wells, without rushing to meet the tundra opening and closing dates, will significantly shorten the 
time to determine if the play is commercial. In addition, some of the platform can remain on the 
well location for additional testing, and possibly can be used as a remote completion-and-
production area. Because all the buckets are the same, they are interchangeable and thus reduce 
the configuration complexity from one well location to the other. The more platforms the crew 
constructs, the shorter the time it will take. In areas of great distance from infrastructure, or 
where water required for the ice roads and pads is not nearby, the platform may be cheaper and 
faster to install. This could potentially add two months to the current drilling season in some 
areas.  
 
For staging area, the platform can be constructed in a central area and, in fact, could even be a 
well location central in an exploration play. The platform would be constructed to last 
throughout the exploration activity.  
 
With a two-platform operation, one could also envision the scenario of drill well #1 on an ice pad 
while setting up platform #1. Well #2 is then drilled on platform #1. Platform #2 is installed 
where well #3 is drilled. After well #2 is drilled, platform #1 may be moved to the well #4 
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Figure 33. Construction of Durabase 
Road. 

 

location, where the rig is over-summered. Then drilling can start early the next winter at the well 
#4 location. 
 
Complementary Technologies 

BP Exploration has used insulated ice pads to extend the drilling season on the Alaska North 
Slope.14

 

 BP used pre-fabricated, insulated panels to insulate an underlying ice pad from thawing 
during the Arctic summer. The survival of the ice pad through the summer made possible an 
early mobilization of the drilling rig the following October, enabling two exploration wells to be 
drilled in the same season. The use of the insulated panels increased the season available for well 
operations from around 100 days to over 150 days. 

Composite mats (see Appendix 1) that can be used to 
protect the Alaskan tundra may complement the use of an 
inland platform. Composite mat systems formulated from 
high-performance thermoplastic are engineered to provide 
safe, cost-effective surfaces for year-round all-weather 
performance. The system can conform to uneven terrain 
and is rugged, reusable, and recyclable, being formulated to 
withstand extreme weather conditions. 
 
The composite mat system has been used to extend the 
drilling season in Canada by allowing a company to 
develop locations faster and conduct drilling operations 
during warm months when the muskeg would otherwise 
shut down operations. These temporary roads are effective 
in areas where soil conditions are unstable. Canadian 
companies have realized that the tight drilling window, as 
well as strict ecological regulations, would make it 
impossible to bring in heavy equipment needed for drilling 
and exploration without the use of mat systems. Mat 
systems may increase the ability to get into locations earlier 
and stay later. 

                                                 
14 Stanley, M.J. and Hazen, B.: “Insulated Ice Pad Technology Enables Extended Season Drilling on Alaska’s North 
Slope,” SPE 35686, Presented at the Western Regional Meeting, Anchorage, Alaska, May 22-24, 1996. 
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For example, Forest Oil, a drilling contractor searching for natural gas in the Alaskan wilderness, 
has used composite matting for access. In search of oil, Forest Oil faced a challenge in accessing 
an existing drilling pad originally established in 1969 by Gulf Oil. Forest Oil used a 4000 ft road 
made from composite mats over Alaskan tundra.  
 
Another example of an application of composite mats is that of City Electric, an Alaskan 
contractor that needed access to a project site for Chugach Power to keep a project on schedule 
(Figure 33). Unusually warm seasonal temperatures in Girdwood, Alaska, made the building of 
an ice road to a work site impossible. Access for the contractor was critical, and the project site 
was landlocked by tidal marsh/wetlands. An environmentally friendly and safe road was 
required. The composite map system provided a rapidly deployed solid surface that allowed City 
Electric to mobilize a 100-ton crane to the work site. The technology enables the contractor to 
work in summer months while protecting the environment, providing a more productive and safe 
work situation compared to harsh winter conditions.  
 
Regulatory Issues 

Activities within NPR-A require federal (BLM) and state regulatory approvals. Permits require 
Environmental Impact Assessment and NEPA compliance. Operators noted the difficulty of 
dealing with various agencies and a need to have a consistent and more streamlined regulatory 
approval and oversight process. The regulatory bodies include the U.S. Department of Interior, 
Bureau of Land Management (BLM); U.S. Army Corp of Engineers; U.S. Environmental 
Protection Agency (NPDES permits); National Marine Fisheries Service; U.S Fish and Wildlife; 
State of Alaska Oil and Gas Commission; Alaska Department of Environmental Conservation; 
Alaska Department of Natural Resources (DNR), the Alaska Department of Fish and Game 
Habitat Division, DNR Division of Coastal and Ocean Management, DNR Division of Mining, 
Land and Water, and DNR Division of Oil and Gas. In addition, there may be local permitting 
requirements, such as the North Slope Borough for land use and development.  
 
On federal lands, the BLM attaches mitigation requirements to leases and conditions drilling 
permits with environmental safeguards. The BLM actively attempts to protect wetland resources.  
 
The State of Alaska and two federal agencies—the Minerals Management Service (MMS) and 
the Corps of Engineers—regulate oil and gas activities that may affect Alaska’s wetlands.  
 
The MMS does not have the authority to regulate activities that occur on coastal wetlands; 
however, it does address secondary impacts of OCS activities (onshore effects) in its 
environmental impact statements. The MMS can formally notify lessees of responsibilities and 
procedures under other federal and state laws included in oil and gas leases (Information to 
Lessee clauses). 
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Under Section 404 of the Clean Water Act, the Army Corps of Engineers issues permits for 
discharge of dredged or fill material into waters of the U.S., including wetlands. Section 401 of 
the Clean Water Act requires a 404 Permit applicant to obtain a certification that any discharge 
will comply with state effluent limitations and water quality standards. Section 402 addresses the 
chemical quality of U.S. waters and associated wetlands, establishes a program that requires a 
permit for most discharges into surface waters, and can require discharge limits for various 
pollutants. The Corps regulates most activities related to construction on state and private lands 
on the Arctic Coastal Plain, and it can issue permits required to construct support facilities for 
exploration on the OCS through coastal wetlands. 
 
Industry activities on federal lands are primarily regulated by federal land management agencies. 
The BLM manages the NPR-A, and the MMS oversees activities that occur in waters three or 
more miles off the coast. Three other federal agencies—the Department of Interior Fish and 
Wildlife Service, the Department of Commerce National Marine Fisheries Service, and the 
Environmental Protection Agency—have regulatory authority that may apply to resources 
affected by activities on federal, state, or private lands. 
 
The State of Alaska owns the land where most current oil and gas activity occurs and has 
primary responsibility for establishing requirements for how these lands will be restored when 
activities cease. There are two groups responsible for developing dismantlement, removal, and 
restoration requirements: the Alaska Department of Natural Resources and the Alaska Oil and 
Gas Conservation Commission. 
 

• Department of Natural Resources – manages state lands, including oil and gas leases. 
• Oil and Gas Conservation Commission – issues permits for drilling on state, federal, and 

private lands. Also includes removal and restoration. 
 
The Alaska Department of Environmental Conservation and the Alaska Department of Fish and 
Game provide additional regulatory guidance. In addition, the North Slope Borough, the area’s 
local government, can regulate activities on state, native, and municipal lands through zoning 
ordinances. Corporations own land on the North Slope and can establish environmental and 
reclamation requirements through contractual arrangements.  
 
In conducting this study, several companies noted that, in addition to the need for regulatory 
streamlining, attention should be given to new technologies that have been developed and 
proven, as they could enhance current regulations, some of which were developed and required 
years before these advances. New technologies include advances in spill prevention, well 
control, well-testing equipment, and zonal isolation. While not the purpose of this study, it is 
noted that these concerns should be addressed by state and federal regulators.   
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Recommendations 

There have been a number of studies and research to improve the understanding of oil and gas 
operations and their impact on tundra15, ice roads, fresh-water sources16

Exploration activity is relatively shallow throughout the Alaska North Slope, with wells being 
drilled 5,000 to 11,000 ft TVD, but even at these relatively shallow depths, they are expensive to 
drill. The limited drilling season cost depends upon proximity to infrastructure. Comments from 
industry noted the high cost of exploring in the Arctic, which frequently exceeds the cost of 
deepwater Gulf of Mexico wells (SP/IADC 10501), and it was stated that a range of 100 to 500 
MMB field is the minimum economic commercial limit. Companies make long-term 
commitments to explore, permit, drill, test, and delineate wells before a commercial discovery is 
declared and production infrastructure and pipelines are permitted and installed. In many cases, it 
could take 5 to 9 years from discovery to production. As illustrated in 

, and wildlife and their 
movements. These studies have improved land management practices and use, while improving 
environmental performance. Improvements have been made in developing more efficient rigs, 
horizontal and extended-reach drilling, smaller drilling pads, seismic acquisition on monitoring, 
and drilling and completion fluids. However, there have not been any “step-changing” advances 
in exploration (drilling) that the majority of participants in this study acknowledged a need for 
seeing. This report has identified applications for advances to improve access, faster and more 
efficient drilling and well testing, and development of a new drilling system that would include a 
modular platform. Additionally, new platform applications are possible for such uses as river 
crossings, for example, but additional design engineering is required.  
 
A number of barriers were identified outside the scope of this project. It was consistently 
reported that logistics is the number-one cost and constraint to exploration and production on the 
North Slope, followed by mobilization and demobilization costs.  
 

Figure 34, Figure 35, and 
Figure 36, the use of a platform may improve the logistical support related to drilling operations. 
 
The platform coupled with a more efficient rig and related engines and equipment than is 
currently used for exploration in Alaska is ideally suited for exploration activities and could 
significantly speed up the exploration process in potential fields away from infrastructure. What 
is clear from our findings is that the cost to drill and produce is high, making many discoveries 
                                                 
15 Guyer, Scott/Bureau of Land Management, Alaska State Office, Anchorage Alaska: Ice Road Construction and 
Recovery on Tundra Ecosystems, National Petroleum Reserve, Alaska (NPR-A) presented at the United States 
and Canada Northern Oil and Gas Research Forum: Current Status and Future Directions in the Beaufort 
Sea, North Slope and Mackenzie Delta, October 28 to 30, 2008 Anchorage, Alaska. 
 
16 Daniel White, Institute of Northern Engineering, University of Alaska Fairbanks and Michael Lilly, GW 
Scientific; Fairbanks, Alaska: Characterization and Water Use of Alaskan North Slope Lakes presented at the 
United States and Canada Northern Oil and Gas Research Forum: Current Status and Future Directions in 
the Beaufort Sea, North Slope and Mackenzie Delta, October 28 to 30, 2008 Anchorage, Alaska. 
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Figure 34. Hop-scotch concept - two platforms set up on 
locations. 

 
Figure 35. Rig and accessories move to Platform A / 
Platform B. 

 
Figure 36. Rig moves to Platform B / Platform A moves 
to Well 3 /Modules left on Well #1. 

not commercially viable. The life cycle cost of building a gravel pad, adding production 
facilities, access cost to the production site, and ultimate reclamation must be considered when 
determining the commercial value of a 
discovery. There are a number of marginal 
fields of 50 to 75 million BOE that cannot 
be commercially produced by 
conventional means. In these cases, a 
platform may be a possible alternative.  
 
The use of an inland platform is an 
enabling technology in the Arctic. A field, 
or multiple fields, may be developed and 
linked together, similar to the way that 
subsea fields are linked back to 
centralized offshore locations. This could 
result in a step-change in how to develop 
Arctic reserves, in particular, marginal or 
stranded reserves. 
 
Because only a limited number of lakes 
are allowed to be used for taking water to 
build ice roads, haul distance can be a 
significant cost also. If ice roads are not 
used, operators rent Rolligons or 
alternative vehicles, which are expensive 
to rent and in short supply. On ice roads 
and in limited off-road travel, mat tracks 
(alternatives to Rolligons) are used. Bad 
weather, whiteouts, and high winds, make 
air lifting problematic. It was reported that 
Nabors is working on helicopter/air- 
transportable rigs for arctic exploration.  
 
The cost of dealing with regulatory issues 
was discussed in the interview process. It 
was recommended that the multi-agency 
regulatory bodies streamline the process, 
and reduce redundancy and duplicative 
regulations. It was consistently pointed 
out that the DEC regulations on the oil 
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spill contingency plan, which require an additional rig plan to intervene in case of a blowout, 
neither reflect nor take advantage of today’s technology related to pore-pressure predictions and 
detection, and well control. There also were consistent comments related to scheduled and 
required BOP testing requirements. It was suggested that there be an exchange of ideas and 
processes with other regulatory agencies, including international arctic environment regulatory 
bodies.  
 
Companies operating or planning to operate in NPR-A noted and complemented BLM’s offer to 
provide a staging area located near old military  airstrips or near other legacy platforms. A gravel 
road crossing NPR-A would provide the single greatest assistance to exploration logistics. It was 
also recommended that cuttings disposal was a significant cost, and that a disposal well near one 
of the NPR-A staging areas would be a major help, reducing long hauls of cuttings to Dead 
Horse. Environmentally benign cuttings could also be used for permanent pads and roads in 
areas where gravel is scarce.   
 
There were some concerns expressed by regulators and environmental reviewers of this study 
about the use of extended insulated ice pads; they believed that the platform offered a more 
environmentally acceptable alternative. They also expressed support for the platform used as a 
production facility. The platform could be used as a smaller production facility.  
 
Rig improvements are an area that was consistently mentioned. When discussing the platform in 
conjunction with new rigs, it was pointed out that this was not just a step change to the way 
business was conducted. Industry has been reluctant to accept paradigm shifts in the drilling and 
production process, even when it makes sense.  
 
The inland platform is a technology that may mitigate environmental risks associated with 
activities in environmentally sensitive areas. Several potential applications could be pursued. As 
a next step, a detailed engineering study could be performed to develop a design for a site-
specific staging area that could be used for logistical support. This would enable various 
engineering and scientific data to be obtained that could be used in applications that are more 
complex. 
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