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ABSTRACT

The US Department of Energy (DOE) initiated a cooperative agreement in 1992 with the South
Carolina Institute for Energy Studies (SCIES) for the Advanced Gas Turbine Systems Research
(AGTSR) program. In 2002, the DOE established a follow-up cooperative agreement for a
program now designated as the University Turbine Systems (UTSR) Program. As stated in the
cooperative agreement, the objective of the program is to support and facilitate development of
advanced energy systems incorporating turbines through a university research environment.

This document is the fourth annual, technical progress report for the UTSR Program. The
Executive Summary describes activities for the year of the South Carolina Institute for Energy
Studies (SCIES), which administers the UTSR Program. Included are descriptions of:

Outline of program administrative activities

Award of thefirst 5 university research projects resulting from the year 2004 RFP

UTSR Peer Review Workshop

Twenty UTSR Fellowships awarded to higher level university students

Increased number of Performing Member Universities to 110 ingtitutions in 42 states

Summary of outreach activities

Summary table describing the active UTSR research projects during 2005

The Attachment gives more detail on SCIES activities by providing the monthly exceptions
reports sent to the DOE during most the year, until the DOE indicated monthly reports were no
longer needed.

The remainder of this report describes in detail the technical approach, results, and conclusions
to date for the UTSR university projects.
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INTRODUCTION

Cooperative agreement DE-FC26-02NT41431 for the Advanced Gas Turbine Systems Research
(AGTSR) program was established on March 20, 2002 between the U.S. Department of
Energy/Nationa Energy Technology Laboratory and the Clemson University Research
Foundation/South Carolina Institute for Energy Studies (SCIES). This cooperative agreement
established a five-year basic and fundamental research program that is a conduit for university
support of the DOE’s Fossil Energy Turbine Program. To emphasize the university role, the
program was renamed the University Turbine Systems Research Program (UTSR) in late 2002.

One of the requirements of the Cooperative Agreement is a yearly technical progress report. This
document provides the technical progress report for the year 2005.

The major activities specified in the Scope of Work for the UTSR Program are related to the
oversight of university research projects and outreach activities. The research is to be of high
importance to long-term hedth of the U.S. energy (especially gas turbine) industry. The
outreach is to aid in transfer of university research technology and entice growth of the number
of industry and university participants in the program.

Major Program Plan elements identified in the Scope of Work implemented by SCIES for the
UTSR Program are:

Identification and selection of university research topics
Request for proposals (RFP)

Proposal selection

Technology transfer

Outreach

SCIES activities for 2005 in these areas are briefly described in the Executive Summary of this
report and more detail is given in the Attachment —Exceptions Reports for Year 2005, which
were submitted during the year to describe ongoing work. The remainder of this report describes
the ongoing university research projects that are being administered by SCIES in the UTSR
Programand recently completed projects.



EXECUTIVE SUMMARY

In the UTSR Program the DOE and Industrial Review Board (IRB) provide input to define
needed energy systems (particularly gas turbine systems) research and Performing Member
universities conduct the research. Under DOE direction, new activities were added to the UTSR
Program beyond those of the previous AGTSR Program. These include:

Outreach activities

Emphasis on coa derived syngas and hydrogen fuels for turbines, rather than natural gas

Broadened university research areas (e.g., instrumentation, sensors and life)

New and expanded reporting requirements for SCIES and the universities. In 2005, some of

the expanded reporting requirements (e.g., monthly reports) were reduced.

UTSR ACTIVITIES FOR 2005
Resear ch Related Activities

UNIVERSITY PROJECT ADMINISTRATION — SCIES administration activities for the UTSR
university projectsincluded:
- New project awards/'subcontracts established
Administrative and technical oversight
Processing requested subcontract modifications
Sending semi-annual reports with evaluation forms to the IRB for review
Informing university principle investigators of most significant IRB comments from review
of their semi-annual reports
Coordinating IRB reviews for sensitive information in university technical papers submitted
for publication by the ASME and other technical societies

UNIVERSITY PROJECT AWARDS - From proposals in response to the year 2004 RFP, five
university projects were awarded in 2005. Two of these projects are in the area of Aero/Heat
Transfer, one is in the area of Materials, and two are in the area of Combustion. Telephone
debriefings on their proposal evaluations by the IRB were also provided upon request to faculty
that had unsuccessful proposals from the year 2004 RFP. The five UTSR projects that were
awarded in 2005 are described in further detail in this report.

YEAR 2005 REQUESTS FOR PROPOSALS - The available UTSR budget over the five-year
cooperative agreement supports a fixed number of multi-year university project awards. The
much higher than average yearly number of projects that were awarded in the first two years of
the program (10 in the first year and 9 in the second year) resulted in fewer projects than average
that can be awarded in later years. Budget evaluations in the first quarter of 2005 showed
insufficient funding for new project awards in 2006 due to funding requirements for the UTSR
projects awarded to date, five projects to be awarded in 2005, and a decrease in the UTSR
budget. Consequently, in agreement with the DOE Contracting Officer’s Representative, SCIES
notified contact persons at the Performing Member Universities that a UTSR RFP would not be
released in 2005.




WORKSHOP — SCIES organized UTSR Peer Review Workshop 111 which was conducted at the
Clemson University Madren Conference Center and Inn on October 18-20, 2005. The workshop
included twenty-one peer review presentations describing on-going UTSR university research
projects, seven in areo/heat transfer, five in combustion, six in materials, and three in
instrumentation, sensors and life. UTSR Industrial Review Board and Academic Advisory
Board “Activities and Perspectives’ presentations were given by their respective chair persons.
Posters from five newly awarded UTSR projects, nine UTSR fellows, and three workshop travel
grant recipients were presented at an evening reception, along with a display providing highlights
of successes of ongoing and completed UTSR projects. Rich Dennis, the DOE Manager of
Turbine Technology, described “R&D Opportunities for the UTSR Program” during an after
dinner presentation. Four breakout sessions provided opportunities for workshop participants to
give their input on “Managing UTSR Growth.” Ninety-one persons from academia, industry,
and government attended the workshop.

IRB MEETING — The annual UTSR IRB meeting was held on October 17, 2005, the day before
the start of the Workshop. The meeting addressed a summary of UTSR current finances, future
outlook on finances, IRB outreach support, a proposed Academic Advisory Board (AAB) short
course, and included administrative items such as possible changes in IRB fees and the privileges
for Associate Members. Neither of these administrative items was adopted by the IRB.

UTSR FELLOWSHIP PROGRAM — During 2005, 20 students from 12 US universities were
placed at 13 IRB companies for periods of 10-12 weeks. SCIES aso worked with Debbie
Haught at EERE to obtain funding for three of the Fellows. Siemens funded three additional
students from among those that applied for UTSR Fellowships. This benefited the UTSR
Program, since more of the Fellowship applicants received placements.

TECHNOLOGY INTERACTIONS WITH OTHER ORGANIZATIONS — In order to determine
beneficial university research, SCIES interacted with several organizations to identify and
exchange information on research needs and experience for turbines operating with syngas and
high hydrogen fuels:

EPRI: The CoalFleet activity organized by EPRI is identifying technology needs for advanced
coa based power systems, including IGCC plants. SCIES responded to an internet Coal Fleet
survey on technology needs which led to a visit to SCIES by EPRI and a presentation by SCIES
at the July, 2005 Coal Fleet Workshop.

ORNL: SCIES interacted with Oak Ridge National Labs (ORNL) in areas mutually beneficial to
their DOE materials project and the UTSR project. ORNL will be conducting thermo-chemical
analyses to calculate the composition of species (including trace ash compounds) in the flow path
of turbines operating with syngas and high hydrogen fuels. Thisinformation will be useful input
to materials and aero/heat transfer projects. SCIES suggested analyses at ORNL that will be
beneficial to both programs (effects of turbine inlet temperature and variations in syngas ash
chemistry) and obtained input information (e.g., fuel, air and diluent flows into a turbine
combustor along with trace impurity data for syngas) needed for ORNL to conduct the thermo-
chemical analyses.



CINERGY: SCIES previoudy visited the CINERGY Wabash River IGCC plant and obtained
deposits and spalled TBC from aturbine inspection. Samples of deposits and spalled TBC were
provided to two UTSR projects (at BYU and University of Pittsburgh) and earlier to ORNL for
analyses. Initia results from an ORNL analysis were sent by SCIES to BYU and the University
of Pittsburgh. A third stage blade from the same Wabash River turbine row that had experienced
a blade failure was previously obtained by SCIES during an earlier visit to that plant. SCIES
facilitated the analyses of the blade by South West Research Institute to determine if operation
with syngas contributed to the failure.

UK-US Caollaboration: Resulting from a recommendation by SCIES, ane of several US-UK
collaborative projects being developed involves using an existing Cranfield University (UK)
facility to simulate turbine flow path conditions for tests of materials and turbine protection
approaches for syngas turbines. SCIES was assigned as the lead for the US portion of this
collaborative project. Of particular importance will be tests at the higher gas temperatures being
considered for next generation syngas turbines to meet the DOE IGCC efficiency objectives.
Information and data on turbine flow path environments and materials degradation resulting from
this test program should be useful asinput to UTSR projects.

TECHNICAL PAPER - A paper, “Erosion and Deposition in Turbomachinery”, with coauthors
from the University of Cincinnati and SCIES was invited for publication in a special issue of the
AIAA Journa of Propulsion and Power that reviews gas turbine technologies. The paper was
completed for the early 2006 special issue and the authors were informed that the AIAA will also
publish it in abook of articles on gas turbine technologies.

Outreach Activities

In summary, major outreach activities for 2005 were in the areas of:
Outreach for the UTSR
Support of the DOE Turbine Program
Outreach publications

OUTREACH FOR THE UTSR

UTSR MEMBERSHIP — New university members for 2005 are Montana State and UNLV.
There are now 110 Performing Member Universities in 42 states. GCompanies that joined the
Industrial Review Board during 2005 are BP, Cinergy, Clean Energy Systems, Precision
Combustion, Ramgen (rejoining), EPRI (rgjoining), Capstone and Ingersoll-Rand. The latter two
are the first microturbine manufacturersto join.

USEFULNESS OF UTSR TO INDUSTRY - Single slide project descriptions depicting the ways
in which industry has used the results of UTSR projects were completed by SCIES and approved
by NETL for the following universities and project numbers. Brigham Y oung University Project
SR104, Cornell Project SR049, GA Tech Project SR031, UC Irvine Project SR062 and U. of
North Dakota Project SRO86.




WEBSITE — SCIES enhanced the UTSR website so that project descriptions, PlI's and
universities are easier to find. Graphics and links to publications were improved utilizing the
work done to produce the Annual Reports for 2003 and 2004.

WORK WITH IGTI — A cooperative promotional agreement was developed, which included
promoting the Fellowship Program on the IGTI website. IGTI provided a booth and posters for
the UTSR for Turbo Expo ‘05. SCIES developed handouts on the UTSR Program (expanded
Fact Sheet, UTSR Benefits Package, reprints of Gas Turbine World articles), distributed them at
the booth and nade a joint presentation with Karen Thole of the AAB on the UTSR Program.
SCIES provided asession chair and reviewed ASME papers for the conference.

GAS TURBINE SHORT COURSES — SCIES presented part of the first short course for NETL
and worked with Karen Thole, Chair of the Academic Advisory Board, to develop the process to
produce more short courses for companies; the additional short courses were nearing completion
at the end of 2005.

SUPPORT OF THE OVERALL TURBINE PROGRAM

PROGRAM JUSTIFICATION — SCIES worked with Karen Thole of the AAB to provide
material for documents which help justify an enhanced budget for the UTSR Program and with
Dick Tuthill of P&W to help justify the budget for the overall Turbine Program.

PROPOSAL REVIEWS — SCIES reviewed and commented on 19 proposals from the Turbine
Program solicitation June’ 05 and also recommended four additional reviewers.

OUTSIDE PUBLICATIONS RELEVANT TO THE TURBINE PROGRAM - On a continuing
basis, SCIES has provided to NETL management, copies of articles in publications such as The
Wall Street Journal, Business Week and Power Engineering on IGCC, which can be helpful to
NETL in program planning and program justification.

TURBINE HANDBOOK - In addition to writing the section on the UTSR Program (see
“Publications’), SCIES reviewed a section of the handbook written by Dr. Ashok Rao of UCI.
Comments and suggestions were made which were incorporated in his section.

OUTREACH PUBLICATIONS

The following publications were either authored by SCIES or had substantial SCIES input.

“University Turbine Systems Research Program: An Innovative Approach to Graduate
Education”, ASME Paper # MECE2005-82534

“University Turbine Systems Research Program”, ASME Paper #GT2006-90060

“Targeting Turbine Research Needed to Burn Syngas and Hydrogen Fuels’, Gas Turbine World,
March-April 2005

“University Turbine Systems Research Program”, a section of the DOE Turbine Handbook



SCIES provided input to Lee Langston, the Editor of the Journa of Engineering for Gas
Turbines and Power, so he could include IGCC’s in his article on the gas turbine industry, which
covers both aircraft engines and land based gas turbines. Lee's "Gas Turbine Overview" is
published annually by IGTI.

A press release was produced by SCIES which coverers the Academic Advisory Board (AAB)
and the appointment of Richard Huntington as Liaison to the AAB from the IRB. The press
release was displayed on the ClemsoNews web location.

UTSR UNIVERSITY PROJECT SUMMARIES

Table 1 summarizes the active 2005 projects and identifies the principal investigator, university,
project title and project objectives. Experimental and analyses approaches, results to date, and
conclusions to date from these projects are discussed in the next section. The five university
research subcontracts for projects SR117 through SR121 were awarded in 2005 under the UTSR
Program.

Table 1. Active UTSR Projectsin 2005

Contract No ; Principal City/State & Area of Research (Materials, AHT:
Applicant; Award Investigator Business Aero-Heat Transfer, Combustion, ISL:
Date Contact Instrumentation, Sensors, and Life):

Project Title, Goal-Accomplishment

02-01-SR095; Ben Zinn Atlanta, GA C: "Understanding and Control of
Georgia Institute  404.894.3033 Combustion Dynamics in Gas Turbine

of Technology:; ben.zinn@aerospace gatech.edu Combustors." Experimentally evaluate
5/1/02 factors that cause and sustain combustion

instabilities and develop models to
analytically predict the occurrence and
amplitude of oscillations.

02-01-SR096; Terrence Simon  Minneapolis, MN AHT: "Aerothermal Effects of Interfacial
University of 612.625.5831 Leakage and Film Cooling Schemes with
Minnesota; 5/1/02 tsimon@mc.umn.edu Endwall and Leading Edge Contouring."

Evaluate the use of cooling flows, cavity
flows, and endwall contouring to reduce
aerodynamic losses and improve heat
transfer for turbine flow passages.

02-01-SR097; Eric Jordan Storrs, CT M: "Measurement of Three Critical
University of 860.486.2371 Parameters as a Basis for a Simple Life
Connecticut; jordan@engr.uconn.edu Prediction Method." Develop a TBC life
5/1/02 prediction method using measurements of i)

bond coat surface defects/irregularities, ii)
stress in the thermal grown oxide (TGO),
and iii) TGO thickness.

10



02-01-SR098; Sumanta Acharya Baton Rouge, LA AHT: "Experiments and Computations on

Louisiana State 225.578.5809
University; 5/1/02 acharya@alpha2.eng.LSU.edu

02-01-SR099; Uri Vandsburger  Blacksburg, VA
Virginia 540.231.4459
Polytechnic uri@shakti.me.vt.edu

Institute; 5/1/02

02-01-SR100; Danesh Tafti Blacksburg, VA
Virginia 540.231.9975
Polytechnic dtafti@vt.edu

Institute; 5/1/02

02-01-SR101; Gerald Meier Pittsburgh, PA

University of 412.624.9741
Pittsburgh; 5/1/02 dhmeler@enarna.pittedu

02-01-SR102; Jerry Seitzman Atlanta, GA
Georgia Institute  404.894.0013

of Technology:; lem.selzman@ae.atech.edu

5/1/02

02-01-SR103; Yong-ho Sohn Orlando, FL
University of 407.882.1181

Central Florida; ysohn@mail.ucf.edu

5/1/02
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Film-Cooled End Walls with Contouring."
Evaluate a strategy of end-wall contouring
and leading edge fillet design to suppress
passage aerodynamic losses due to
secondary flows and explore coolant
injection upstream of blades for effective
end-wall cooling.

C: "Modeling and Control of Ultra-Lean
Premixed Combustion Dynamics for Gas
Turbines." Develop and use design-oriented
modeling capabilities for determining passive
energy absorption strategies or active

control approaches that reduce the
occurrence and level of instabilities and
extend lean blowout limits for combustors.

AHT: "Enhanced Prediction Techniques
Based on Time-Accurate Simulations for
Turbine Blade Internal Cooling." Evaluate
alternate techniques for predicting flows in
internal cooling passages of turbine blades
and then validate those techniques in an
experimental facility.

M: "Mechanism-Based Testing Methodology
for Improving the Oxidation, Hot Corrosion
and Impact Resistance of High-Temperature
Coatings for Advanced Gas Turbines."
Develop a mechanism-based non-
destructive testing methodology to assess
metallic coating and TBC degradation
resulting from cyclic oxidation, hot corrosion,
and foreign object impact damage.

RAM: "Advanced Sensor Approaches for
Monitoring and Control of Gas Turbine
Combustors." Develop sensing strategies to
monitor turbine combustor health and
performance and also enable control
systems to actively manage engine condition
to compensate for changes in ambient
conditions and system degradation (e.g.,
wear).

M: "Assessment of Failure Mechanisms for
Thermal Barrier Coatings by
Photoluminescence, Electrochemical
Impedance and Focused lon Beam." Use
multiple types of measurement methods to
determine causes of TBC failures and refine
non-destructive evaluation techniques for
TBC coatings.



02-01-SR104; Jeffrey Bons Provo, UT
Brigham Young 801.422.8036
University; 6/1/02 jbons@byu.edu

03-01-SR105; Scott Sanders Madison, WI
University of 608.262.3540
Wisconsin; 7/1/03 sanders@engr.wisc.edu

03-01-SR106; Kang Lee Cleveland, OH
Cleveland State 216.433.5634
University; 7/1/03 kang.n.lee@lerc.nasa.qgov

03-01-SR107; Nitin Padture Storrs, CT
University of 860.486.4206
Connecticut; 7/1/03 nitin.padture @uconn.edu

03-01-SR108; John Wagner Clemson, SC
Clemson University; 864.656.7376
7/1/03 jwagner@clemson.edu
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AHT: "Turbine Surface Degradation With
Service and Its Effects on Performance."
Establish the groundwork for a model to
assess the effect of turbine service time on
engine performance degradation due to
factors such as erosion, deposition and
coating spallation from airfoils.

ISL/SYN: "Advanced Optical Sensor for
Monitoring and Control of Multiple Gas and
Turbine Blade Properties", Evaluate the
potential of fiber optic sensors for monitoring
and active control input for gas turbines.
Sensed parameters include strain and
temperature of gas turbine components and
gas temperature and composition. Directly
contributes to the advancement of SGH
turbines through monitoring capabilities for
measuring water vapor and alkalis, in
addition to gas and surface temperatures.

M/SYN: "Spectroscopic In-Situ Non-
Destructive Evaluation to Monitor the Health
of Thermal Barrier Coatings”, Evaluate an
approach based on optically monitoring
turbine exhaust composition for detection of
thermal barrier coating degradation and
impending failure. Directly contributes to the
development of SGH turbines because
premature spallation of TBC has been an
issue in current coal IGCC plants.

M/SYN: "Superior Thermal Barrier Coatings
for Industrial Gas turbines Using a Novel
Solution Plasma Spray", Evaluate a new
Solution Plasma Spray (SPS) process to
produce improved thermal barrier coatings.
At representative syngas turbine conditions,
determine the hot corrosion performance of
SPS TBCs compared to conventional TBCs.
Directly contributes to the advancement of
SGH turbines by producing thicker TBC to
improve component protection for increased
temperature SGH turbines and evaluating
the corrosion resistance of the unique SPS
microstructure.

ISL/SYN: "An Advanced Diagnostic and
Prognostic System for Gas Turbine
Generator Sets with experimental
Validation", Develop a real-time conditioning
monitoring and prediction program for gas
turbine engines to diagnose and predict
short term health and readiness. Use
behavior models, sensor fusion strategies,
neural networks, and extensive statistical



analyses in the program along with a
prognostic model to predict onset of faults,
degraded operation, and to facilitate
maintenance scheduling. Indirectly
contributes to the advancement of SGH
turbines by improving turbine system
diagnostic and prognostic methods
concerning systems degradations for
operation with both conventional and SGH
fuels.

03-01-SR109; Domenic Santavicca University Park, PA C/SYN: "The Effects of Fuel distribution,

Pennsylvania State 814.863.1863
University; 7/1/03  das8@psu.edu

03-01-SR110; Karen Thole
Virginia Polytechnic 540.231.7192
Institute; 7/1/03 thole@vt.edu

03-01-SR111; Timothy Lieuwen

Georgia Institute of 404.894.3041
TeChnoIOgy, 7/1/03 tim.lieuwen@aerospace.gatech.edu

Blacksburg, VA

Atlanta, GA
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Velocity Distribution, and Fuel Composition
on Static and Dynamic Instabilities and
NOXx", Investigate the effects of fuel-air
profile and velocity profile on lean blowout,
combustion dynamics, and NOx emissions
under conditions representative of lean
premixed combustors operating with coal
syngas and natural gas. Directly contributes
to the advancement of SGH turbines by
addressing SGH fuel effects on combustor
performance.

AHT/SYN: "Improved Film Cooling
Performance for Turbine Vanes and
Endwalls with Realistic Surface Conditions",
Investigate the effects on airfoil cooling
performance of surface roughness and
cooling hole partial blockage, such as
caused by deposits in syngas turbines.
Evaluate cooling hole traverse slots to
improve cooling effectiveness and alleviate
effects of partial blockage of cooling holes by
deposits. Directly contributes to the
development of SGH turbines by evaluating
deposition effects on cooling related to SGH
fuels.

C/SYN: "Combustion Instability and Blowout
Characteristics of Fuel Flexible
Combustors", Use experiments and
analyses to improve understanding and
develop modeling capabilities for effects of
fuel variability on a combustor's static (lean
blowout) and dynamic stability
characteristics. Tests and analyses are
expected to use fuels and gas compositions
representative of coal syngas. Directly
contributes to the development of SGH
turbines by considering SGH fuel
composition effects on combustor stability.



03-01-SR112;
University of
California, Irvine;
7/1/03

03-01-SR113;
Texas A&M
University; 7/1/03

04-01-SR114;
University of Central
Florida; 8/1/04

04-01-SR115;
University of
Pittsburgh; 8/1/04

04-01-SR116;
University of
Pittsburgh; 8/1/04

Scott Samuelsen Irvine, CA

949.824.5468
gss@uci.edu

J. C. Han
979.845.3738

jchan@mengr.tamu.edu

E. Petersen, Orlando, FL

407.823.6123

Petersen@mail.ucf.edu

M. Chyu
412.624.9783
mkchyu@enagr.pitt.edu

Pittsburgh, PA

F. S. Pettit

412.624.9730
pettit@engrng.pitt.edu

Pittsburgh, PA
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College Station, TX

C/SYN: "Correlation of Ignition Delay with
IGCC Type Fuels", Using simulated coal
synfuels, conduct ignition delay experiments
to identify design rules for avoiding
autoignition in lean premixed combustion
systems. Directly contributes to the
development of SGH turbines by evaluating
SGH fuel effects on combustor flashback
and autoignition.

AHT: "Heat Transfer from Rotating Blade
Platforms With and Without Film Cooling",
Obtain experimental data and numerical
predictions to enable turbine designers to
improve the cooling efficiency of rotating
blades and thereby increase turbine power
and efficiency. Indirectly contributes to the
development of SGH turbines by developing
information for the cooling design of
increased temperature turbines planned for
SGH fuels.

C: "Combustion Characterization and
Modeling of Fuel Blends for Power
Generation Gas Turbines", Measure
combustion characteristics (flame speed,
autoignition, kinetics, NOx) over a wide
range of fuel compositions and conditions
representative of syngas turbines. Directly
contributes to the development of SGH
turbines by exploring fuel variability effects
related to SGH fuels.

AHT: "Effects of Coating Blockage and
Deposits on Film Cooling effectiveness and
Heat Transfer”, Experiments and
computations to explore transport processes
and effects on cooling performance
associated with film cooling hole blockage
and surface deposits. Directly contributes to
the development of SGH turbines by
evaluating deposition effects on cooling
related to SGH fuels.

M: "Investigation of Materials Performance in
High Moisture Environments Including
Corrosive Contaminants Typical of Those
Arising by Using Alternate Fuels in Gas
Turbines", Experiments and data analyses to
develop a fundamental understanding of
corrosion of typical turbine alloys and
coatings due to deposits and moisture
environments under conditions
representative of operation with alternate
fuels. Directly contributes to development of
SGH turbines by evaluating effects on



05-01-SR117;
Penn State
University; 8/1/05

Robert Santoro
814.863.1285

ris2@psu.edu

05-01-SR118; Yongho Sohn
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Hydrogen (SGH) Fuels", Experiments to
characterize the autoignition of syngas and
hydrogen (SGH) fuels at high pressures and
temperatures typical of lean premixed gas
turbine engine conditions. Autoignition delay
times determined in the first two years for
CO/H2 mixtures representing syngas
(CO+3H2) to pure hydrogen (H2). For the
third year, autoignition characteristics of
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turbines by evaluating combustion
characteristics for SGH compositions and
conditions.

M: "Degradation of Thermal Barrier Coatings
with Syngas Combustion", Advanced
microstructural analyses techniques (such
as advanced electron microscopy) used for
the first time to evaluate degradation
mechanisms of TBCs under SGH conditions.
Directly contributes to the development of
SGH turbines by evaluating turbine materials
in realistic syngas combustion environments
produced at test facility located at the
Dakota Gasification Company site.

AHT: "Aero Losses, Heat Transfer,
Discharge Coefficients for Different Vane
Trailing Edge Configurations for Syn Gas
Fired Turbines", Performance characteristics
of five different approaches for cooling
trailing edges of turbine airfoils
experimentally evaluated in this project.
Directly contributes to the development of
SGH turbines through experiments that
include representation of the effects of airfoil
surface roughness caused by deposition in
syngas turbines.

AHT: "Deposition of Alternative (Syngas)
Fuels on Turbine Blades with Film Cooling",
A natural gas combustion stream seeded
with coal and biomass products of
combustion particulate and accelerated to
turbine flow velocities in a simulator where
specimens of turbine materials are exposed.
Phase 1 of the project explores the
possibility of increased cooling of specimens
(and turbine surfaces) to mitigate deposition.
Phase 2 evaluates the influence of deposit
formation on film cooling. Directly contributes
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to the development of SGH turbines by
evaluating deposition issues for ash bearing
fuels such as SGH fuels.

C: "Fundamental Studies in Syngas
Premixed Combustion Dynamics", Data on
flammability limits, stability characteristics,
laminar and turbulent flame propagation,
flame anchoring mechanisms, burning
conditions, and syngas composition are
collected experimentally and synthesized
into models. Directly contributes to the
development of SGH turbines by
experimentally evaluating the fundamental
characteristics of syngas combustion over a
wide range of conditions representative of
SGH turbines.
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1. ABSTRACT

This program investigates the causes and active control of combustion driven oscillations in low emissions
gas turbines. These oscillations are a critical problem encountered in the development of new systems and the
availability and maintainability of fielded systems. This document is the final report under this contract . During
the duration of the contract, substantial progress has been made in improving the understanding of the dynamics of
unstable combustors. Both experimental and theoretical efforts have been pursued and completed over the period of
the contract.

This report describes all of the experimental and theoretical work undertaken during the last 3-1/2 years.
Specifically, this report describes experimental studies which investigated the mechanisms responsible for saturation
of the flame transfer function and therefore control the limit cycle amplitude of unstable gas turbine combustors. In
addition, theoretical studies were performed to investigate nonlinear flame response behavior. Significantly, these
studies were able to capture and explain many phenomenon observed in experiments.

Furthermore, experiments on unstable combustors including open loop active control studies and nonlinear
frequency interaction investigations were performed to improve the understanding of the underlying physics which

control combustion instabilities.
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4. EXECUTIVE SUMMARY

Under the High Efficiency Engines and Turbines-University Turbine Research (HEET-UTSR) program,
Georgia Institute of Technology is investigating the mechanisms and control of detrimental oscillations in gas
turbine combustors. This program consists of two main tasks. The first task is investigating the dynamics of
uncontrolled combustors. These results are improving capabilities to predict the occurrence and amplitudes of
instabilities. The second task is investigating active control of combustion dynamics. This work is developing
methods for suppressing these instabilities in the highly turbulent, harsh combustor environment and improving
understanding of the factors that effect active control authority. Currently, combustion dynamics severely reduce
the reliability and availability of gas turbines by damaging parts and substantially reducing time between overhauls,
both of which ultimately affect the consumer by increasing the cost of electricity.

This program investigates the causes and active control of combustion driven oscillations in low emissions
gas turbines. These oscillations are a critical problem encountered in the development of new systems and the
availability and maintainability of fielded systems. This document is the final report under this contract . During
the duration of the contract, substantial progress has been made in improving the understanding of the dynamics of
unstable combustors. Both experimental and theoretical efforts have been pursued and completed over the period of
the contract.

This report describes all of the experimental and theoretical work undertaken during the last 3-1/2 years.
Specifically, this report describes experimental studies which investigated the mechanisms responsible for saturation
of the flame transfer function and therefore control the limit cycle amplitude of unstable gas turbine combustors. In
addition, theoretical studies utilizing one possible mechanism were performed to investigate nonlinear flame
response behavior.

Furthermore, experiments on unstable combustors including active control studies and nonlinear frequency
interaction investigations were performed to improve the understanding of the underlying physics which control
combustion instabilities.

Interactions with industrial partners was also a priority during this contract. We have initiated a program
with an OEM to incorporate and validate the modeling work performed under this program into their in-house

prediction codes. We also maintain regular discussions with combustion engineers at many of the OEM’s.
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5.  PROJECT DESCRIPTION

Under the High Efficiency Engines and Turbines-University Turbine Research (HEET-UTSR) program,
Georgia Institute of Technology is investigating the mechanisms and control of detrimental oscillations in gas
turbine combustors. This program consists of two main tasks. The first task is investigating the dynamics of
uncontrolled combustors. These results are improving capabilities to predict the occurrence and amplitudes of
instabilities. The second task is investigating active control of combustion dynamics. This work is developing
methods for suppressing these instabilities in the highly turbulent, harsh combustor environment and improving
understanding of the factors that effect active control authority.

Currently, combustion dynamics severely reduces the reliability and availability of gas turbines by
damaging parts and substantially reducing time between overhauls, both of which ultimately affect the consumer by
increasing the cost of electricity. This work will result in improved understanding of the processes that cause these
oscillations and strategies to eliminate them. Successful completion of this project will benefit the gas turbine and
energy industry in several ways. First, through its improvement of turbine reliability and availability, it will reduce
maintenance needs and costly downtime. In addition, it will broaden the operating envelope of gas turbines, so that
they will be able to operate at higher power as well as at idle without worry of damaging oscillations. For example,
many fielded turbines are not able to operate at full power because of the enormous dynamics problems encountered
there. Elimination of the dynamics problem will allow them to increase their maximum power, thereby improving

their capabilities to respond to peak power demands.
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6. NONLINEAR FLAME TRANSFER FUNCTION
CHARACTERISTICS

This section describes an experimental investigation of the relationship between flow disturbances and heat
release oscillations in a lean, premixed combustor. This work is motivated by the fact that combustion instabilities
continue to be one of the most serious issues hindering the development and operation of industrial gas turbines'™.
These instabilities generally occur when the unsteady combustion process couples with one or more of the natural
acoustic modes of the combustion chamber, resulting in self-excited oscillations. These oscillations adversely affect
engine performance and emissions, and can be destructive to engine hardware.

Our focus here is on the amplitude response of the heat release at some frequency, f, to a harmonic
disturbance of amplitude, A4, at that same frequency. The heat release response, H(A), generally exhibits a linear
dependence upon the disturbance amplitude at small values of A. At high amplitudes, however, they are related
nonlinearly. This is significant because the dynamics of an unstable combustor are controlled by both linear and
nonlinear processes. This can be seen from Figure 1, which plots the amplitude dependence of hypothetical driving,
H(A4), and damping, D(4), processes. Note that the disturbance amplitude stays the same, decreases, or increases
depending upon whether H(A)=D(4), H(A)<D(4), or H(A)>D(A), respectively. Linear combustor processes
generally control the balance between driving and damping processes at low amplitudes of oscillation, H(4)-D(4),
and, thus, determine the frequency and growth rate, A~e™, of inherent disturbances in the combustor. Note that the
initial growth rate of the instability, a, is proportional to the difference between the driving and damping processes
in the linear regime. Nonlinear combustor processes control the finite amplitude dynamics of the oscillations. For
example, predicting the limit cycle amplitude of self-excited oscillations requires an understanding of the nonlinear
characteristics of H(4) and D(4). To illustrate, Figure 1 depicts a situation where H(A) saturates and D(4) remains
linear, so that the two curves cross at the limit cycle amplitude, Arc.

Understanding of a combustor’s linear dynamics is needed to predict the frequency and conditions under
which inherent disturbances in the combustor grow or decay. As a result of extensive work in this area, capabilities
for modeling the acoustics of the combustor system are reasonably well developed (e.g., see Refs. [*,°]). Also,
capabilities for modeling the interactions of flow and mixture disturbances with flames, needed to predict the
conditions under which instabilities occur, are improving rapidly”®. Much of this work is being transitioned to
industry and being incorporated into dynamics predictions codes. In fact, most gas turbine manufacturers have
reported model development efforts for predicting instability frequencies, mode shapes, and conditions of

occurrence’ .
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H(A4 )>D(4)—— H(4 )<D(4)

A Aqc

Figure 1: Qualitative description of the dependence of acoustic driving, H(4), and damping, D(A4),
processes upon amplitude of oscillation, A4

As noted above, understanding of a combustor’s linear dynamics is not sufficient to describe the finite
amplitude dynamics of self-excited oscillations; e.g., for predicting the limit cycle amplitude. The need to predict
instability amplitudes and observations of “triggered” instabilities in rockets that were linearly stable motivated past
workers to consider these nonlinear effects; e.g., see Refs. [5, '*-'*]. Much of this work focuses on the role of
nonlinear gas dynamics in combustors, however. As such, it is likely more relevant to instabilities in combustion
systems where fluctuating pressure amplitudes achieve significant percentages of the mean (e.g., p’/p, ~20-50%,
such as is observed in rockets), than lean premixed gas turbine combustors where reported instability pressure

amplitudes are typically on the order of 1-5% of the mean pressure™ "°.

Recent studies'™®

suggest that acoustic processes essentially remain in the linear regime, even under limit
cycle operation, and that it is the nonlinear relationship between flow and heat release oscillations that causes
saturation of the instability amplitude. As such, the flame’s nonlinear response to harmonic disturbances may play a
critical role in the overall dynamics of an unstable combustor. For example, Dowling'® introduced a
phenomenological model for the finite amplitude response of a flame to velocity perturbations. The model is
dynamic in nature, but the essential nonlinearity consists of a quasi-steady relation between flow velocity and heat
release rate. It assumes a linear relation between the heat release, O, and velocity perturbation when the total
velocity (u(t) = u,+ u’(t)) lies between 0 and 2u,. When u(2)<0, the heat release goes to zero and when it is greater
than 2u, it saturates at 2Q,. Thus, the essential mechanism of nonlinearity lies in the fact that the lowest amplitude
of heat release oscillation cannot indefinitely decrease with perturbation amplitude because it cannot achieve
negative values. A similar mechanism was proposed in an experimental study of Poinsot ez al.'’. In another study,
Dowling®® introduced a nonlinear boundary condition at the flame anchoring point. She assumed that the
instantaneous flame anchoring point was fixed when the total gas velocity exceeded the flame speed. When the gas
velocity fell below the flame speed, the former condition was replaced by one that allowed the flame to propagate

upstream. Peracchio & Proscia'” developed a quasi-steady nonlinear model to describe the response of the flame to
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equivalence ratio perturbations. They assumed the following relationship for the response of the instantaneous

mixture composition leaving the nozzle exit to velocity perturbations:

¢

H=73 fu'(t)/ i

(1

where £ is a constant with a value near unity. They also utilized a nonlinear relationship relating the heat release per
unit mass of mixture to the instantaneous equivalence ratio. Wu et al.'® developed a more general asymptotic
analysis which focuses on the nonlinear interaction/coupling among acoustic, vortical, and Darrieus-Landau
instability modes at the flame. This theory is found to agree well with the experimental work presented in Searby*'.

Several of the above analyses suggest that the ratio of fluctuating and mean velocity, u /u,, is an important
non-dimensional parameter that controls the amplitude of the limit cycle oscillations through its effect upon the
nonlinear relationship between flow disturbances and heat release oscillations. A similar conclusion was reached
empirically in an experimental study of Lieuwen', who found that combustion instability amplitudes had a strong
dependence upon a mean combustor velocity scale, u,,.

In an effort to understand the mechanisms controlling the growth rates and limit cycle amplitudes of
combustion instabilities, the response of the flame under external forcing of the flow field has been analyzed by

[2-%]). Kiilsheimer & Biichner”® measured the effect of driving frequency and

several researchers (e.g., see Refs.
amplitude on premixed swirled and unswirled flames. They characterized the conditions under which large-scale
coherent ring-vortex structure were evident, a key mechanism for self-excited oscillations, as well as the resulting
flame response, on driving amplitude and frequency. They found that vortex formation occurred at lower driving
amplitudes as the driving frequency was increased. Furthermore, the peak flame response in swirl flames shifted to
higher frequencies for larger flow perturbations. No explicit characterization of the nonlinear interaction between
the flame’s heat release and the flow perturbations were reported, however.

The potentially significant nonlinear relationship between acoustic perturbations and heat release
perturbations suggested by the theoretical studies above, are also supported by recent measurements of Lieuwen &
Neumeier”, Lee & Santavicca®, and Balachandran et al.’® who characterized the pressure-heat release relationship
as a function of oscillation amplitude. The former study found that this relationship was linear for pressure
amplitudes below about 1% of the mean pressure. At higher forcing levels, they found that the heat release
oscillation amplitude began to saturate. In contrast to the assumed model of Dowling'®, however, Licuwen &
Neumeier found saturation to occur at CH*’/CH*, values of ~25%, in contrast to the 100% value assumed in her
model. Data were only obtained at one operating condition and two driving frequencies, however, so the manner in
which these saturation characteristics depend upon operating conditions and frequency is unclear.

Durox et al.”” and Bourehla & Baillot™ appear to have performed the only systematic study characterizing
the response of a non-swirling flame to large amplitude perturbations. Their study was performed on a laminar
Bunsen flame and primarily focused on its qualitative characteristics. No measurements of the dependence of
unsteady heat release or chemiluminescence emissions were reported. They found that at low frequencies (f' < 200

Hz) and velocity amplitudes (u /u,<0.3), the flame front wrinkles symmetrically about the burner axis due to a
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convected wave traveling from the burner base to its tip. With increasing amplitude of low frequency velocity
perturbations, they found that the flame exhibited a variety of transient flame holding behavior, such as flashback,
asymmetric blowoff, and unsteady lifting and re-anchoring of the flame. In addition, they noted that its response
was asymmetric and disordered. Finally, at high frequencies and forcing amplitudes (u /u,>1), they found that the
flame tip collapses to a hemispherical shape.

As can be seen from the above review, there is a need for systematic measurements of the flame’s nonlinear
response to flow perturbations, i.e. saturation of the curve H(4) in Figure 1. Such characteristics must be understood
in order to, for example, predict instability amplitudes or model the transient response of a combustor to active
control. As such, we obtained measurements of the pressure/ velocity/ chemiluminescence amplitude and phase
relationships in a swirling flame over a range of driving amplitudes. These results were obtained by externally
driving oscillations in the combustor with varying amplitudes. Measurements were obtained at several driving

frequencies and fuel/air ratio.

Gas Turbine Combustor Simulator
The data presented in this paper were measured in a lean, premixed gas turbine combustor simulator,

shown in Figure 2, which has been previously described in Lieuwen e al.?®.

Tests were performed at a mean
pressure of 1.7 atmospheres and mean equivalence ratios ranging from 0.83 to 1.0. All tests were performed at a
total flow rate of 5.5 g/s which corresponds to a premixer velocity of 11.5 m/s. Inlet temperatures were kept

constant at room temperature.

Inlet Combustor  Exhaust
| Section Section Section Actuator
Pressure Transducer Pressure Transducer

Figure 2: Schematic of Georgia Tech lean, premixed combustor facility

The facility consists of inlet, combustor and exhaust sections. High-pressure natural gas and air are
supplied from building facilities, whose flow rates are measured with calibrated critical orifices. In order to ensure
that acoustic oscillations do not affect fuel/air mixing processes, the air and fuel are introduced upstream of a second

choke point, well upstream of the swirler. Thus, the equivalence ratio of the reactive mixture entering the flame is
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essentially constant. This was done because of the sensitivity of the flame chemiluminescence levels to both heat
release rate and equivalence ratio. If the equivalence ratio and heat release rate simultaneously vary, monitoring the
flame chemiluminescence alone would not be sufficient to infer information about heat release fluctuations*. Note
that the fuel/air mixing processes were not acoustically isolated in the previous study of Lieuwen & Neumeier™.

The fuel-air mixture enters the circular 4.75cm diameter, 60cm long inlet section and passes through a 45°
swirler prior to entering the combustor, see Figure 3. Combustion occurs in the 5x5x51cm square combustor
downstream of the conical flame holder, and the combustion products then flow through a circular 7.6cm diameter,
195¢cm long exhaust section before leaving the system. A separate high-pressure air stream cools the combustor
walls, and mixes with the combustion products in the exhaust section. The flow leaves the setup through an exhaust

nozzle.

Hot Film Probe Mounted

Perpendicular to the Flow
Pressure Transducer

Flame Holder

Quartz Window

NS

|
\
|
\
\
\
\
Cold Reactants é “ }
\
|
\
\
J

Harmonic
Disturbance

Quartz Window

Main Flow
Swirlers

Fuel injectors used for active control studies
(Not utilized in these experiments)

Figure 3: Detail of mixing and combustion section

Instrumentation

Pressure oscillations were measured with two Model 211B5 Kistler pressure transducers mounted in the
inlet section and combustor. These transducers are mounted 33.2 cm upstream and 5.1 cm downstream of the
conical flame holder, respectively. The latter transducer was flush mounted and water-cooled. The instantaneous
velocity was measured with a TSI model hot-film probe mounted 23 cm upstream of the swirler and oriented
perpendicular to the inlet flow in the radial center of the inlet pipe, as shown in Figure 3. The fluctuating velocity at
the premixer exit, used to define the flame transfer function, was determined by measuring the transfer function
between the velocity oscillations at the hot-wire location and the premixer exit in off-line experiments. This transfer

function was also calculated with a quasi-one dimensional analysis by discretizing the premixer domain into a series
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of regions characterized by their lengths and cross-sectional areas, and applying momentum and energy conservation
at the interfaces (see Ref. [6]). The swirler was modeled as a resistance that was determined from the flow velocity
and measured mean pressure drop. The model and measurements agreed very well over the 10-550 Hz frequency
range, except in transfer function magnitude in the vicinity of 80 and 420 Hz. At these frequencies, the transfer
function has large values (on the order of 5) and the model and measurements disagree by 100% in the peak
magnitude; however, they agree quite well in predicting the frequencies at which these occur. At all other
frequencies, the transfer function magnitude is essentially constant and equal to the cross sectional area ratio
between the two points, as expected from quasi-steady considerations. Because of the sensitive frequency
dependence of the velocity transfer function between the measurement location and premixer exit plane at 80 and
420 Hz, no nonlinear forced response studies were performed at these frequencies.

Global CH* and OH* chemiluminescence measurements were obtained with a photomultiplier tube (PMT)
fitted with 10 nm bandwidth filters centered at 430 and 310 nm, respectively. The PMT was installed downstream
of a quartz window at the rear end of the setup, see Figure 2. This arrangement permitted it to view the entire
combustion zone. The linearity of the PMT output was verified over the entire range of instantaneous light intensity
levels seen in these experiments. Data were obtained with a National Instruments DAQ controlled by Labview
software at a sampling rate of 10 kHz. A total of 16,384 data points were taken during each test.

Oscillations were driven in the combustor with an actuator developed at Georgia Tech for active
combustion control applications®. The actuator was mounted 5Sm downstream of the flame zone. It is capable of
driving oscillations over a frequency range of approximately 0-1500Hz. The actuator modulates a constant
secondary supply of air that is introduced near the combustor exit by periodically varying the degree of constriction
of a valve. Maximum amplitude of driving occurs when the flow passage is completely blocked for a portion of the
cycle and, thus, the actuator modulates 100% of the flow through the valve. The amplitude of forcing can be

controlled via the supply pressure of air to the actuator.

Forced Flame Characteristics

The basic experimental procedure consists of externally driving oscillations in the combustor with varying
amplitude at a fixed frequency or fixed amplitude at varying frequencies while obtaining simultaneous
measurements of pressure, velocity, and chemiluminescence. For all cases, the combustor was quite stable in the

absence of driving. The flame length ranged from 5-15cm between the equivalence ratios of 1.0-0.83, respectively.

Driving Effects on Average Flame and Coherence Characteristics

In addition to exciting oscillations, the imposed driving altered the mean flame characteristics, similar to
prior observations (e.g., see Ref. [*]). With increased driving levels, the flame’s time-averaged length increased by
up to 100%. In addition, its global intensity generally decreased very slightly, but not always in a monotonic
manner. Typical results are shown in Figure 4. In general, OH* and CH* levels were found to exhibit similar

dependence upon disturbance amplitude.
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Figure 4: Dependence of mean CH* and OH* signals upon velocity oscillation amplitude (fgiv. =280

Hz, & = 0.95)

In order to obtain accurate transfer function data, it is important to have good coherence between the
pressure, velocity and chemiluminescence oscillations at the frequency of interest. This was always achieved except
at the lowest driving amplitudes; typical coherence values were greater than 0.95. The effect of nonlinearities is to
also decrease the coherence value, so we would not expect perfect coherence values, even if the input-output
variables were perfectly correlated.

The amplitudes of the oscillations were determined by integrating the area under the power spectrum in the

vicinity of the driving frequency. The RMS levels of the oscillations were determined from these values via

Parseval’s relation and then multiplied by V2 to obtain the fluctuating amplitude. This procedure is equivalent to
determining the fluctuating amplitude after bandpass filtering the signal about the driving frequency. The phases of

the fluctuating parameters were determined from their Fourier transforms at the driving frequency.

Linear Flame Response
Baseline measurements of the linear flame response were obtained by driving oscillations at low
amplitudes over the 10-550 Hz frequency range. The amplitude of the velocity-CH* transfer function is plotted in

Figure 5(a). The uncertainties were determined using formulae from Ref. .
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Figure 5: Dependence of (a) linear velocity-CH* transfer function and (b) velocity-CH* phase angle

upon driving frequency

This transfer function apparently has local maxima at 90 and 240 Hz and monotonically decays in the 250-
400 Hz region. Similar peaks at intermediate frequencies were reported experimentally by Kiilsheimer and
Biichner”. The corresponding phase of the transfer function is plotted in Figure 5(b). The phase results exhibit a
linear increase with frequency up to approximately 400 Hz. This phase dependence suggests a roughly constant
time delay relationship between the pressure/velocity and chemiluminescence; i.e., CH*(t)~u’(t-t). This time delay
can be estimated from the slope of this phase dependence to yield a value of approximately 3.5 ms. For reference,
the time required for a disturbance to convect the length of the approximately 8 cm flame at the premixer exit
velocity is Ta.me~ 7 ms. This linear phase dependence ceases at frequencies above 400 Hz as the phase dips then
rises again. Recall, however, that the transfer function between the velocity oscillations at the measurement point
and flame base changes rapidly in the vicinity of 80 and 420 Hz. Thus the results at these frequencies should be
interpreted with caution.

It is interesting to note the similarities between these gain and phase results and the measured and predicted
transfer functions reported by Schuller et al.**. This is interesting because they obtained their results for a laminar
flame while our data are obtained from a swirling, turbulent flame. Apparently, the average “V” shapes of the two
flames are the primary thing they have in common. This observation indicates that the theoretical result used to

describe laminar flame dynamics can be fit to our data very satisfactorily.

Nonlinear Flame Response

Next, we consider the amplitude dependence of this transfer function. For brevity, only velocity results are
presented since the pressure-velocity relationship is linear over the entire driving amplitude range, e.g., see Figure 6.
Therefore, the p’-CH* transfer function has an identical form (although the results are “cleaner” due to the larger p’-
CH?* coherence values). Figure 7(a) presents typical results showing the dependence of the normalized CH* and

OH* chemiluminescence amplitudes upon the normalized velocity amplitudes over a range of driving amplitudes.
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The departure of this transfer function from linearity is illustrated by comparing the data with the solid line that is
drawn in (the reason for the gap in the data is discussed in the “Nonlinear Heat Release-Linear Acoustics
Interaction” section). Note also in Figure 6 and Figure 7 that the normalized amplitudes of the pressure and velocity
oscillations at the point where nonlinear effects become obvious are roughly 3% and 30% while the normalized
chemiluminescence is approximately 40%.  These relatively low pressure fluctuations and significant
chemiluminescence oscillations are consistent with speculations that heat release nonlinearities, as opposed to gas
dynamic ones, control the nonlinear dynamics of premixed combustion systems. It should be pointed out that these
pressure amplitudes where nonlinearities in the p’-CH* relationship are observed (p’/p,~2-3%) are of similar
magnitude as typical instability amplitudes (p’/p,~0.5-2%) which were measured in other tests on this combustor®.
Also, the amplitude of the normalized CH* oscillations are on the order of 30-40% of the mean, consistent with

. . 2.
previous experiments .

d/d

Figure 6: Dependence of CH* chemiluminescence and pressure oscillation amplitude on velocity

fluctuation amplitude (f,iv. = 280 Hz, ¢= 0.95).
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Figure 7: Dependence of CH* and OH* chemiluminescence (a) amplitude and (b) phase angle on
velocity oscillation amplitude. Chemiluminescence saturation occurs in (a) at u’/u, > 0.25. Uncertainty in

phase angle for u’/u, < 0.05, A® ~ 30°; for u’/u, > 0.05, A® ~ 2°. (f4,iv. = 283 Hz)

Figure 7(b) presents the phase relationship between the velocity oscillations and the normalized
chemiluminescence. The figures indicate that the phase angle has a complex dependence on the amplitude of
oscillations. It increases monotonically by about 40 degrees from 0.05 <u’/u, <0.15. At larger disturbance
amplitude, the phase decreases somewhat, then levels off. Note that the phase exhibits amplitude dependence at
disturbance levels significantly lower than the gain. It is likely that the monotonic phase increase in the 0.05 <u’/u,
<0.15 region is due to the lengthening of the flame with increased disturbance amplitudes. Due to the strong

similarity in both the CH* and OH* results, only CH* results are presented in the remainder of the paper.

Equivalence Ratio Dependence

Figure 8(a) presents the dependence of CH** upon u’ for equivalence ratios ranging from 0.83 to 0.90. It is
important to note that the maximum driving amplitude point is not due to actuator limitations, but flame blowoff. It
is clearly seen that the slope in the linear regime as well as the CH* saturation amplitude decreases as the
equivalence ratio is decreased. The results also show that the blowoff velocity oscillation amplitude for the majority
of tests is approximately constant except for the leanest case investigated, ¢ = 0.83. This result clearly shows that
the saturation amplitude is a function of the equivalence ratio. For equivalence ratios between 0.87 and 0.9, the
velocity-CH* relationship is highly nonlinear while the richest ($=0.95, not shown) and leanest cases investigated
show little nonlinearity, presumably because blowoff occurs before saturation. Figure 8(b) presents the
corresponding phase relationship between u” and CH*’. In most cases, the phase angle initially increases to a

maximum and then decreases or stays roughly constant with increase in velocity oscillation amplitude.
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Figure 8: Dependence of (a) CH* chemiluminescence amplitude and (b) velocity-CH*
chemiluminescence phase angle on amplitude of velocity oscillations at several equivalence ratios.
Uncertainty in phase angle for u’/u, < 0.05, A8 ~ 30°; for u’/u, > 0.05, A0 ~ 2°. (f3,iv. = 300 Hz)

Driving Frequency Effects

In addition to varying the equivalence ratio, the effect of driving frequency between 260 and 320 Hz was
extensively analyzed. This range was chosen because of the high quality data that could be obtained at these
frequencies due to the large flame response, see Figure 5 and its proximity to a 310 Hz combustor resonance
(discussed further below). Figure 9 presents the dependence of the CH* amplitude and phase upon u’/u, over the
260 to 320 Hz frequency range. Note that the slopes of these curves in the linear region are equal to the transfer
function values plotted in Figure 5. Nonlinearities in the CH*-u’ gain relationship are prominent in the 280 and 290
Hz driving cases, while the transfer function is substantially more linear at the other frequencies. The near linearity
of the transfer function in some cases all the way to flame blowoff strongly suggest that nonlinearity is not due to
flame holding; if flame holding were a key nonlinear mechanism, one would expect the transfer function at all
frequencies and equivalence ratios to become nonlinear near the blowoff point. The normalized CH* fluctuations at
the point where nonlinearity is evident have similar values for 280 and 290 Hz, but the corresponding velocity
amplitudes appear to vary slightly with driving frequency. Figure 9(b) shows that the phase exhibits similar
amplitude dependence as in the equivalence ratio results. Again, note that nonlinearity is evident in the phase

behavior at very low amplitudes, e.g., u’/u,~ 0.05, where the gain is still very linear.
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Figure 9: Dependence of CH* chemiluminescence (a) amplitude and (b) phase upon velocity
amplitude at several driving frequencies. Uncertainty in phase angle for u’/u, < 0.05, A6 ~ 30°; for u’/u, >
0.05, AB ~2°. (¢ =0.95)

Harmonic and Subharmonic Characteristics

In addition to characterizing the dependence of the flame transfer function on the fundamental driving
frequency, extensive analysis of the higher and sub-harmonics of the dynamic signals was performed. Prior studies
suggest that such data are needed to obtain a comprehensive understanding of the nonlinear combustion process.
For example, it is well established from forced response studies in various mixing layers, jets, and wakes that such
understanding is key to the system’s nonlinear dynamics (e.g., see Ref. [*]). These amplitudes are substantially
smaller than those of the fundamental, however, resulting in reduced coherence between the fundamental and first
harmonic, Yi—sj-+ As such, only a single subharmonic and harmonic of the chemiluminescence signal (CH*’ t—¢grive2
and CH*’gygyrive) could be accurately quantified. The first subharmonic as well as the first and second harmonics of
the pressure signal could be quantified due to much higher coherence values. While the presence of higher
harmonics in the data could be either to actuator or combustion process nonlinearities, analysis of our data indicates
that the dominant source of harmonic generation can be attributed to the nonlinear combustion process.

First harmonic characteristics of the CH* oscillations are presented in Figure 10 for two equivalence ratios,
¢ =10.95 and ¢ = 0.90 at a driving frequency of 300 Hz. These two cases present examples where the flame transfer
function remained linear throughout the range of disturbance amplitudes as well as where the flame transfer function
saturated at large amplitudes of velocity oscillations. Figure 10 illustrates that the first harmonic behavior can
change markedly between linear and nonlinear cases. For the linear case, ¢ = 0.95, the first harmonic of the
chemiluminescence exhibits a quadratic behavior on the fundamental throughout. This result is indicative of the
other cases where the transfer function remains linear. For nonlinear cases, however, the functional relationship
between the first harmonic and the fundamental changes. At low disturbance amplitudes, the general quadratic
behavior is followed for ¢ = 0.90. At forcing amplitudes above the saturation point of the fundamental, however,
the first harmonic has been found to exhibit a variety of behaviors. For ¢ = 0.90, the first harmonic deviates from

the quadratic dependence, by increasing much more rapidly. In other cases, the first harmonic increases more
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slowly than the quadratic dependence, such as can be seen in the pressure in Figure 11. The quadratic dependence

between the fundamental and first harmonic is more clearly evident in the pressure data which has a much higher

signal to noise ratio. We have also found that the amplitude of the second harmonic of the pressure (due to its

higher coherence values) is essentially proportional to the third power of the fundamental, as might be expected, see

Figure 11. Figure 12 presents the phase angle between the CH* chemiluminescence fundamental and first

harmonic. While the overall phase dependence upon disturbance amplitude is approximately linear at each driving

frequency, the amplitude dependence

of the phase angle slope switches signs between 290 and 300 Hz.

Furthermore, there is substantial amplitude dependence of this phase angle, as it changes by over 800 degrees.
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Figure 10: Dependence of CH* 1st harmonic on the square of CH* fundamental at two equivalence

ratios (fgive = 300 Hz)
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Figure 11: Dependence of pressure harmonic amplitude on velocity oscillation amplitude (five = 290
Hz, ¢ = 0.95). Quadratic trend indicated by the solid line, cubic trend indicated by dashed line.
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Figure 12: Dependence of CH* chemiluminescence fundamental-1st harmonic phase angle on
velocity oscillation amplitude at several driving frequencies (¢ = 0.95). Uncertainty in phase angle for u’/u, <
0.05, A6 ~ 30°; for u’/u, > 0.05, A6 ~ 3°.

Consider next the CH* subharmonic characteristics; i.e. CH*gyiy¢0. In contrast to the higher harmonic
characteristics, the subharmonic amplitudes do not exhibit a power law dependence upon the fundamental at low or
high disturbance amplitudes. Its amplitude jumps up, however, in the vicinity of the point where the fundamental
saturates, as shown in Figure 13. Figure 13 illustrates the dependence of the CH* chemiluminescence subharmonic
on the amplitude of velocity oscillations for one case where the flame transfer function saturates, 280 Hz. In
addition to the subharmonic, this figure also illustrates the gain of the flame transfer function over the entire range of

disturbance amplitudes.

Figure 13: Dependence of CH* subharmonic and transfer function gain on velocity oscillation
amplitude (fy,4,,=280 Hz, ¢ = 0.95)

For this case, the subharmonic amplitudes are very low and incoherent with respect to the fundamental
when the corresponding transfer function is in the linear regime (u’/u, < 0.2). Coherence values around 0.6-0.7 for
these low values will create uncertainties which are as large as or larger than the values themselves. As the transfer

function approaches the saturation point (approximately, u’/u, ~ 0.2 for the case illustrated), the subharmonic
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exhibits a sharp increase in amplitude. At this point, the coherence between the subharmonic and fundamental has
values of ~ 0.99. Corresponding plots of the velocity and pressure subharmonics show no such increase and remain
incoherent. After this sharp increase, the subharmonic amplitude decreases sharply and is again quite incoherent
with the fundamental. This discontinuous dependence of the subharmonic on the fundamental is exhibited for all
cases where saturation of the transfer function occurs. It should be noted, however, that the presence of
subharmonic oscillations does not always accompany saturation. There were some cases where a peak in the CH*
subharmonic occurred when the flame transfer function remained linear. This peak in the chemiluminescence
subharmonic was accompanied by similar peaks in the velocity and pressure subharmonics, in contrast to the cases
described above.

The subharmonic’s dependence upon amplitude is very similar to the measurements of Bourchla and
Baillot” in a laminar, Bunsen flame. At intermediate forcing amplitudes, they observed, in some cases, a
subharmonic flame response. Analysis of this response showed that the subharmonic amplitude increased and the
fundamental amplitude decreased as one went downstream from the burner lip. That is, the flame base responded
more to the fundamental frequency and the flame tip responded more to the subharmonic. In all cases, the
subharmonic response disappeared at the highest forcing amplitudes, and the flame exhibited the hemispherical
behavior noted earlier. This phenomenon appears to be manifestation of the so-called “parametric instability”,
where pulsating cellular structures appear on the flame, which oscillate at half the instability frequency®*’.
Analogous to Bourehla and Baillot’s result, these studies in nominally flat flames found the subharmonic response
only at intermediate amplitudes; at very high amplitudes the flame response was highly chaotic and disordered.

This instability is produced by the unsteady acceleration of the flame front by the velocity field, which
separates two regions of differing densities, coupling with the three-dimensional flame dynamics. With increased
amplitudes, the structures lose their well-defined nature and break up into disordered, turbulent wrinkles. This
period doubling was recognized by Markstein®® as indicative of a parametrically pumped oscillator that can be

described by an equation of the form:

2
A2 Er) g &r) e os(an)blk) =0 @
dt dt

where 4, B, C are coefficients defined by Markstein, k is the wave number of the perturbation, and @ is the
frequency of the imposed oscillations. The damping coefficient, B, is always positive, but the coefficient C, is
negative if the nominal planar flame front is unstable. Such an equation has the well known property that sub-
harmonic oscillations (i.e., @/2) are excited for large enough disturbance amplitudes, C;.

This is the first observation, to the authors’ knowledge, of the presence of the parametric instability in a
swirl-stabilized turbulent flame. Vaezi and Aldredge’” have performed the only experimental work analyzing the
parametric instability during turbulent flame propagation. They found substantial enhancement of axial and
circumferential velocity fluctuations as a result of the parametric instability was found for all levels of pre-ignition

turbulence. Also, the magnitude of amplification decreased with increasing Reynolds number. In our experiments,
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the Reynolds number defined by the premixer exit diameter was substantially larger than those investigated by
Vaezi & Aldredge’’. Analogous to their results, no sudden visible changes in the flame position, length, or shape
were noted before saturation of the transfer function occurred which indicate that turbulent flame speed
enhancement was minimal. However, it appears highly probable that nonlinear interactions between the flow
forcing and parametric instability (possibly through its impact on the fluctuating flame position) are responsible for
saturation of the flame response. This is evidenced by the fact that 1) the jump in subharmonic amplitude occurs at
essentially the same value as that at which saturation occurs, and 2) subharmonic oscillations are always present in

cases where saturation of the fundamental occur.

Atmospheric Swirl Stabilized Burner

INSTRUMENTATION AND EXPERIMENTAL FACILITY

This section describes the continuation of the nonlinear flame response experiments described in the
previous section. Instead of performing the experiments on the gas turbine combustor simulator (described in Figure
2), experiments were performed on an atmospheric, swirl-stabilized burner, schematically shown in Figure 14,
which can be operated up to 100 KW. All tests were performed at a fixed equivalence ratio of 0.8. Unlike the
previous test, we investigated more thoroughly the effect of driving frequency. In addition, we performed a
parametric study on the effect of Reynolds number on the nonlinear flame response. The flow rate regime
investigated ranged from Reynolds numbers of Rep=21,000-43,000 (based on premixer exit diameter) corresponding
to average premixer exit plane velocities of 22-44 m/s. Reactant inlet temperatures were kept constant at room
temperature.

Natural gas and air are supplied from building facilities, whose flow rates are measured with rotameters. In
order to ensure that acoustic oscillations do not affect fuel/air mixing processes, the air and fuel are introduced
upstream of a choke point. Thus, the equivalence ratio of the reactive mixture entering the flame is essentially
constant. This was done because of the sensitivity of the flame chemiluminescence levels to both heat release rate

and equivalence ratio [24].
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Figure 14. Schematic of swirl-stabilized combustor
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The mixture goes through the premixer, consisting of a 40° swirler and an annular passage, see Figure 15.
The flow expands into a cylindrical 70mm i.d. and 190 mm long quartz tube combustion chamber. Pressure
oscillations are measured with Model 211BS5 Kistler pressure transducers mounted downstream of the swirl vanes,
located 5.85cm and 7cm upstream of the flame holder, respectively. Velocity oscillations are calculated using the
two microphone method, outlined in, e.g. Ref. [°]. These results were checked with direct velocity measurements

using a hot-wire anemometer in cold-flow conditions.
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Figure 15. Schematic of burner premixer. All dimensions are in mm (not to scale).

The relative magnitude of the combustion heat release oscillations are obtained by measuring the global
CH* and OH* chemiluminescence with photomultipliers fitted with a 10 nm bandwidth filter centered at 430 nm
and 310 nm, respectively. The fiber optic is installed downstream of the flame zone at an angle such that it is
allowed to “view” the entire combustion zone. For the results presented in this paper, the normalized
chemiluminescence measured by the photomultipliers is nearly identical. Thus CH* chemiluminescence results will
be shown for the remainder of the paper. Oscillations are driven in the combustor by two loudspeakers mounted
into the 5.5 cm diameter inlet section.

In order to observe the flame, OH planar laser-induced fluorescence (PLIF) was utilized to obtain a two-
dimensional image of the flame. Figure 16 shows the layout of the laser diagnostic facility used in the present study.

The laser system consists of a cluster of an Nd:YAG laser, 1 dye laser, and high-resolution ICCD cameras. For OH
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PLIF, the frequency-doubled output from the dye laser was tuned near 281.4 nm to pump the R;(9) transition of the
A'x - X1 (1, 0) band. OH fluorescence integrated over a wavenumber range of 300-380 nm is captured by the
ICCD camera through both a WG-305 and UG-11 Schott glass filter. The OH PLIF intensity images were corrected

for background noise and also for beam profile inhomogeneities.

ICCD
camera
for PLIF

———— | Computer

R1(9) line : OH (1,0) Band Pulsed Nd:YAg YAG |\

Laser at 532nm

Tunable Dye Laser
SHG Output at 570 nm

Fuel/Air
Mixture

Figure 16. Schematic of laser setup for OH PLIF imaging

The laser imaging was phase locked with the driving signal input to the loudspeakers. The frequency of
image acquisition is limited by the frequency of the Nd:YAG laser which operates at 10 Hz. Therefore, since the
frequencies of interest in this study are much greater than this value, successive phase-locked images were actually
obtained several cycles apart from each other. Then, the flame response over a sequence of phase angles is
reconstructed over different phases and different cycles. The acoustic cycle was divided into 8 phases, with 200
images taken at each phase angle. The OH PLIF intensity images were corrected for background noise and also for

beam profile inhomogeneities. These images were then filtered with a 3 pixel width Gaussian filter.
RESULTS AND DISCUSSION

PARAMETRIC CHARACTERIZATION OF NONLINEAR FLAME TRANSFER FUNCTION

Results were obtained by externally driving oscillations in the combustor with varying amplitude at a fixed
frequency. Simultaneous measurements of pressure, velocity, and chemiluminescence were taken. For all cases, the
combustor was quite stable in the absence of driving.

A typical transfer function between simultaneously measured CH* chemiluminescence and velocity
oscillations is shown in Figure 17(a) at a Reynolds number of 21000 and equivalence ratio of 0.8. For low forcing
amplitudes, Figure 17 shows that the CH* chemiluminescence increases with perturbation amplitude in a linear
manner. At large velocity amplitudes, the CH* chemiluminescence saturates at values of CH*’/CH*, of ~0.45.
These velocity and CH* values where saturation occurs are consistent with the results in the previous section. This

result indicates that global extinction where oscillating heat release amplitudes reach 100% of the mean, proposed
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theoretically by Dowling [16], is not an important mechanism at this condition. Figure 17(b) presents the
corresponding u’-CH*’ phase relationship. The phase relationship exhibits a complex amplitude dependence on the
amplitude of velocity oscillations. The phase angle changes by nearly 50 degrees while the transfer function
remains linear. The sharp decrease in phase angle at u’/u, ~0.45 occurs after the CH*’/CH*, value saturates.

Figure 18(a) presents transfer function results for driving frequencies between 130-150 Hz at a Reynolds
number of 21000. Figure 18 illustrates that the transfer function at 130 Hz and 140 Hz remains linear up to
CH*’/CH*, values near 0.95 before saturating. Thus, the saturation amplitude here is substantially higher than that
in Figure 17, illustrating the substantial dependence of saturation amplitude upon flow conditions and disturbance
frequency. Note that the saturation amplitude here is quite close to 100%, suggesting a global extinction type
mechanism as proposed by Dowling [16]. Figure 18(b) presents the corresponding u’-CH** phase. Similar to the
comparison between the saturation amplitudes between the cases at 210 and 130 Hz, the phase angle shapes for
these two frequencies are also quite different. The phase angle at these frequencies exhibits significant amplitude
dependence at velocity oscillation amplitudes where the gain of the transfer function remains in the linear regime.
This effect is again consistent with the results in the previous section. The phase angle is seen to almost saturate as
well and remain relatively constant around 85-90 degrees over nearly 50% of the velocity amplitude range.

Both Figure 17 and Figure 18 illustrate typical shapes of transfer functions that have been observed
experimentally and proposed theoretically. For low velocity amplitudes, the corresponding heat release oscillations
increase linearly. At the largest velocity amplitudes, the heat release fluctuations saturate. However, more complex
amplitude dependencies were observed at other conditions. Figure 19 shows two such cases, obtained at 340 and
410 Hz, respectively. Both curves show that the CH* chemiluminescence increases linearly with increasing velocity
oscillation amplitudes at low values of driving. At 340 Hz, the CH* oscillation amplitude begins to saturate at
values around 0.65-0.7 of the mean value. However, instead of remaining nearly constant, with further increases in
excitation amplitude the response increases again. In a similar manner, for 410 Hz, Figure 19 shows that the transfer
function begins to saturate at a CH*’/CH*,value of 0.35. Similar to the 340 Hz case, the flame response begins to
increase again before saturating again at CH*’/CH*, value of nearly 0.6. This trend is similar to the experimental

results of Balachandran et al. for a bluff-body stabilized flame without swirl [26].

32



0.5
®
® } ® % XX
%X { ®
0.4} & 6
®
*®
(<)
E 0.3 x
i ®
i 0.2+
© *
0.1
o L L L
0 0.2 0.4 0.6 0.8
u/ u,

(@)

0. (degrees)

120

x® ¥ "
100} % ¥ x" >
. x :*‘:l‘
80+ %
60l *
x%
40 *
20+
0 I I I
0 0.2 0.4 0.6
u'luo

0.8
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Figure 18: Dependence of (a) CH* oscillation amplitude and (b) u’-CH*’ phase angle upon velocity
oscillation amplitude, ¢ = 0.80, Rep = 21000. CH* saturation amplitude ~ 0.98. Uncertainty in phase angle <
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Figure 19. Dependence of CH* oscillation amplitude upon amplitude of velocity oscillations for two
driving frequencies (Rep = 21000, ¢ = 0.80)

Even more complex behavior was observed at other conditions. Figure 20 presents the u’-CH*’ transfer
function for 160-180 Hz at a Reynolds number of 30000 and equivalence ratio = 0.8. For these three cases, after an
initial linear increase in heat release oscillations, there is a sharp decrease in these values, followed by an increase.
This sharp decrease in the gain of the transfer function is also manifested in the corresponding phase between the
velocity and chemiluminescence oscillations. Figure 20(b) shows the phase angle at fy;..= 170 Hz drops
considerably (over 100 degrees) between normalized velocity oscillation amplitudes of 0.1 and 0.2. After this drop,

the phase angle remains constant around 80 degrees, at similar values as the 130-150 Hz cases shown in Figure 18.
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Figure 20. (a) Dependence of CH* oscillation amplitude upon amplitude of velocity oscillations for
farive = 160-180 Hz. (b) Dependence of u’-CH*’ phase angle upon velocity oscillation amplitude for fy,. = 170

Hz. (Rey, = 30000, ¢ = 0.80).

Figure 21 presents the Fourier transform of the chemiluminescence and one pressure transducer for two
cases: at the local maximum in the transfer function and the local minimum in the transfer function (circled in Figure
20). Comparing the two chemiluminescence spectra, it is clear that the flame response shifts from the fundamental

frequency to the 1* harmonic with an increase in driving from 10% velocity oscillation to 20% velocity oscillation.
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The pressure FFT, on the other hand (and thus the velocity) always responds to the fundamental, however, and
increases with increased driving. Similar behavior has also been reported in bluff-body flames by Balachandran et

al.[26]. We are currently investigating the cause of this behavior to better understand the underlying mechanism.
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Figure 21. Fourier transforms of (a) pressure and (b) CH* chemiluminescence signals at local
maximum of transfer function (red) and local minimum of transfer function (green) for fy,. = 180 Hz (Rep =

30000, ¢ = 0.80).

One of the key conclusions we drew from this parametric study was that the flame response characteristics
are more varied and complex than a simple linear response regime followed by a saturation regime. However, one
of our goals for the study was to parameterize the dependence of saturation amplitude upon operating conditions,
frequencies, etc. In order to compile all the results into one graph, we determined the chemiluminescence amplitude
at which nonlinearity in the flame response becomes evident, see Figure 22. This amplitude was defined as the
point where the transfer function deviates from its linear value by more than 10-20%. The lower limit is set for
cases such as those in Figure 18, where saturation occurs at nearly 100% of the mean chemiluminescence value.
The upper limit is set for saturation/nonlinear behaviors that occur at values much less than 100% of the mean, e.g.,
Figure 19 and Figure 20. At the lowest flow rate, Figure 22 indicates that the saturation amplitude varies with
frequency by a factor of almost five. This frequency sensitivity is diminished at the higher flow rates. At the
highest Reynolds number, the saturation amplitude is nearly constant over the frequency range investigated.
Saturation at 100% chemiluminescence is only seen for the lowest flow rate. The results presented indicate that a
variety of behaviors can exist in a single combustor. We should emphasize, however, that determination of the
“amplitude at which nonlinearity becomes evident” is somewhat subjective. Thus, while these curves certainly have

the form shown here, they could vary in detail somewhat based upon the method of parameterizing nonlinearity.
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IMAGING OF FLAME UNDER LARGE AMPLITUDE FORCING

During this parametric study it was observed that the flame visibly changed in structure at the point where
the transfer function saturates when significant saturation occurred (e.g., fyive = 210 Hz and 410 Hz); however, this
was not necessarily the case in all situations (e.g., fgive = 130 Hz). High speed line of sight images of the flame
confirmed this observation as shown in Figure 23 which shows images of the flame at two different driving
amplitudes at a driving frequency of 410 Hz. These sequences of images were obtained by phase locking an ICCD
high speed camera to the input driving signal. A BG-38 Schott glass filter was placed in front of the ICCD camera
to effectively eliminate wavelengths of light above ~700nm.

Figure 23(a) shows the line-of-sight view of the flame at low velocity amplitude where the transfer function
remains linear in Figure 19. At this low amplitude of oscillation, the flame is easily observed to have a well-defined
shape and stabilization point throughout the cycle. The flame responds to forcing by increasing and decreasing in
length. No visible change in the shape is seen over the cycle. In contrast, Figure 23(b) shows the line-of-sight view
of the flame at a velocity amplitude where the flame transfer function has saturated. From these images, it appears
that the flame is not stabilized by the centerbody as shown in Figure 23(a). Instead the flame appears to have “lost”
its structure and has become more chaotic in nature. This behavior begins to occur exactly at the point of saturation

(e.g., u’/u, ~ 0.35 in Figure 19).
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Figure 23: Phase-locked instantaneous line-of-sight images of flame over 1 cycle of acoustic forcing
for (a) low (linear) and (b) high (nonlinear) amplitude of oscillation (f,iyc = 410 Hz, Rep = 21000, ¢ = 0.80).

Since similar flame behavior seen in Figure 23 for 410 Hz was not observed for 130 Hz, we will
concentrate on these two results for the remainder of the paper. In an effort to further investigate some of the
potential mechanisms controlling the nonlinear flame dynamics, we performed extensive OH-PLIF studies at these
two driving frequencies. We should emphasize two key limitations of these images. First, the flow is highly three-
dimensional, so that flame structures come in and out of the images. Thus, one cannot estimate the instantaneous
flame area, of interest because of its relationship to heat release. Second, “consecutive” images are not truly
consecutive, as they were taken several cycles apart — thus, one should only attempt to infer global flow features,
and not try to track the evolution of a particular flow feature from image to image.

Figure 24(a) presents instantanecous OH PLIF images for the 130 Hz case at a low velocity oscillation
amplitude. Here the heat release is in the linear response regime. The images obtained are phase-locked to the
driving signal, but the phase angles presented in these figures are with respect to the velocity oscillations calculated
from the two microphone method. These figures indicate that the flame is anchored on the centerbody throughout
the cycle. The oscillating velocity is evident, as the flame moves back and forth throughout the cycle; in some
images, the presence of convecting flow structures are perhaps evident. Figure 24(b) shows the corresponding flame
response for high velocity oscillations; at this level of driving, the instantaneous flow velocity oscillates between 2-
42 m/s through out the cycle. Thus it oscillates between nearly reversing itself to a very high speed jet. At the
velocity minimum the turbulent flame speed is on the same order as the local velocity value and the flame is

propagating towards the premixer. The flame, however, never flashes back into the premixer, but remains just at the
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premixer exit. Thus there is a lower limit to the flame response. At the point of highest flow velocity and maximum

flame length, the clear rollup of the flame into the central recirculation zone is evident, see 45 and 90 degrees.
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Figure 24. Instantaneous OH PLIF images showing evolution of flame response over 1 cycle of
acoustic forcing for (a) low (linear) and (b) high (nonlinear) velocity oscillation amplitudes (fy,. = 130 Hz,
Rep =21000, ¢ = 0.80)

This rollup of the flame into the central recirculation zone causes occasional merging of the two
flamefronts. The rapid reduction in flame area associated with this rollup, and the subsequent flame propagation and
rapid reduction in flame area, is believed to be the mechanism causing saturation of the flame response since this
behavior is observed in most of the 200 images obtained at these phases. This assertion is also supported by the fact
that rollup is first observed roughly at the point where the CH* chemiluminescence saturates at u’/u,~0.8 in Figure
18. This is the same observation of Balachandran et al. in a non-swirling flame [26]. At this point, the flame area is
very rapidly reduced, due to flame propagation normal to itself. Also, note that the flame remains attached

throughout the cycle, even at the highest amplitudes, in contrast to the 410 Hz result shown next. Several other
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features can also be noted. First, note the substantially more corrugated nature of the flame front at the point of
highest jet velocity, 90 degrees, relative to lower velocity points. These images suggest that the turbulent flame
speed is modulated through the cycle. .

At the point of highest flow velocity and maximum flame length, the clear rollup of the flame into the
central recirculation zone is evident, see 45 and 90 degrees. In some images, this rollup of the flame into the central
recirculation zone causes occasional merging of the two flame branches. As will be shown next, the rapid reduction
in flame area associated with this rollup causes saturation of the flame response. This point can be seen from
ensemble averages images of the flame, see Figure 25. The average flame edge shown in these images were
obtained by averaging the PLIF images, and extracting the flame edge (roughly corresponding to a line of constant
progress variable of 0.3) using a gradient method. In Figure 25(a), for low amplitude forcing, the flame is stabilized
off of the bluff body at the exit of the premixer and confirms the observations made from the instantaneous images
in Figure 24. Figure 25(b) shows the phase averaged flame fronts for high amplitude forcing, after the point where
the u’-CH*’ transfer function has saturated. This figure clearly shows the reactants on average are consistently
rolled up towards the centerline of the burner at the point of peak response in the cycle, see 90 degrees. This roll-up
of the flame causes a very rapid reduction in its certain area and, therefore, heat release rate. As such, the flame heat

release response does not increase proportionately with the perturbation, and saturation occurs.

20° g5° 110° 155~ 0 45- 20" 1357

= I P e = _;j?
= T e ™ = ™

=T = -
= T N e

MFR
J

e
o

335° 290° 245° 2007 315°  270° 225° 18O~

(a) (b)

Figure 25. Phase-averaged flame edges showing evolution of flame response over 1 cycle of acoustic
forcing for (a) low (linear, u’/u, = 0.3) and (b) high (nonlinear, u’/u, = 0.9) velocity oscillation amplitudes
(fdrive =130 HZ)

This flame rollup can be further seen in Figure 26 which illustrates the manner in which the flame response
at the point of its maximum downstream displacement varies with disturbance amplitude. The dashed lines indicate
the average flame front location (obtained by averaging all the images at this particular phase and using a gradient
method to extract an edge) at excitation amplitudes where the transfer function remains linear, u /u,= 0.3 and 0.6.

These curves show that the downstream flame displacement increases with perturbation amplitude, but with a
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similar shape. In contrast, the solid lines show average flame front locations at excitation amplitudes near and
beyond the point where saturation in flame response occurs, u/u,= 0.83, and 0.9. Here the downstream
displacement of the flame position clearly stops growing with perturbation amplitude. Instead, the reactants roll up
into the central recirculation zone, causing a more rapid reduction in flame surface area relative to the lower

amplitude cases due to flame propagation normal to itself.

Combustor Centerline
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Figure 26. Averaged flame edges at 65-110 degrees phase angle at four velocity oscillation amplitudes
(farive = 130 Hz, w’/u, = 0.3, 0.6, 0.83, 0.90). Dashed (- - -)/ solid (—) lines indicate peak flame response when
transfer function is linear/saturated, respectively.

Consider next the 410 Hz results. Recall from Figure 19 that saturation occurred well below 100% CH*
chemiluminescence amplitude. Figure 27(a) shows the flame response at a low velocity amplitude (u’/u, = 0.2) for
410 Hz. Similar to the 130 Hz in Figure 27(a) and inferred from Figure 23, the flame is stabilized at the centerbody
of the premixer. The flame increases in length and shows increased wrinkling at the peak of the cycle. Figure 27(b)
illustrates the flame response at a high velocity oscillation amplitude (u’/u, = 0.6), where the flame exhibits a very
different behavior from the 130 Hz results. First, at all 8 phases, the flame is clearly lifted off the centerbody and
appears to be stabilized near the stagnation point in a low velocity region, as also shown in the direct flame images
in Figure 23. Only at one small part of the cycle, 45-90 degrees, can the flame be seen attempting to stabilize itself
on the centerbody.

The liftoff of the flame from the centerbody with increasing excitation amplitude can be seen from Figure
28. Similar to Figure 26, dashed lines indicate the flame front where the transfer function is linear (u /u, = 0.2, 0.3)
and the solid lines indicates peak response flame edges near and beyond the saturation point of the transfer function
(u’/u, = 0.53, 0.6). The plot clearly shows the transition of the stabilization point of the flame from the centerbody
to a point downstream with increasing disturbance amplitude. Since the flame is lifted off, the two flames that are
present in the linear regime are merged together into one flame- it can be seen that the flame area is lower than it
would be if the flame were attached. This unsteady liftoff, and consequent reduction in flame area, is the
mechanism of nonlinearity for this case. It is first observed in the images at u’/u, amplitudes around 0.35; i.e.,

where the transfer function begins to saturate
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Figure 27. Instantaneous OH PLIF images showing evolution of flame response over 1 cycle of
acoustic forcing for (a) low (linear, u’/u, = 0.2) and (b) high (nonlinear, u’/u, = 0.6) velocity oscillation
amplitudes (fyiv. = 410 Hz, Rep = 21000, ¢ = 0.80)
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Figure 28. Average flame edges at 180-225 degree phase angle at four velocity oscillation amplitudes
(farive = 410 Hz, u’/u, = 0.2, 0.3, 0.53, 0.6). Dashed (- - -)/ solid (—) lines indicate peak flame response when
transfer function is linear/saturated, respectively.
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7. THEORETICAL NONLINEAR FLAME RESPONSE
CHARACTERISTICS

This paper describes the dynamics of premixed flames responding to harmonic velocity disturbances.
Results are derived from analytical and computational solutions of the nonlinear G-equation and used to interpret a
number of experimental observations. It is shown that the linear and nonlinear characteristics of the flame dynamics
are controlled by the superposition of two sources of flame disturbances: those originating at the flame anchoring
point due to boundary conditions and from flow non-uniformities along the flame. These disturbances do not
necessarily propagate along the flame at the same speed. Consequently, they may either constructively or
destructively superpose with each other, so that the overall linear flame response depends upon two Strouhal
numbers, St, and St., related to the amount of time taken for a flow (St,) and flame front (S¢;) disturbance to
propagate the flame length, normalized by the acoustic period. Unsteady stretch effects, responsible for the
reduction in the flame front wrinkle size in the flow direction (referred to as “filtering” by Bouehla & Baillot™,
become significant when o St,~O(1), where o is a non-dimensionalized Markstein length. The nonlinear flame
response is driven by flame propagation normal to itself (“kinematic restoration”), which smoothens out the
wrinkles induced by the forcing. Because the overall flame response is a superposition of the two flame disturbance
contributions, the flame’s nonlinear response can exhibit two qualitatively different behaviors. For parameter values
where these disturbances constructively interfere, the nonlinear flame transfer function gain saturates and is,
therefore, always less than its linear value. When the flame disturbances destructively interfere, the nonlinear
transfer function may actually exceed its linear value before saturating. This result explains Durox et al’s”’
experimentally observed variation of the nonlinear flame response with frequency. One interesting prediction of this
analysis concerns the impact of flow forcing on average flame length. We show that in most cases, the flame length
decreases with increasing perturbation amplitude, as has been experimentally observed by Bourehla & Baillot”® and
Durox et al”’. However, the analysis also predicts that the flame can lengthen under certain conditions, a result that
has apparently not yet been experimentally observed.

This paper describes an analysis of the linear and nonlinear dynamics of laminar premixed flames
responding to harmonic velocity disturbances. The key objective of this work is to predict the heat release response
of the flame, and to isolate the key non-dimensional parameters which characterize these interactions. While this
problem is of great interest from a fundamental standpoint, it is also motivated by pressing practical problems. This
paper’s focus on premixed flames is motivated by the fact that low emissions combustion systems for land-based gas
turbines, future aircraft engines, industrial heaters and boilers rely on a premixed or partially premixed combustion
process. Furthermore, its focus upon harmonically oscillating flow disturbances stems from the fact that these

combustion systems are exceptionally prone to combustion instabilities®® *'~**

which generally occur when the
unsteady combustion process couples with the natural acoustic modes of the combustion chamber, resulting in self-

excited oscillations. These oscillations are destructive to hardware and adversely affect performance and emissions.
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While clearly the ultimate goal is to develop a general theory that describes the dynamics of harmonically perturbed,
fully turbulent flames, our focus here upon laminar flames is motivated by the lack of understanding of their

dynamics even in very simple situations.

An unstable combustor’s dynamics are controlled by a complex interplay of linear and nonlinear
processes. To illustrate, consider an acoustic disturbance with amplitude, & Referring to Figure 29, note that this
disturbance amplitude stays the same, decreases, or increases depending upon the relative magnitudes of the driving,
H(&), and damping, D(&), processes; i.e., whether H(&)=D(&), H(&)<D(&), or H(&)>D(&), respectively. Linear
combustor processes generally control the balance between driving and damping processes at low amplitudes of

oscillation and, thus, determine the growth rate of inherent disturbances in the combustor. Nonlinear combustor

processes control the finite amplitude dynamics of the oscillations. Predicting the limit cycle amplitude of self-

excited oscillations requires an understanding of the nonlinear characteristics of H(&) and D(&). To illustrate, Figure

29 depicts a situation where H(¢&) saturates and the two curves cross at the limit cycle amplitude, & .
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Figure 29. Qualitative description of the dependence of acoustic driving, H(¢) and damping, D(¢),
processes upon amplitude, &

The focus of this paper is on the heat release dynamics, i.e., to understand the characteristics of H(&) in

both the linear and nonlinear regime. This focus on heat release dynamics is motivated by observations that the
nonlinear gas dynamical processes are less significant in many premixed combustors. For example, Dowling'®
suggests that gas dynamic processes essentially remain in the linear regime, even under limit cycle operation, and
that it is the relationship between flow and heat release oscillations that provides the dominant nonlinear dynamics

in premixed combustors, i.e., H(&). The primary point of these observations have been confirmed by several

45-47

experimental studies , which show that substantial nonlinearities in the heat release response to acoustic

disturbances occur, even at amplitudes as low as p /p, ~ 1% and u 7u, ~ 20%.
A variety of mechanisms exist for causing nonlinearities in heat release dynamics; e.g., local or global

16,19,48

flame extinction , pressure sensitivity of the mass burning rate*’?*, flame holding and/or nonlinear boundary
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conditions™ (e.g., the point where the flame anchors depending upon amplitude) equivalence ratio oscillations
and flame kinematics™*. It is this latter kinematic mechanism, i.e., the response of the flame front position as it
adjusts to perturbations in flow velocity that is the focus of this study. Because the flame’s position and orientation
depends upon the local burning rate and flow characteristics, velocity perturbations cause wrinkling and movement
of the flame front. In turn, this modifies its local position and curvature, as well as its overall area or volume. These
velocity disturbances can be acoustic or vortical in nature and, thus, propagate at the sound speed or with the flow,
respectively. To illustrate the excitation of a flame by a velocity disturbance, Figure 30 shows a photograph from
Durox et al. (2005)" of a Bunsen flame disturbed by flow oscillations generated by a loudspeaker placed upstream

of the flame. The figure clearly shows the large distortion of the flame front. This flame disturbance is convected

downstream by the mean flow, so that it varies spatially over a convective wavelength.

Figure 30. Vorticity field superposed with the flame front. Image reproduced with permission from Ref. [40].

A variety of experimental observations have been made of similar flames which will be reviewed next.
Baillot and co-workers performed a systematic experimental and theoretical study of the response of laminar Bunsen
flame to velocity perturbations of varying amplitude and frequency”*”>>. While their principal observations are
quite similar to those previously observed by Blackshear™, they appear to be the first systematic characterization of
the flame response as a function of perturbation amplitude. Similar to the illustration in Figure 30, they found that at
low frequencies (/<200 Hz) and velocity amplitudes (u /u,<0.3), the flame front wrinkles symmetrically about the
burner axis due to a convected wave traveling from the burner base to its tip. At higher frequencies, but similar low
amplitudes, they observed a phenomenon which they refer to as “filtering” wherein the flame wrinkles are only
evident at the flame base and decay with axial location downstream. This high frequency behavior is due to the
increased importance of the flame’s curvature dependent burning velocity and the very short convective
wavelengths of the imposed disturbances at these higher frequencies.

Bourehla & Baillot” also found that laminar, conical Bunsen flames subjected to high amplitude, low
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frequency velocity perturbations exhibited a variety of transient flame holding behavior, such as flashback,
asymmetric blowoff, unsteady lifting and re-anchoring of the flame. In addition, they note that its response is
asymmetric and extremely disordered. However, at high frequencies and forcing amplitudes, the flame remains
firmly attached, but its overall shape dramatically changes. They found that the flame becomes “collapsed” with a
rounded off tip region, and for sufficiently high forcing intensities (u’/u,>1), the flame’s mean shape becomes
hemispherical®. Baillot et al.” also reported a theoretical study, where they solved the G-equation and showed good
agreement between predicted and measured flame shapes, even at larger amplitudes of forcing where the flame front

becomes strongly cusped. The so-called G-equation is a front tracking equation for the flame position, given by:

oG
EH};gVG—SL vGl=0 (1)

where G(x,1)=0 is an implicit expression defining the instantaneous flame position, u is the velocity field
and S, is the laminar burning velocity.

Recent work complements the studies of Baillot and co-workers discussed above, by quantifying the global
heat release response, Q’, of the flame®*>*. These workers obtained high speed images and transfer functions,
(Q70,)/(u’/u,), of acoustically forced Bunsen and inverted wedge flames. Significantly, they showed that most of
the key flame response characteristics could be quantitatively predicted by assuming that the flame’s heat release
was directly proportional to its instantaneous area. The flame area was calculated using the G-equation, where
measured velocity fields were used as inputs.

Solution of the G-equation is a key analytical approach used in this paper, as well as the above cited
studies, for quantitative analysis of this problem. This approach for treating unsteady flame problems was apparently
first introduced by Markstein®’ and, in the context of acoustically forced flames, by Marble & Candel®®. It has
subsequently been extensively developed™ and is used in a variety of flame dynamic studies. The key assumption
behind its application is the separation of acoustic/hydrodynamic scales of the flow field, and the flame thickness.
Given the disparity between flame and acoustic length scales, the flame front essentially appears as a discontinuity
to the flow. As such, the fluid dynamics of the flows up and downstream of the flame can often be treated separately
from that of the flame structure. However, we should emphasize that there is not necessarily a corresponding
disparity in time scales; e.g. forming a flame response time scale, 7, from the ratio of the laminar flame thickness
and flame speed leads to values of 7,~0.002 - .07 s for methane/air flames. These are of similar magnitude of
perturbations with frequencies between 20-500 Hz. Thus, the interior flame structure and, consequently, quantities
such as the flame speed, do not respond in a quasi-steady manner to flow perturbations.

Because of the mutual interaction between the flame position and the flow field, free boundary problems

58,60-63

such as this are extremely difficult to handle analytically. Initial studies used an integral technique to make it

783360 which circumvented the

analytically tractable. Further progress has been made in more recent studies
analytical difficulties encountered in the fully coupled flame-flow problem by neglecting the coupling of flow
perturbations across the flame, as will also be done in this study. As such, they calculated the response of the flame

from an imposed velocity disturbance of given amplitude and phase upstream of the flame. In essence, this
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approximation neglects the density change across the flame front. Nonetheless, the substantially reduced complexity
of the approach facilitates a much more transparent analysis; moreover, their results give excellent agreement with
experiments in many instances. We will discuss the conditions under which this approximation is appropriate, and
not appropriate, at length below.

In closing, we should draw the readers attention to several additional analyses which, though not directly
aimed at the acoustic flame interaction problem, did analyze the kinematics of a nominally flat flame front in an
unsteady and/or periodic, prescribed, flow field; e.g., see Refs. [64-67].

The key contribution of the present work is to provide a systematic treatment of linear and nonlinear flame
dynamics — including unsteady stretch effects - in response to harmonically oscillating flow disturbances. The rest of
the paper is organized in the following manner: Section 0 describes the key processes impacting the flame dynamics
and the disturbance field. In particular, the principle assumptions of the analysis are identified and the phenomena
which can and cannot be captured by the analysis are discussed. Section 0 presents the modeling approach and
analysis procedure. Section 0 presents results that quantify the effects of flame geometry, disturbance field
characteristics, perturbation frequency and stretch sensitivity upon the flames linear (Section 0) and nonlinear
(Section 0) characteristics. The response of the flame at the perturbation frequency and its harmonics are discussed

as well as changes in the mean flame length.

Basic Considerations

Flame Dynamics

' §,t)

The basic problem of interest is this: Given a disturbance velocity field, “ , determine the response of

¢ (%)

the flame is given by:

the flame position, , and in particular, the total heat release rate of the flame. The global heat release rate of

O(t)=[p,S, AhzdAy, (2)

where the integral is performed over the flame surface, Ar;, and A4hy is the heat release per unit mass of
reactant. Equation (2) shows the three fundamentally different ways of generating heat release disturbances in a
premixed flame: fluctuations in mass burning rate (p;S;), heat of reaction, or flame area. As noted by Clanet et al.®®,
they can be classified based upon either their modification of the local internal structure of the flame (such as the
local burning rate) or its global geometry (such as its area).

As we are focused upon the flame response to flow perturbations, we assume constant Ak and mixture
density, p;; analysis of the effects of these perturbations are given in Refs. [49,69]. Of course, if the flow
perturbation is acoustic in origin, a density disturbance will accompany the velocity fluctuation. However, their
relative impacts differ greatly, on the order of the flame speed Mach number. As such, our subsequent calculations

focus upon the quantity:
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Flame speed perturbations are generated by the oscillating stretch rate, proportional to VG, and are
discussed in Section 0. Flame area fluctuations are directly related to perturbations in the flame position through the

relation:

AFL(t):Jg(G_Ga)

VG|dS (4)

where G, denotes the flame surface. This equation shows that the quantity of interest is not G itself, but its

gradient VG - a very important observation. Another key observation is that only the velocity component normal to
ror
the flame, u-n =u, , a scalar quantity, impacts the flame dynamics. This can be seen by rewriting Eq. (1) as:

§+(un -S,)|vGl=0 (5
ot

This necessarily implies that the full three dimensional details of the velocity field are not significant; it is
only the component that is normal to the flame. As such a detailed specification of the velocity field is not necessary
for an understanding of the flame dynamics and, furthermore, a variety of different velocity fields can give an
essentially identical flame response. This is the reason why we assume a relatively simple form of the disturbance
velocity field, as will be detailed in Sec. 0. However, for large amplitude oscillations, this point must be conditioned
with the fact that the flame normal exhibits large fluctuations, so the relative contribution of each vector component
of the velocity field varies throughout the cycle.

Several general comments can be made regarding the dynamics of the flame position gradient, which is
directly related to its surface area through Eq (4); these will provide a great deal of insight into the flame dynamics.
From a mathematical point of view, the linear solution to the equation for flame surface area can be decomposed
into two canonical components: the homogeneous solution and the particular solution. The linearized version of Eq.

(1) can be written in a coordinate system aligned normal to the mean flame position as (see Figure 31)

%+UO% =U'(X,1) (6)

ot oX

where X denotes the coordinate along the mean flame position, U, is the mean velocity component along

the X axis and & (X ,t) is the perturbed flame position normal to this coordinate. The dynamics of 0& / 0X , which is

directly related to that of the flame area itself, is described by the following solution:

"In Eq (7), after evaluating the velocity gradient AU’/JX, the integration has to be performed with respect to
dx’after replacing the variable X by x” and ¢ by #-(X-x")/U,
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Figure 31. Coordinate system illustrating the perturbed flame shape

The homogeneous and particular solutions have a clear physical significance which can be understood as
follows. A spatially uniform disturbance velocity disturbance only excites the homogeneous solution (second term in

Eq (7)). This can be understood by first assuming that the flame edge moves exactly in step with the particle

velocity, i.e., U,,, =U'(X = (),t—Ui ). In this case, the entire flame simply moves up and down in a bulk motion

o

ase

without a change in shape or area’’. However, if a flame anchoring boundary condition is imposed (U], = 0), such

that the flame remains fixed, the flow disturbance excites a flame front disturbance that originates at the boundary
and propagates along the flame front at a speed that is proportional to the mean flow velocity. These “homogeneous
solution” flame dynamics were extensively analyzed by Fleifil e al.’. If the disturbance flow field is spatially non-
uniform, i.e., 0U'/0X # 0, the particular solution is excited (first term in Eq (7)). This results in waves originating
at the spatial location(s) of flow non-uniformity that also propagate along the flame at roughly the mean flow
velocity.

Because the G-equation is first order in time, the flame acts as a low pass filter to flow disturbances, so that
the amplitude of the two canonical solutions individually decay with increases in frequency as 1/f. As such, the
transfer function relating the response of the flame area to a spatially uniform velocity disturbance (where only the
homogeneous solution is excited), (4 /A4,)/(u /u,) has a value of unity at zero frequency, decays monotonically with
frequency, but generally is not identically zero'. In contrast, when the flame is perturbed by a spatially non-uniform

disturbance (so that both the homogenecous and particular solution are excited), the flame area consists of a

TAn exception occurs in two-dimensional flames at frequencies where the flame tip motion is zero. In this case,
the flame’s linear area response is also zero.
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superposition of the two solutions. As such, though each solution decreases with frequency, their sum has oscillatory
behavior and, in cases where they constructively interfere can even cause the transfer function, (4 /4,)/(u /u,) to
exceed unity. This result was first predicted by Schuller e al.** and experimentally observed by Durox ef al.*. In
addition, the two solutions can destructively interfere, and in certain cases, exactly cancel each other so that the
resulting transfer function (4 /4,)/(u /u,) identically equals zero.

Consider next several basic features of the nonlinear flame dynamics. The key mechanism of nonlinearity
is illustrated in Figure 32. In this illustration, a flame is perturbed by a transient disturbance so that it has a
corrugated shape, but then allowed to relax back to its steady state, planar position. Flame propagation normal to
itself smoothens out the wrinkle, so that its area eventually returns to being constant in time. As such, kinematic
processes work to destroy flame area, as shown by the dashed lines in the bottom sketch. The rate of these area
destruction processes depends nonlinearly upon the amplitude and length scale of the flame front disturbance. Large
amplitude corrugations are smoothed out at a relatively faster rate than small amplitude perturbations. In the same
way, short length scale corrugations are smoothed out faster than long length scales of the same disturbance
magnitude. As discussed further below, this is the reason that nonlinearity is enhanced at higher disturbance

frequencies, which generate shorter length scale flame corrugations.

. B

<"
4]

Figure 32. Sketch of a flame that is initially wrinkled (top), showing the destruction of flame area by
kinematic restoration processes (bottom)

If the disturbance velocity field is spatially uniform (so that only the homogeneous solution is excited),
nonlinear effects cause the nonlinear transfer function relating flame area and velocity perturbations, (4 /4,)/(u /u,),
to monotonically decrease with disturbance amplitude™. In other words, the linear transfer function is larger than the
nonlinear transfer function. Since the scale of flame wrinkling is inversely proportional to frequency (scaling
roughly as u,/f), this reduction in finite amplitude transfer function relative to its linear value grows with frequency.
As such, the flame area response to a velocity disturbance exhibits saturation characteristics, quite similar to the
H(¢) curve plotted in Figure 29.

In the general nonlinear case, as in the linear case, the effect of the superposition of the homogeneous and
particular solutions upon the overall flame response depends upon whether the two solutions lie in a region of
constructive or destructive interference. In particular, it can be anticipated that if the two solutions lie in a region of

destructive interference and are affected unequally by nonlinearity, their superposition may cause the nonlinear
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transfer function to actually exceed its linear value. We will show that this occurs in some cases and, furthermore,
has been experimentally observed.

Finally, the flame curvature introduced by the flow perturbations introduces perturbations in flame speed.
In flames that are thermo-diffusively stable (as assumed in this analysis), these unsteady stretch effects act to smooth
out the flame front corrugation. This causes the amplitude of the flame wrinkle to diminish as it propagates along the
flame. As the radius of flame wrinkling is approximately proportional to the inverse of the squared frequency, it can
be anticipated that this effect grows in significance with frequency. This axial decay in flame wrinkling amplitude

has been observed by Bourhela & Baillot”, which was referred to as “filtering”.

Disturbance Field

The prior section touched upon the influence of the velocity field upon the flame dynamics. It showed that
it is the normal component of the velocity, and not the velocity itself, that is significant in determining the flame
response. Also implicit in Eq. (7) is that the detailed structure of these flow non-uniformities at each axial location is
less significant than their integrated effect from the flame attachment point to that axial location. This section
considers in more detail the character of the velocity field.

The velocity field can be decomposed into an irrotational, compressional component (the acoustic field)
and a solenoidal, rotational component (vorticity field). Acoustic disturbances propagate with a characteristic
velocity equal to the speed of sound. In a uniform flow, vorticity disturbances are convected at the bulk flow
velocity, u,. Acoustic properties vary over an acoustic length scale, given by 4,=c/f, while vortical disturbances vary
over a convective length scale, given by A.=u,/f- Consequently, in low Mach number flows, these disturbances have
substantially different length scales. The vortical mode “wavelength” is shorter than the acoustic wavelength by a
factor equal to the mean flow Mach number, A/A,=u,/c=M.

Vorticity disturbances propagate with the mean flow and diffuse from regions of high to low concentration.
In contrast, acoustic disturbances, being true waves, reflect off boundaries, are refracted at property changes, and
diffract around obstacles. The reflection of acoustic waves from multi-dimensional flame fronts generally results in
a complex, multi-dimensional acoustic field in the vicinity of the flame.

Experiments have highlighted the significance of both acoustic and vorticity wave interactions with the
flame front. These vorticity oscillations are generally manifested as large scale, coherent structures that arise from
the growth of intrinsic flow instabilities. The phase velocity and growth rate of the flow instabilities is strongly
affected by the amplitude of forcing and the relationship between the acoustic forcing frequency and the intrinsic
flow instability. Acoustic excitation often causes their shedding rate to “lock-in” to the forcing frequency or one of

its harmonics. For example, visualizations from the study of Durox et al.*’

, clearly indicate that these convected
vortical disturbance are excited at the shear layer of the burner exit by the imposed acoustic oscillations. Figure 30
obtained from this study superposes an image of the instantaneous wrinkled flame front and the convected vorticity
field. By incorporating the convective phase variation into the disturbance velocity field, they show that the modeled

flame area response agrees quite well with their data.
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The characteristics of the instability waves that grow and merge to form these large scale structures are a
function of the specific characteristics of the burner exit shear layer, such as co-flow velocity, and specifically upon
the receptivity of this shear layer to external disturbances. In addition, the phase speed of the convected vortical
instability waves are not equal to the flow velocity, but vary with frequency and shear layer characteristics. The
instability wave growth rate similarly varies with frequency and the shear layer characteristics. To illustrate, Figure
33 plots Michalke’s”® theoretical curves of the dependence of the phase speed, u., of shear layer instability waves in
a jet flow upon Strouhal number, S,=f@u,, for several values of the momentum thickness, 6, to jet radius, R, ratio,
R/6. The figure shows that, for all R/6 values, the ratio of u./u, equals unity and 0.5 for low and high Strouhal
numbers. For thin boundary layers, e.g., R/6 =100, the phase velocity actually exceeds the maximum axial flow
velocity in a certain Sy range. This ultra-fast phase velocity prediction has been experimentally verified by Bechert
& Pfizenmaier’' and may explain a similar measurement in a Bunsen flame by Ferguson et al.”>. The dispersive
character of the instability wave convection velocity has been confirmed by a variety of measurements in
acoustically forced flames. For example, Baillot et al>® measured u/u, values of 1.13 and 1.02 at 35 and 70 Hz,
respectively, on a conical Bunsen flame. Durox et al.®® measured u/u, =0.5 values at 150 Hz in an axisymmetric

wedge flame.
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Figure 33. Dependence of shear wave convection velocity and growth rate in a jet flow upon Strouhal number
and ratio of jet radius to momentum thickness. Figure reproduced from Michalke™ (1971).

In general, the disturbance field may have both acoustic and vortical components, whose relative
magnitude depends strongly upon the vortex shedding dynamics at the burner shear layer. For example, Ferguson et
al.” found that the disturbance field transitioned from a convected character to one with an acoustic character at
“low” and “high” frequencies, respectively. This behavior may be due to the corresponding dependence of vorticity
wave growth rate upon frequency. These points show that the character of the disturbance field can vary
significantly between its relative acoustic and vortical components, as well as their spatial structure (such as phase

speed) — these characteristics will change with experimental configuration, frequency, and amplitude of
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perturbation. This point is a key motivator for our development of a general theory for arbitrary phase speed velocity
disturbances.

The amplitude dependence of the disturbance field characteristics should be noted. Even in the absence of
convected vorticity waves, the impact of the fluctuating flame position upon the acoustic field should cause the
acoustic disturbance field to have a “convected” character. This is due to the fact that the flame response to the
acoustic field and the acoustic field disturbing the flame are coupled. For large amplitude disturbances, the flame
develops large corrugations, such as can be seen in Figure 30, that convect with a phase speed proportional to the
axial flow velocity. These convecting flame wrinkles impact the character of the interior acoustic field. It can be
anticipated that this mechanism causes the acoustic field structure to revert from being nearly uniform (assuming a
compact flame) to having some convected charactereristics at low and high amplitude disturbances, respectively.
This issue requires further clarification, as the effects of amplitude and frequency on the acoustic field structure have
not been measured or calculated in the large amplitude case.

In this analysis, we prescribe, rather than solve for, the velocity field as done in most recent
studies of the problem. In general, it should be emphasized that the thermal expansion of gases at the flame front
causes the flame to influence the velocity field upstream of it; this coupling is responsible for the Darrius-Landau
flame instability. We next turn attention to the very important issue of the manner in which these mutual interactions
impact the results, the conditions under which the present analysis is appropriate, and the conditions where
additional physics qualitatively influences the flame dynamics.

First it should be noted that imposing the velocity field is a rigorously valid approximation in the limit of
low dilatation flames; i.e., in the limit where 7,,/7,—1. This is also the limit considered by other authors for studies
of the thermal-diffusive instability and is the basis of the Sivashinsky-Kuramoto equation’*’. Besides being of
academic interest in allowing one to analytically handle the problem, this is actually a useful limit for many practical
devices. It is often pointed out in the combustion literature that practical flames have temperature ratios on the order
of 6-10. This is true for flame’s consuming reactants at room temperature but not, however, for the conditions
encountered in most practical devices. Due to the need for high efficiencies (e.g., devices utilizing regenerative
heating or high compression ratios such as industrial boilers or gas turbines) or because the devices are using
vitiated air (duct burners or jet engine augmentors), unburned gas temperatures are substantially higher.
Correspondingly, the requirement for low NOx emissions implies lower burned gas temperatures. As such, typical
temperature ratios for practical premixed combustion devices are in the range of 2-3, and even as low as 1.5 in
certain industrial applications with large amounts of regenerative pre-heating.

Clearly, however, as T,/T, deviates from unity, there will be an impact upon the approach flow

)2, which is

characteristics. It can readily be shown that the impact of the flame on the acoustic field scales as (7,/7,
the ratio of the gas impedances across the flame. Based upon the discussion in the prior section it can be anticipated
that, at least for low amplitude perturbations, the alteration of the local acoustic field by the flame does not introduce
qualitative changes into the flame dynamics, although it may certainly exert quantitative impacts that increase as

(T/T,)"?. This assertion has been previously confirmed by Lee & Lieuwen’’, who computationally determined the

53



flame’s acoustic nearfield for various 7,/T, values, determined the flame area response, and compared the results to
the constant density analyses of Fleifil e al.” and Ducruix ez al.®.

Similarly, it is known that the effect of a stable flame on the vortical approach flow velocity scales
approximately as 7/T,”® As in the acoustic case, there is clearly also a frequency-wavenumber dependence, as well
as an inverse dependency upon proximity to flame stability boundaries.

The qualitative similarities between fully coupled flame dynamics and that determined using an imposed
velocity field break down when both T,/T, and perturbation velocity amplitudes are large; i.e., new dynamics appear
that cannot be captured with this analysis. This is due to the appearance of a parametric flame instability*>~®"",
manifested by cellular structures that oscillate at half the period of the disturbance. This parametric acoustic
instability is due to the periodic acceleration of the flame front by the unsteady velocity field, which separates two
regions of differing densities. With increased amplitudes, these organized cellular structures break down into a

highly disordered, turbulent front. The regimes in 7,/7, vs u’/S; space where this instability occurs can be

1))
determined from from Eq. (1) in Bychkov’s analysis for a given dimensionless frequency, defined as w=—2

L
where o is the forcing frequency and & is the flame thickness®. The results are plotted in Figure 34. This graph
illustrates the regions (above the curve) where application of a prescribed velocity theory is inappropriate. As could
be anticipated, it shows that the range of disturbance amplitudes diminishes with increasing temperature ratio across

the flame.

10

Figure 34. Parametric stability limits of flat flame (unity Lewis and Prandlt number, no gravity).

As such, we conclude that the qualitative linear dynamics of the flame are captured by this analysis for all
T,/T, values, although the quantitative accuracy of the results deteriorates as 7,/7, increases. Calculations that
quantify these effects are given in Lee & Lieuwen’. In contrast, the nonlinear dynamics of the flame are only
correctly described by this analysis for low 7,/T, values. This is the reason for the restriction to low heat release

flames indicated in the title of this paper.
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Modeling Approach

Figure 35 illustrates the two basic geometries considered. On the left is a conical flame stabilized on a tube,
such as a Bunsen flame. On the right is a wedge flame, stabilized on a bluff body. The flame’s have axial and radial
dimensions given by the flame length, L, and radius, R. The instantaneous flame sheet location at the radial location,
r, is given by {(r,f), assumed to be a single-valued function of . This assumption necessarily limits the range of

amplitudes which can be treated with this formulation.
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Figure 35. Illustration of conical (left) and wedge shaped (right) flame geometries.
Formulation
The analytical approach used here closely follows Refs. [7,8,53]. The flame’s dynamics are modeled with

the front tracking equation:

8_;':”_ vé—g—SL (8_;’] +1 (8)
ot or or

where « and v denote the axial and radial velocity components, and S; the flame speed.
Assuming that the flame speed is only a function of the local curvature of the flame front, it can be

expressed as’':
S.=8., (1_M1¢) ©)

where M, is the Markstein length (a function of frequency) and the curvature @is given by:
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The variables ¢, r, a, u and ¢ are non-dimensionalized by u,/Ls; R, R, u, and L, (note that the value of L,and

R refer to their nominal values without imposed oscillations), where u, is the mean axial velocity. They are related to

the nominal flame speed and average flow velocity by:

2
L
Mo _ N Z 4y (11)
S, R
The ratio of the flame length to radius plays an important role in the flame’s dynamics and is denoted by £.

_L 12
ﬂ—? (12)

Given these assumptions, the flame dynamics are given by (from this point on we use the same symbol for

the dimensionless variable):

o6, [+pE ] B, |
o N\ 1+ p 1( 7 |=u(S0)-Bv(¢t)g, (13)
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where o = My/R is the ratio of Markstein length to duct radius.

Following prior studies”** we assume that the flame remains anchored at the base; i.e.,
{(r = I,t) =0 (14)

For conical flames, the second boundary condition comes from the fact that the flame is symmetric about

the axis (see Figure 35) i.e.

o¢ (r=0.)

———=0 (15

For wedge flames, the boundary condition is:

o’¢(r=0.1)

=0 (16

It turns out that both of these boundary conditions introduce terms which are exponentially small functions
of &, terms which are neglected in the ensuing analytical treatments (but not in the computations). As such, although

formally required to solve the problem, neither boundary condition exerts any influence on the leading order

analytical solutions.

Specification of velocity field

The velocity field is specified as:
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u(g,t)=u,+u' Cos[ké—wit] (17)

Here the convective wave number k is defined as:

(eele) o
u, u, )\ u, u,

where u, is defined as the phase velocity of the disturbance and @, denotes the angular frequency of the

velocity disturbance. K is a parameter which denotes the ratio of the mean flow velocity to the phase velocity of the
disturbances. The two key impacts of the flow field on the flame front given by the term ou’'/dX in Eq (7) are
captured here by the perturbation amplitude £ and the velocity length scale, u/@,.

The non-dimensionalized velocity field is then given by:

u(¢.t)=1+¢Cos| St(KS -1)] (19)

where
o,L,
Strouhal number, St =
u

o

!

. . u
Velocity perturbation: & =—
u

The velocity is assumed to be purely axial. It should be emphasized that our goal here is not to simulate the
exact disturbance field of any particular experimental setup, but rather to elucidate the key physical processes and
non-dimensional parameters that influence the flame’s dynamics. However, assuming a two dimensional velocity
field does not introduce substantial analytical difficulties, but does reduce the generality of the results, as its
characteristics are strongly influenced by geometric details.

Note that the boundary condition given by Eq (14) cannot be used for disturbance velocity magnitudes
where the instantaneous flow velocity is lower than the flame speed. In this case, the flame will flash back and Eq.
(14) must be replaced by a different condition. In this study, calculations are performed for velocity magnitudes up

to this critical value, which will be referred to as &, where:

£ —-—L o

NIEY

Analysis Procedure

Two approaches were used to analyze the properties of Eqs (13) and (3). Analytical expressions for the
linear and nonlinear flame response were obtained from a perturbation analysis carried out to third order in & Terms
of O(&’) are required to determine the leading order nonlinear correction to the flame transfer function at the forcing
frequency. Nonlinear corrections to the average flame length and the flame response at the first harmonic, 2w, are

obtained at O(¢?). Exponentially small terms of o; e.g., exp(-1/0), are also neglected as these are smaller than all
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1
powers of g, i.e., % irza e’ <o , where n is any integer.

For the fully nonlinear case, Eq.(13) is solved numerically. A robust numerical scheme is necessary which
can accurately capture the formation of sharp gradients and cusps in the distorted flame front. Spatial derivatives are
discretized using a Weighted Essentially Non-Oscillatory (WENO) scheme designed specifically for Hamilton-
Jacobi equations’®. This scheme is uniformly fifth order accurate in regions wherein the spatial gradients are smooth
and third order accurate in discontinuous regions. Derivatives at the boundary nodes are calculated using fifth order
accurate upwind-differencing schemes so that only the nodes inside the computational domain are utilized. A Total
Variation Diminishing (TVD) Runge-Kutta scheme®, up to third order accurate, is used for time integration. The
flame front perturbation is tracked and the corresponding change in the flame surface area is calculated as a function
of time for a given upstream flow velocity perturbation. The transfer function relating the flame area to the
convective velocity perturbation is then evaluated. The flame response at a given frequency was determined from

the Fourier transform of the flame area at that frequency.

Results and Discussion

Linear Flame Dynamics

In this section, we derive expressions for the flame area-velocity transfer function that generalize the result
of Schuller et al.*?, by determining the response of a flame to a disturbance with an arbitrary phase velocity and
curvature dependent flame speed.
Flame shape

The flame position is expanded as™:
S(rt)=¢,(r)+ ¢ (rt) € + & (r) &€ +¢5(rt) £ +0(&") @D

The evolution equation for ¢;(r,7) is computed here and the {(r,f), 5(r,f) terms are computed in Section 0.

The mean flame shape in the absence of perturbations is given by
A
§O(r):]—r+0(e "J (22)

Stretch effects at the flame tip provide an exponentially small correction to £,(r). An exact expression for
&o(r) is given in Appendix A. Substituting Egs (21) and (22) into Eq (13), the evolution equation for ¢; is:

o, pog,  af &
ot 1+ﬂ2 or (1+ﬂ2)3/2 8}"2

—Cos| St {K(1-r)-t}]=0 (23)

The solution of Eq. (23), given the boundary condition in Eq. (14) and Eq. (15) (for conical flames) or Eq.

(16) (for wedge flames) (only terms of O(c") are shown below for brevity, full solutions are in Appendix B) is
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gz = §1,3C+§1,Flaw
(a2+(r—])O'*St2)Sin[(St (r—]+at)ﬂ 0'*772C0S|:(St (r—1+at)ﬂ

(24 o
= ~ - - (24)
a’(n-1) St a(n-1)

G*nzCos[St{K(r—])+t}] Sin[St{K(r—J)H}]

+
a(n-1)° (n—1) St
where
__Z
a—ﬂ2+1 (25)
lo} o(l-a)
* = = 26
7 gl +1 N 20
n=Ka (27)

This equation explicitly decomposes the solution into contributions from boundary conditions and flow
forcing non-uniformities. Note that this expression is valid for both conical and wedge flames (i.e. the second
boundary condition is satisfied by the exponentially small terms which have been neglected in the above
expressions.). The flame front position is controlled by the superposition of the flame disturbances created at each
point due to flow non-uniformity and disturbances originating from the flame base that are convected along the
flame front. The stretch contribution is controlled by the parameter o~ and becomes prominent when oSt ~O(1).

The limit where 1 — I (corresponding to instances where the two disturbances propagate along the flame

at the same speed), requires special care and is given by:

(2

(202 +0" s’ (r-1 ))Cos[St{(r_]) + t} J+4c"ast Sin[St{(r_U+ t} ]
“ (28)

Lim¢, =(r—1)

n—1 2a3

Note that for this case stretch effects have a stronger impact at high Strouhal numbers (oS” ~O(1)).

In order to illustrate the effect of stretch on the flame shape, the deviation of the flame front from its
average position is shown in Figure 36. The point X=0 in Figure 36corresponds to the point of attachment at the
flame base. In the absence of stretch (o =0), it is well known that the flame front exhibits sinusoidal wrinkling with
a constant amplitude®. However, in the presence of stretch, the amplitude of the flame front perturbation decays
continuously from the flame base to the tip, see Figure 36. This feature wherein the oscillations on the flame front
are only evident at the flame base and become strongly damped at axial locations downstream has been
experimentally observed and referred to as “filtering” by Bourhela & Baillot”. They observed this phenomenon for
a conical flame under conditions corresponding to S>38, =2 and ¢ ~0.005, the same conditions simulated in the

figure. The strong damping in the flame front oscillations away from the flame base at the same conditions is clearly
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captured in Figure 36.

x10*

Figure 36. Instantaneous conical flame shape with X axis along the flame front. p=2, ¢=0.01, St = 39, K=0

Flame area-velocity transfer function: relative contribution of different sources

Consider the total heat release of the flame, obtained using Eq (3). The first term is entirely due to stretch
effects on the flame speed and for conical flames can be expressed as:

S!dA, . Lo . oc,(r=1t)
}Ei—dzcz—lso- air ar; dr =-2¢c a(.g(r=0,t)—.§1(r:1,t)+’T (29)

To evaluate the second term in Eq (3), note that the non-dimensionalized surface area for a conical flame is

given by:

1 5 574' 2

Ac(t)zzgr ’]-i—ﬂ (arj dr
4, Ji+p°

Substituting Egs. (21), (22) and (24) in Eq. (30) and defining
G _0/0
u'

(30)

c

yields (only terms of O(¢") are shown below for brevity, full solutions are in Appendix B):

o

Sy, fl?uation AregF?cgati on

Gc (StZ”]’O-*) = GC,SL + Gc,Area (3 1)

where the contribution due to curvature induced S; fluctuations is:

ei?]StZ _eiStZ
G, =20 |1+i%— ¢
~L (77—]) St,

G..4ea can be written in the following form that explicitly separates the contributions from the boundary
conditions and flow non-uniformity:
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=G

c,Area,B

ct+ G

c,Area ¢, Area,Flow

&2 1 ist, qe&Z—LNJ—n+n2)+St('”(l—n)+ﬂz) . 1-¢" +inSt,

] 444444444444244(44)

Boundary Condition Flow non—uniformity

- _inSty
« e

Alternatively, it can be written in a form which separates out the stretch effects:
iSty inSty iSty z nSty .
n(1-e%)+e™ ~1 [ (52 (P =ne)=ne2—(n=17) s
G, prea =2 +207|i

+
n(1-n)st; (n-1) St, (1-7)
14M44444444244444444448

Stretch Contribution to Area Fluctuation

where

St, zgzw (32)
a

2

Following a similar procedure, the following result can be obtained for wedge flames:

og
j(] r) ]+/3( j dr
A1) i or )

w JIi+ 3

St %uation AI‘@EF?cgation
G, (St,n.0" )= G + G

w,S, w,Area
. Sty - inSty
G, =20 (i+St, )e (i+nSt, e
oL (77—1) St,
G| Irili+S)e™ Ni(% 1)+ 56,6 ) (1=n+n’ )+i(n—1)Ste™

w,Area

(m—1) st; 277—14)2 St,
IMA4444444444442449444544444443

Boundary Condition

L o| (1=inSt)e"™ 1 é””ﬁ+nSt)—iJ

n(n-1) st; (7-1) s
IM4 44440424449 447%3

Flow non—uniformity

—2[n_l+ﬂj+56ﬂwm2+(r—m55%ﬂ&2j

n(n—1)t;
2 . ( itz (7] —77+I) 776”7&2 —(77—])2) (77 77+])eISt2 ZeiﬂStQ iStzeiStZ
—207|i - +
1) s, (n-1) (n-1)

1444444444444 4444244444444444444443
Stretch Contribution to Area fluctuation
(34)
The above results reduce to those previously developed by Schuller et al.** when o =0 and the phase speed

of the disturbances is equal to that of the mean flow (i.e. K=1) (note that they refer to St, as - and a as Cos ).
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Thus, the linear flame transfer functions for both the conical and wedge flames, Egs. (31) and (34), depend upon
three parameters: St, ,77 and o . It is useful to define a Strouhal number based upon the convective velocity (i) of
the flow disturbances, St., which naturally arises in the two transfer functions (Egs. (31) and (34)) and equals 75¢:

L L
T]SIZ = KSt :[u_ﬂ)(wv F j — @Oy Lip — Stc (35)
u u

¢ 0 c

These two Strouhal numbers are related to the amount of time taken for a flow (Sz.) and flame front (S7,)
disturbance (which is ultimately created by a flow disturbance) to propagate the flame length, normalized by the
acoustic period. Before looking at the total flame transfer functions, it is useful to understand the relative
contributions of the two sources: Area fluctuations (G .,) and flame speed fluctuations (Gg;). The contribution of
the area fluctuations can in turn be broken down into contributions from the boundary condition and flow forcing

non-uniformities. Their ratio is given by:

G ~ ]_eiqStz +577St2 Lo (]—eir]Stg +i77St2)(eiSt2(l'+Stg)_i)
= 2

G, reanc U(eiStZ —I—ing)

c,Area,Flow

n(e% —1-ist,)

(1-in St )ez | st ((]—i n St, etz _1)(1+eiSt2 (—1+iSt, +St22 ))

G
= —1 B :
n(i+(i+ St )¢5 )

G, heusc 1 (1_(1—1'&2 )eiSrz)

w, Area, Flow

When o' =0, the magnitude of this ratio is identical for both wedge and conical flames, see Figure 37. The

phase of this ratio is different for conical and wedge flames and plotted in Figure 38 and Figure 39, respectively.

e o o
B ' e o o gy . ey I‘ID T T
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Figure 37. Strouhal number dependence of the magnitude of the ratio of the transfer functions due to the flow
non-uniformity and boundary condition terms for different values of 1, c'=0
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Figure 38. Strouhal number dependence of the phase of the ratio of the transfer functions due to the flow non-
uniformity and boundary condition terms for conical flames for different values of 11, 5'=0
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Figure 39. Strouhal number dependence of the phase of the ratio of the transfer functions due to the flow
forcing and boundary condition terms for wedge flames. Shaded regions indicate points where boundary condition and
flow non-uniformity terms are in phase, =0

It is instructive to analyze the characteristics of this ratio for limiting values of the parameters 7 and St,.
First, note that in the 7—0 limit (i.e., a spatially uniform disturbance), the flame dynamics for both the wedge and

conical flames is controlled exclusively by the boundary condition term, irrespective of the Strouhal number.

G G, riow
le c,Flow _ le w,Flow _ 0 (36)
120 G, 5 10 G, 5o
This result can be anticipated from the discussion in the Introduction section and reflects the fact that only

the homogeneous solution is excited when the flow disturbance is uniform.

In the S7,—0 limit, the relative contribution of the two terms is determined by the value of the parameter n:
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G G
Lim c,Flow _ w,Flow =-7 (37)
S2=>0\ G, pe G, 5

The boundary condition and flow forcing terms dominate when 7<1 and 77>1, respectively. For long flames
(p>>1), this physically corresponds to situations where the disturbance phase velocity is greater than and less than
the mean flow velocity, respectively. The two terms tend toward equal magnitudes when 7 = 1*. These points can be
clearly observed in Figure 37. Note also that the flow disturbance and boundary condition terms are 180° out of
phase for low St, values see Figure 38 and Figure 39. In the intermediate Strouhal number range, say 1<Sz,<10,
either the flow forcing or the boundary condition may dominate depending upon n and St,.

To understand the Sz,>>1 limit, we need to consider stretch effects. The influence of stretch for wedge
flames is illustrated quantitatively in Figure 40 wherein the transfer functions due to flow forcing and boundary
conditions, normalized by their values in the absence of stretch (o"=0), are plotted as a function of the Strouhal
number. As the Strouhal number increases, the length scale of wrinkling decreases, leading to curvature effects
becoming prominent. The trends in Figure 40 indicate that contributions from the boundary condition term,
Gw.areaBc, are much more strongly affected than those due to flow non-uniformities, Gy areariow- Hence, stretch
affects the flame response primarily through disturbances created at the anchoring point. This is also evident in Eq.
(24) wherein the stretch effect on flame position is dominated by the term &St in ¢1sc wWhereas the contribution to
the i piow 18 O~c'. A similar result holds for conical flames, although it should be noted that the conical flame
transfer function is significantly less stretch sensitive than the wedge flame. This is due to the fact that stretch effects
are more prominent at the flame tip, a region which contributes to the majority and negligible amount of the flame
area for wedge and conical flames respectively.

In the limit of S&>>1 (and o'=0), the contribution from both the boundary conditions and flow forcing term
are equal, as shown in Figure 37:

G , L
Lim (“—”j =—1—-ic"St,e™?

Sty —>
27> Gc,Area,BC

G, , . ;
le ( w, Area,Flow J — _(]+O_ StZZ )el(’I*I)StZ (38)

Sty)—
27 Gw,Areu'BC

¥ Some care is required in analyzing this n=1 result, as the two terms tend to have equal magnitudes and are 180 degrees out of phase. The
overall response is not zero, however, as the common denominator (n-1) in Egs. (31) and (34), which has been cancelled out when taking their
ratio, causes their sum to have a non-zero value.
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Figure 40. Effect of Stretch on the Strouhal nu{nber dependence of transfer functions due to flow non-
uniformity and boundary condition terms for wedge flames, o =0.0005

Equation (38) also shows that, in this limit, the relative magnitude contribution of these two terms is
independent of 7 (assuming that the 757, product does not simultaneously go to zero). Furthermore in the limit of
St;>>1 and o=0, the two terms are always out of phase for conical flames irrespective of the Strouhal number and
n, as shown in Figure 38. In contrast, for wedge flames the phase difference between the two contributions
monotonically increases with S7,, as shown in Figure 39 (the shaded bands in the figure indicate regions of
constructive interference). Note that the above conclusion is modified in the presence of stretch. As discussed before
in the case of wedge flames, stretch causes the contribution from the BC term to decrease with increasing Strouhal
number. Hence for wedge flames (which has an O~ St* correction), in contrast to the o =0 case, the flow forcing
term dominates over the contribution from the boundary condition at high Strouhal numbers. Conical flames have a
smaller stretch correction O~o St, (see Eq (38)) and the response increases/decreases depending upon the Strouhal
number.

To this point, the discussion has focused on contribution of the area fluctuations to the flame transfer
function. Moving on to the contribution from the flame speed fluctuations (see Egs. (31) and (34)), it can be shown
that at low Strouhal numbers (where curvature effects are less), Gy s. and G g tends to zero. The contribution
reaches a maximum in the intermediate Strouhal number range (3<St,<50) for a given 7. Overall, the contribution
from Gg; is insignificant in comparison to G, for both conical and wedge flames for typical o values (0.002-0.02),

and is not considered further.

Flame area-velocity transfer function: overall features

The dependence of the magnitude and phase of the total conical flame transfer function G.(5t;,m.0°)

upon St2 at several 1 values is plotted in Figure 41 and Figure 42, respectively. Consider the magnitude results first.

1'32

As previously noted by Schuller et al.””, at low Strouhal numbers the transfer function gain is identical in the cases
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where n =0 or 1 (this is not true at higher Strouhal numbers where stretch effects come into play). Physically, this
corresponds to cases where the disturbance velocity is uniform, 77=0 or its phase speed matches the flame front
disturbance velocity, 77=1. The gain transfer function differs for all other disturbance phase velocity cases. Note also
that the gain value is always less than one and generally decreases monotonically with Sz, although there is some
ripple at higher St, values due to constructive and destructive interference between Gpiow and G.pc. The transfer
function phase starts at zero degrees at low St, and initially increases monotonically with St,. For the 77=0 case, the
phase tends to a limiting value of 90° for large St, (see Figure 42). In all other cases, the phase monotonically

increases and for high values of 7 and St, the phase curves collapse into a single line.

IGt:,LinI

Figure 41. Axisymmetric conical linear transfer function GC(Stz,n) magnitude dependence upon the

reduced Strouhal number (St,) for different values of n, 6"=0.0005
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Figure 42. Axisymmetric conical linear transfer function GC (Stz,n) phase dependence upon the reduced
Strouhal number (St,) for different values of 1, c*=0.0005
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For wedge flames, the gain and phase of the flame transfer function G, (Stz,n) are shown in Figure 43 and

Figure 44 respectively. Note that, similar to conical flames, all gain values tend toward values of unity at low S¢,.
However, only in the uniform velocity case, 7=0, does the gain then decrease with increases in St,, as might be
expected. In all other cases, the gain increases to values of greater than unity, due to the constructive superposition
of Gy piow and Gy, g.. This amplification of the flame response over its quasi-steady value was previously predicted
by Schuller ef al.** and confirmed in measurements by Durox et al.*’. The magnitude and S, value of the peak value
of this amplification region is controlled by 7. As shown in Figure 43, the magnitude of the peak value of G,
initially increases from unity as 7 increases with zero, reaches a maximum at 77=1, and then decreases back to unity
with further 7 increases. Note also from Figure 43 that the secondary maxima in the transfer functions appear at a
lower St, values with increases in 7. This behavior can be understood by noting that increases in 7 at a fixed St; is

equivalent to an increase in the convective Strouhal number, St=7St,. In contrast to conical flames, stretch effects in

2ic" St,e"™? :
wedge flames have a significant impact upon the high Strouhal number results, lim G, = £10 ohe © Turning to

Sty > ]_77

the phase in Figure 44, note that the phase increases with S, with similar characteristics for all 7 values.

Figure 43. Axisymmetric wedge linear transfer function GW (St2 , T]) amplitude dependence upon the reduced

Strouhal number (St,) for different values of 1, ¢"=0.0005
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Figure 44 Axisymmetric wedge linear transfer function GW(StZ,T]) phase dependence upon the reduced
Strouhal number (St,) for different values of n, ' =0.0005

As can be observed from Figure 41 and Figure 43, 7 (along with S%,) plays a significant role in determining
the outcome of the competition between flow disturbance non-uniformity effects and boundary conditions. This fact
is further highlighted in Figure 45 which shows, for a given Strouhal number, the value of the parameter n at which
the maximum possible response occurs for conical and wedge flames. For conical flames in the range 0<St,<8, the
maximum gain occurs at 7=0.5 (see Figure 41 and Figure 45). For Sz,>8, the maximum response occurs at two 77
values (7~0 and 7~1) as shown in Figure 45. For wedge flames, the maximum possible gain for S¢,>5 occurs at 77=1
(see Figure 45). Note that for the 77=1 case, the wedge flame acts as an amplifier for a wide range of St, values as
shown in Figure 43. It is interesting to note that, for any Strouhal number, the peak response for wedge flames
always occurs for 121; i.e. for cases wherein the phase speed of the disturbances is less than the mean flow speed.
In contrast the maximum gain for conical flames, at any Strouhal number, always occurs for n<l; i.e. for cases

wherein the disturbances propagate faster than the mean flow speed.
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Figure 45. Strouhal number dependence of the parameter 1 at which the maximum possible linear response
occurs for axisymmetric conical and wedge flames, =0

Nonlinear Flame Dynamics

We turn our attention next to the large amplitude flame response. Before considering specific results in the
nonlinear case, several general conclusions which can be obtained from analysis of the equations should be

considered. Note that nonlinearities in the flame area response arise from three sources. The first is the nonlinear

flame dynamics, through the term /1 + f° (84’ / Gr)z in Eq. (13). The second is the static nonlinearity introduced

through the dependence of the flame area upon flame position gradient through a term with the same form,

1+ 5’ (64" / 61/)2 , see Egs. (30) and (33). In both of these cases, the nonlinearity is purely geometric in origin and

is introduced by the relationship between the instantaneous flame front normal and flame position gradient. The
third nonlinearity is due to the flow forcing itself, and is due to the dependence of the disturbance velocity at the
flame front upon the flame position, u(¢).

The fact that the first two sources of nonlinearity are identical can be used to write the final expressions for

the flame area, Egs. (30) and (33), in a revealing form. By substituting Eq. (13) into Egs. (30) and (33), the term

\/(1 +p°(6¢/ 8r)2 )/ (1 + 5 ) which appears in both the area integrals can be written as:

—) =u(§,t)—aa—f (39)

Thus, the explicit form of the nonlinearity disappears. Nonlinearities in flame front dynamics are included

in the 04 /0t term (note that the flow forcing nonlinearities also effect 04 /0t , as shown in Eq. (13)), while those

due to the flow forcing nonlinearity noted above are included in the u(4¢?) term. Based upon Eq. (39), the following
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observations can be made regarding the effects of various parameters upon nonlinearity in the flame’s response to
flow perturbations.

Strouhal Number: At low Strouhal numbers, St, the unsteady term in Eq. (39) is negligible. Moreover, the
¢ dependence of the velocity field, u(¢¢), is weak, at least for the velocity fields considered here. Thus, the flame
area’s velocity response remains linear for low Strouhal numbers, as St is the dimensionless ratio of the flame
response time to perturbation period. This point shows that the flame’s nonlinear area response is an intrinsically
dynamic phenomenon; its quasi-steady response is linear.

Flow Uniformity: Nonlinearities in the u(¢t) term are directly due to non-uniformity in flow disturbances.
Thus, the contribution of this term to flame area nonlinearities is suppressed in the 7—0 limit.

Boundary conditions: If the flame remains anchored at the attachment point, as it is in this study, then

0¢ /ot is identically zero at this point for all time. As such, the flame area perturbations in the vicinity of the

attachment point (where {=0 = u~u(0,t)) exhibit a linear dependence upon velocity amplitude. Nonlinearities only
arise at points of the flame that are spatially removed from the attachment point. As such, the axisymmetric conical
flame exhibits a more linear response than the axisymmetric wedge flame for comparable values of &, since most
and very little, respectively, of the flame area is concentrated near the attachment point. This discussion also shows
the potential coupling between the flame kinematic and flame holding sources of nonlinearity.

Flame Aspect Ratio: The flame dynamics tend to linearity when £>>1; i.e., when the flame is very long.

This can be seen by noting that the left side of Eq. (13) becomes linear in this case:

1+ p°(a¢ / 61/)2 =+f0,/0r . As such, the flame dynamics is approximately described by the

o, o

equationa— S =u(¢,t). In this case, the flame dynamics are linear, although the flow forcing term need not be.
t r

This discussion shows that £ is an important nonlinearity parameter for this problem; i.e., the flame’s area response
can be anticipated to exhibit a linear dependence upon the perturbation velocity for much larger ¢ values at large S
values.

Next, we derive an expression for the lowest order nonlinear correction to the flame area-velocity transfer
function by determining the response of a flame to a disturbance with an arbitrary phase velocity. Stretch effects are
not included here, but retained in the computations. Returning to the perturbation expansion for the flame position in

Eq. (21), the following equations describe the dynamics of the second and third order correction terms, &, and 3:

o, %, all=a)(3,) ‘ =
Sa e T (arj +¢,KSt Sin[St{K(1-r)=t}] =0

ot or 2 or or )\ or 2 (40)
+&,KSt Sin[St{K(1—r)—t}] =0

%—a%+w(%j +a(1—a)(%](%j+ﬂ Cos[St{K(1-r)—t}]

The solution of Eq. (40), subject to the boundary condition in Eq. (14), is given in Appendix C. In the

ensuing discussion, we focus upon the total heat release response. Defining the conical flame area-velocity transfer
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A'(a) )/A

function at the fundamental frequency as G, =— —+—— yields:

u’(a)o)/uo
% eiKaStZ % eiStZ
Gcw :Gc Lin +52 :‘,(00 5 ] + > “% 35 3 +
o ' 8 Ko’ (Ka-1)'St; 8 a° (Ka-1) St
éﬁ K (a-1) ol (2 Ka) st b K2l (PKa-1) st %
8 (Ka-2) (Ka-1) St i (2Ka—1)° (Ka—l)jSt2+ 2Ka’(Ka-2)'(2Ka—1) St;
2 2 5

(41)

where G i, refers to the linear transfer function, Eq. (31) with o =0. The coefficients Ao - E 4 in this
expression are defined in Appendix C.

Similarly, the wedge flame area transfer function is:

9 iKa St i St
%ﬁ e 2 e'?
2 W, w,@,

G =G, ,. +¢& + +
Mo ki 8 Ka’ (Ka-1) 'St 8 o (Ka-1)'St

42
K (a-1) e Ka) s P Ko/ (PKa=1)st2 (42)

w,@, w, 0,

9 )3 _52+ 1) _52+ S 9 )3 12 Q2
8 (Ka-2) (Ka-17St 8 (2Ka—-1)> (Ka—-1'St  2Ka’(Ka-2)'(2Ka—-1) St

W, @,

The coefficients 4, ., - £y, 40 in Eq. (42) are defined in Appendix C.

The conical transfer functions evaluated using Eq. (41) are compared with numerical simulations (details of
the numerical approach are given in Section 0) for a representative case in Figure 46. Although not shown,
comparable results are obtained for wedge flames using Eq. (42). Non-linearity is enhanced as the velocity
amplitude or the Strouhal number increases. As expected, the perturbation analysis is accurate at higher velocity

amplitude when the Strouhal number is low.
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Figure 46. Dependence of flame area fluctuations upon disturbance velocity amplitude for axisymmetric
conical flames at n=1

Note that, in the absence of stretch, the linear component of the transfer function in Eq. (41) and (42) is
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described by only two parameters; i.e. G,,, = G(St,,n7). For the general nonlinear case, the gain G is also dependent
on ¢and F;i.e. ,G=G(St,K,¢e, ). Also, as can be seen from the contribution of the non-linear terms to the transfer

function in Eqgs. (41) and (42), two new characteristic time scales arise which are represented by the non-
dimensional terms: (2-Ka)St, =25t,-St. and (2Ka-1)St, =25t.-St,. As discussed in the previous section, the linear
transfer function can be explicitly decomposed into contributions from boundary conditions and flow forcing non-
uniformities. The boundary conditions and flow non-uniformities give rise to the characteristic times represented by
the terms containing S¢, and St,, respectively. When the analysis is extended to the non-linear regime, the same

conclusions can be reached regarding the origin of the time scales represented by the terms S¢, and St, (the terms

with the coefficients %éjo and %;Jo in Egs. (41) and (42)). In addition, the time scale represented by the terms (2K -

1)St; and (2-K)St; arises as a result of the nonlinear interaction between these two sources of flame disturbance.
Hence, to the order of approximation considered here, the nonlinear characteristics of the flame dynamics are
controlled by the superposition of the flame disturbances represented by the terms: St,, St., 25t,-St, and 2.5t,-St,.

It is worth considering two limits: K—0 and 7=Ka—1. In both the limiting cases, albeit for different
reasons, there is a single characteristic time scale represented by the term St,. Recall from the prior discussion that
the flame dynamics in the uniform velocity case (K=0) are exclusively controlled by the boundary condition. In this

case, the transfer function expressions reduce to:

2(1-¢" +ist,

60 +iSt, + 2iaSt, +¢'*? (=6 —iSt, + 4iaSt, +(a —1)St;
LimG,, = > -&’(I-a) 2 2 ( — :+{@=1)se)
S St, 48t
(43)
2(—l+ei5t2 (1-iSt, )) , 6a(—1+e"? —iSt,e' ™ )= 3aSt;e' ™ +i(a—1)Stje' ™
LimG,,, = 2 ¢ (]—a) 2 2
K0 ¢ St 48t;a
(44)

Note that in the limit of long flames (¢—1), the non-linear contribution to the transfer function disappears
for both conical and wedge flames. This result was anticipated in the discussion in the beginning of this section.

The limit of Ka— 1, corresponds to exact coincidence of flame front and flow disturbance velocity leading
to a case wherein all the previously discussed dimensionless time scales, (2-K)St,, (2Ka-1)St, and KaSt,, reduce to
a single one represented by the term St,. Figure 47 shows the variation of the non-linear part of the transfer function
for wedge flames as a function of the Strouhal number when Ka—1 for different values of a. Expectedly, for low
Strouhal numbers (St—0), the contribution from the non-linearities goes to zero. The presence of a single
characteristic frequency St, implies the absence of any destructive interference effect leading to a monotonic
increase in the nonlinear contribution with increasing Strouhal number. Moreover, the contribution to the gain is
substantially enhanced as the flame gets shorter (i.e. lower values of &) consistent with the Flame Aspect Ratio

argument in the introduction of this section.
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Figure 47. Dependence of non-linear part of the transfer function for axisymmetric wedge flames at n=1

Hence the presence of a single characteristic time scale, for the uniform velocity (K=0) and the n=Ka—»1
case, causes the nonlinear contribution to monotonically increase with increasing Strouhal number and/or
decreasing flame aspect ratio. As discussed further below, it is only for these two cases that the non-linearities
always lead to a reduction in the magnitude of the total transfer function. These conclusions are valid even at higher
velocity amplitudes as shown by numerical simulations in Figure 48-Figure 51 which plot the S, dependence of the
gain and phase of the nonlinear transfer function upon St¢, at several 7 values. The gain transfer functions are
normalized by their linear values, G/G;,. Results are shown for two convective wave speeds, 7=0 and 7=1, but the
same S=1 value. Thus, these results allow for a convenient comparison of the effects of nonlinearities from
boundary conditions alone, and the combined effect of boundary conditions and flow disturbance non-uniformity.
Consider the gain curves first, Figure 48 and Figure 50. As predicted earlier, the response tends to its linear value in
all cases at low S7,. In the 77=0 case, nonlinear effects are more apparent at high S#,. For the wedge flame in Figure
50 the response is considerably nonlinear even at moderate values of Strouhal number. The enhanced nonlinear
response of wedge over cone flames is explained by the Boundary Conditions argument discussed earlier.

Turning to the 77=1 case, note the substantial reduction in flame area relative to its linear value; i.e., there is
a substantial degree of gain saturation. Although plotted in a different form, the resulting gain curves look quite
similar to the qualitative plot of H,(4) in Figure 29. In agreement with the Strouhal Number argument discussed
earlier, the degree of nonlinearity increases with St,. As shown in Figure 48 and Figure 50, the gain for the conical
and wedge flames decreases by about 60% and 70% respectively (at &=& in the St,= 20 and 7= 1 case). In contrast,
the gain never drops below 5% of its linear value for conical flames and 35% of its linear value for wedge flames in
the 77=0 case. Moreover, unlike the 77=0 case, the phase of the area response for both the conical and wedge flames
exhibits a strong amplitude dependence, as shown in Figure 49 and Figure 51 respectively. These results indicate the

extent to which flow non-uniformities can significantly modify the nonlinear flame response.
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Figure 48. Strouhal number dependence of the ratio of the magnitude of the flame area-velocity transfer
function to its linear value for the axisymmetric wedge flame, p=1, c'=0.005
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Figure 49. Strouhal number dependence of the phase of the flame area-velocity transfer function for the
axisymmetric conical flame, p=1, c=0.005
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Figure 50. Strouhal number dependence of the ratio of the magnitude of the flame area-velocity transfer
function to its linear value for the axisymmetric wedge flame, p=1, c'=0.005
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Figure 51. Strouhal number dependence of the phase of the flame area-velocity transfer function for the
axisymmetric wedge flame, p=1, 6"=0.005

In the more general case of 70, 1, the nonlinear flame dynamics is controlled by the superposition of
flame disturbances with the four different characteristic time scales discussed earlier. In contrast to the above results,
interactions between the boundary condition and flow forcing non-uniformity solutions causes a non-monotonic
variation in the transfer function gain with disturbance amplitude. To illustrate, Figure 52 shows the flame response
for a wedge flame when 77=2 (i.e. 0=0.8 and disturbances are traveling at 0.4u,). Note that the gain results are not
normalized by their linear value here. The gain result indicates that in the 5<Sz,<8 range, the nonlinear transfer
function actually exceeds its linear value. This result can be understood by noting that this behavior occurs in the
vicinity of the regions where the linear transfer function achieves a minimum. At these St, values, the contributions
from the boundary conditions and the flow forcing terms destructively interfere, leading to low linear gains. As the

velocity amplitude is increased, nonlinearities cause the gain due to both the boundary conditions and the flow
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forcing terms to decrease. However, since the relative “ages” of the two disturbances are unequal, the discussion in
the context of Figure 32 shows that the magnitude of their gain reductions is different. Since the individual gain
decreases by different amounts, the total gain does not go to zero at the Sz, value at which the linear gain is zero, but
actually shifts to a higher St, value in the &=0.2¢ case. At higher disturbance levels, the two terms never exactly
cancel and the gain does not go to zero. Rather, there is a monotonic decrease in the gain of the transfer function

with increase in velocity amplitude. Analogous behavior also occurs in conical flames, although less dramatically.
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Figure 52. Strouhal number dependence of the magnitude of the flame area-velocity transfer
function for the axisymmetric wedge flame, 0=0.8,K=2.5, o =0.005

These predictions can be compared to related measurements on wedge flames, where the phase speed of the
disturbances was half the mean flow speed40. They obtained measurements at four forcing amplitudes €~0.05-0.2
and B~5.6. Interestingly, they found both increases and decreases in the transfer function gain with changes in
disturbance amplitude, depending upon Strouhal number. Their results are reproduced in Figure 53. The transfer
functions plotted here equals the ratio of the fluctuating CH emission intensity to the velocity disturbance amplitude
slightly above the burner exit. Note the strong similarities between their measurement and the predictions from
Figure 52. In the 2<S#,<5 regions where the transfer function exceeds unity, the nonlinear gain monotonically
decreases with disturbance amplitude. In the 5<S7,<8 range, the nonlinear transfer function first increases with

disturbance amplitude, then decreases. This trend is completely consistent with the predictions of this study.
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Figure 53. Experimentally measured gain for an inverted conical flame for a mean velocity u,= 2.05 m/s, ¢ =
0.92. Data reproduced from Durox et al.®,

Using the perturbation analysis, the non-linear contribution to the wedge flame transfer function is shown
for varying phase speeds at unity Strouhal number in Figure 54. It shows that the non-linear contribution is higher
when the phase speed of the disturbances is less than the mean flow speed (i.e. K>1) in comparison to the case
wherein 0<K<I1. This is a direct manifestation of the Flow Uniformity argument discussed earlier. As noted earlier,
non-linearity decreases with increase in the flame aspect ratio (i.e. increasing «), consistent with the Flame Aspect
Ratio argument. Note that this result is valid for a low Strouhal number case wherein the interaction between the
disturbances of different characteristic time scales is weak. The results for a general case are shown in Figure 55
which plots the gain dependence upon 7 at different St, values for conical flames. For the St,=1 case, the linear gain
does not go to zero for both the conical and wedge flames (not shown here). Hence, the gain monotonically
decreases with increasing disturbance amplitude. However in the St, = 5 and 10 cases, the linear gain goes to zero at
certain 77 values. It is only in the vicinity of this 77 that we find the corresponding increase in nonlinear flame transfer
function. This result prominently highlights the sensitivity of the flame response to the phase speed of the
disturbances. Moreover, it demonstrates how the competition between boundary condition and flow nonuniformity

terms can significantly impact the flame response behavior.
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Figure 54. Dependence of non-linear part of the transfer function on the phase speed of the disturbances (K)
for axisymmetric wedge flames, St=1, c=0

G|

Figure 55. Dependence of the magnitude of the flame area-velocity transfer function on 1 for the axisymmetric
conical flame for different Strouhal numbers, =8, =0. Arrow points towards increasing velocity amplitude &.

These results have important applications in the type of bifurcations which may be observed in unstable
combustors. In situations where the gain curves resemble that qualitatively shown in Figure 29, only supercritical
bifurcations will occur and a single stable limit cycle amplitude, & is possible. In situations where the gain
exceeds, then is less than, the linear gain (see Figure 52); i.e., it exhibits an inflection point, multiple stable solutions
for the instability amplitude may exist, and sub-critical bifurcations are possible. This can be seen from Figure 56,
which plots the dependence of 4,,7/4,,, vs € for St,=6.25, K=2.5, a=0.8. This curve represents H(¢g). A hypothetical
damping curve, D(¢) is also drawn in Figure 56. Note the 3 intersection points, two of which are stable, &=0 and
&=¢&c, and one of which is unstable, e=¢r. In this case two equally valid solutions are possible, &=0 or &=g; ¢, which
one the system is actually at depends upon initial conditions. Such a system will manifest characteristics such as

hysteresis and triggering (i.e., the destabilization of a linearly stable system by a sufficiently large disturbance®").
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Figure 56. Dependence of acoustic driving, H(e) (where H(g) is equated for this example to A,’/A, ) and
damping, D(g), processes upon velocity amplitude €, for wedge flames at St,=6.25 with K=2, a =0.8, 5"=0.005

The regions in parameter space (defined by K and St;), where the nonlinear transfer function has an
inflection point can be determined from the analytical solutions and is shown in Figure 57. The plot shown is for a
wedge flame with an aspect ratio a=0.8, &=0.1. Note that an inflection point is more likely to exist when the phase
speed of the disturbances is less than the mean flow speed (K>1) in comparison to the case wherein 0<K<I. This is
in accordance with the earlier discussion which showed that non-linear effects were enhanced for K>1. For the
uniform velocity, K=0, and the Ka=1 case, the presence of a single characteristic time scale causes a monotonic
decrease in the transfer function with increasing velocity amplitude, implying that it will always exhibit a

supercritical type of bifurcation (see Figure 57).

Figure 57. Qualitative representation of regions where nonlinear flame transfer exceeds (shaded) or is less than
(white) linear transfer function, a=0.8,e=0.1, =0

We next consider the combined effects of nonlinearity and stretch. Figure 58 plots the amplitude

dependence of the wedge flame transfer function for cases with and without stretch. While the qualitative
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dependence of the transfer function upon amplitude remains the same with or without stretch, note that the
combined effects of stretch and nonlinearity draw the two curves closer together with increasing €. Thus, stretch
effects upon the global flame area dynamics become less significant with increasing amplitude. The reason for this
is the following: stretch is most significant in the high curvature, concave regions of the flame with respect to the
reactants. As the perturbation amplitudes increases, these regions become highly cusped, and have a progressively
smaller influence upon the total flame area. Thus, while the effect of stretch becomes more significant in certain
regions of the flame with increasing &, these regions of the flame also occupy a progressively smaller fraction of its

total flame area.

Figure 58. Amplitude dependence of the magnitude of the flame area-velocity transfer function for
an axisymmetric wedge flame: Comparison between models with and without Stretch effects. p=1, K=0

Finally, a brief comment on the response of the flame at the first harmonic of the forcing frequency. The
previous discussion about the role played by the phase speed of the disturbances, Strouhal number and the flame
aspect ratio upon nonlinearity in flame response is directly applicable here as well, since excitation of harmonics is
another manifestation of nonlinearity. These results are not discussed here, but analytical expressions for the flame

response at w= 2w, are provided in Appendix E.

Flame Length

The changes in the average flame characteristics (such as its location and length) with increasing
disturbance amplitude have been reported in many experimental studies*”*>**. These changes are indicative of non-
linear effects and have potentially important effects upon the flame transfer function phase because they change the
time delay between when a disturbance is created and when it encounters the flame. For example, Bellows et al.*’
observed a monotonic increase in the velocity-CH* chemiluminescence transfer function phase with disturbance
amplitude and suggested it was due to the corresponding increase in flame length (however, note that this study was

for a swirling flame).

Using the perturbation analysis, the average flame length normalized by its steady state value, L, can be
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expressed as:

(a(Ka —-I)(-1+a+2Ka+(a-3)K’a’ )St,+ 2’ K (K - 1) Sin[ (Ka - I)Stzj)
40’ (Ka—1)'St,

_ 2
L, =1+¢

a

(45)

As shown in Eq. (45), the contribution of the non-linearities to the flame length is a function of the velocity
amplitude, flame aspect ratio, Strouhal number and the phase speed of disturbances i.e. Lye=Lav(& ¢, St,K). In order
to highlight the effect of each of these terms, we consider various limits. In the limit of Ka—1, Eq. (45) reduces to:

(I-a)(3+St7)
m L, =1—-& —2"—"22 (46
Kl:xl—n>11 “E 12a° (46)
Eq. (46) predicts that L, decreases with increasing Strouhal number (note that a<1) and velocity amplitude.
Moreover this effect is amplified with decreasing flame aspect ratio, .

In the limit of low Strouhal numbers, the average flame length can be expressed as:

1-a)
ml —1-2 2% (4
Lim L, 10’ (47)

Equation (47) indicates that, at low Strouhal numbers, the average flame length is a function of only € and
flame aspect ratio and is independent of the phase speed of the disturbances (K) and frequency (St). Moreover if the
flame is long (i.e. @—1), the effect of non-linearities disappear (see Eq. (47)) and the average flame length remains
constant.

Another interesting feature is that for uniform disturbance velocity (K=0), or when the phase speed and
mean flow speed are equal (K=1), the average flame length is independent of the Strouhal number, i.e.:

Lim Ly, = Lim Ly, = Lim Ly, (48)

K—>0 St—>0
Next we consider the case of long flames (i.e. @—1). For this case, the flame length expression can be

simplified to:

a->1

LimL, :]_SZK[(K—1)Sz2—Sin[(K—1)Sz2]J (49)
¢ 2K~1)°St,

Figure 59 plots the normalized flame length (Lavg) as a function of the phase speeds at different Strouhal
numbers when a—1. It can be inferred from Figure 59 that the flame length decreases with increased disturbance
amplitudes when the phase speed of the disturbances is smaller than the mean flow speed (K>1). This conclusion is
true in general (i.e. is not limited to long flames only) as shown in Figure 60, which plots the contours of constant
Lavg as a function of St2 and K for a range of a. For a given flame aspect ratio o, the arrows in Figure 60 indicate
regions in the parametric space (defined by St2 and K) wherein the average flame length increases. Note that it is
only for fast phase speed disturbances (0<K<1) that the flame length actually increases for certain values of St2 (see
Figure 60) and this effect is amplified at higher a. When the phase speed of the disturbances is smaller than the

mean flow speed (K>1), the average flame length always decreases.
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Figure 59. Dependence of flame area fluctuations upon disturbance velocity amplitude for axisymmetric
conical flames at n=1

The discussion above is in conformity with experiments reported by Durox et al.*’, wherein a
reduction in the average flame length was observed with increased velocity amplitudes. Their experiments were
conducted at a frequency of 1000 Hz, o ~0.5 and a range of velocity amplitudes. The present analysis indicates (see
Figure 60 which shows that a~0.57 is the lowest value for which the flame length may increase) that for a~0.5, the
average flame length always decreases irrespective of the frequency and phase speed of the disturbances. Similar
agreement is obtained with the results of Bourehla & Baillot” under conditions where their measured velocity

profiles are similar to those considered here. These conditions correspond to K~1-2, St2~8-12 and K=0, St2>23.

Figure 60. Contours of constant L,,, (average flame length) as a function of K and St, for different values of a.
Arrows indicate regions of increasing flame length.
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8. Nonlinear Interactions in Gas Turbine Combustors

Nonlinear Heat-Release/Linear Acoustic Interactions

It has been argued that the dynamics of an unstable combustor are dominated by heat release nonlinearities
which interact with linear acoustic processes. Because the combustor is a reverberant acoustic environment, it
possesses a number of acoustic modes. Many researchers (e.g., see Culick'®, Zinn & Powell'?, Culick & Yang®?)

have shown that the dynamics of each mode may be described by an oscillator equation of the form:

et 28w e+ @, 1 = Fi; . 8)+ Ee) (1)

where @, is the linear natural frequency, ¢ is the damping coefficient, F(7;, ;) refers to the system nonlinearities,

and £(2) is the external excitation.

Before presenting further data, we briefly summarize several classical results for a nonlinear system that is
externally forced at a frequency near resonance, i.e. E(¢) = Acosat, where @ = w,. Consider first nonlinearities in
"stiffness", i.e. F' = F(n;). It is well known that such a system exhibits “bending” in the frequency response curve,
such as shown in Figure 61(a). As such, the frequency of the maximum oscillator response shifts with frequency;
e.g., increases/decreases in the effective stiffness with increasing disturbance amplitude cause the curve to bend
toward higher/lower frequencies. As the frequency of the large amplitude excitation is swept, the response of the
nonlinear system follows one branch of the curves to a bifurcation point where the system jumps discontinuously to

the other branch. This manifests itself in hysteresis in frequency and amplitude where this jump occurs.
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Figure 61: Frequency-response curves at several excitation amplitudes for a second order oscillator

with nonlinearities in (a) stiffness and (b) damping

Consider next nonlinearities in damping, i.e., F=F(#&). The peak amplitude of this type of nonlinear
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system will not increase proportionally to the disturbance amplitude. If damping grows nonlinearly, amplitude
saturation causes a flattening of the response curve around the resonant frequency. Therefore, the maximum
response is distributed over a broader range of frequencies than a linear damped oscillator, e.g, see the example in
Figure 61(b). Further details are in Nayfeh & Mook®.

Both types of behavior illustrated in Figure 61 were observed in our data. These data were obtained in the
gas turbine combustor simulator discussed previously and shown in Figure 2. A representative result is shown in
Figure 62(a), which plots the frequency dependence of the pressure amplitude at a large disturbance amplitude. This
data is obtained by keeping the driving amplitude constant and varying the driving frequency. Figure 62(a) shows
that the pressure amplitude response bends over to the left indicative of a “softening” spring. Second, the pressure
amplitude jumps in the 285-290 Hz range, with hysteresis in the frequency value where this jump occurs. Third, the
peak response of the pressure remains relatively constant over a range of driving frequencies, indicating nonlinearity
in damping. This behavior can be seen more clearly in Figure 62(b), which plots similar results at several driving
amplitudes. The plot clearly shows the progressive trend away from a classical forced-resonant linear system at low

disturbance amplitudes to a response that bends over toward lower frequencies and “flattens” in response.
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Figure 62: Dependence of pressure amplitude upon frequency at (a) a single disturbance amplitude,

2.8A and (b) several disturbance amplitudes, 1.8-3.0A (¢ = 0.95).

If the forcing frequency is held constant, while the excitation amplitude is varied, a similar bifurcation
occurs as shown in Figure 63. Figure 63 shows that the pressure oscillation data have a similar dependence on
frequency. As noted above, the linear natural frequency is approximately 310 Hz. At 280 Hz there is a noticeable
jump in the pressure response. At frequencies below and above 310 Hz, the pressure response exhibits a “quadratic”
and “square root” dependence upon excitation amplitude.

Referring back to Figure 9(a), note the clear saturation of the CH*-velocity transfer function at 280 Hz.
Referring to the specific data points, note that a clear “gap” in the velocity amplitude is observed at a point
coinciding with that where saturation is observed. It should be noted that the driving levels were increased in a

regular, stepwise fashion over the whole range of amplitudes. This jump in the velocity coincides with the jump in
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pressure amplitude illustrated in Figure 64(a); i.e. the jump in pressure and velocity coincides with the point where

the heat release response exhibits nonlinearity.

5
15}
1
— Qe
34 14
“' [—)
3
c 3+ 4
s H
£
§7 1o
Kol
‘S
81t ]
0

0 2 4 6 8 10 12 14
Excitation Amplitude (a.u.)

Figure 63: Excitation-response curves for softening spring oscillator at several excitation frequencies.
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Figure 64: Dependence of pressure oscillation amplitude on excitation amplitude for varying driving

frequencies (¢ = 0.95)

A detailed study of this bifurcation and the associated hysteresis was performed in the 280-290 Hz
frequency range. Figure 65 summarizes the amplitude-frequency parameter regions where single and multi-valued
behaviors occur. Hysteresis occurs at driving amplitudes larger than about 2.6 Amperes (A) and extends all the way
to 3.1A, where blowout occurred. The corresponding frequencies range from 292 to 276 Hz at the low and high
amplitude driving ranges.

Figure 66 provides a further visualization of this bifurcation by quantifying the CH* - pressure transfer
function as a function of frequency at fixed driving amplitudes (we illustrate the CH*-pressure relationship here due
to the fact that the uncertainty values are smaller than those for the velocity measurements; the trends, however, are

identical). The figure plots these dependencies at both a low and high driving amplitude of 2.4 and 3.0 Amperes.
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For low driving amplitudes, the transfer function exhibits a smooth, monotonically decreasing dependence upon
frequency, as would be anticipated by the results shown in Figure 5. However, when the driving amplitude is
increased beyond the cutoff point of 2.6 amperes, the transfer function changes markedly. This result is illustrated
in Figure 66(b) where a clear jump in the transfer function values occurs (~14% for the CH*-pressure transfer
function value) for the 3.0 Amperes driving case. Note that the frequency dependence of the transfer function is
much “flatter” in the high driving case. The frequency where the jump occurs depends upon the direction of
frequency change (increasing/decreasing) with a total hysteresis of about 3 Hz. Note that the transfer function itself
does not exhibit a discontinuous dependence upon amplitude; rather the pressure amplitude exhibits a discontinuity
in the region where the transfer function changes. This transfer function change is responsible for the bifurcation in
pressure amplitude. As such, it is not possible to measure a monotonic change in the transfer function at these
frequencies because of the discontinuous jumps that occur in acoustic amplitude. A similar result is found in the

corresponding phase relationships.
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Figure 65: Amplitude-frequency ranges over which the chemiluminescence-pressure-velocity

relationship exhibited single and multi-valued behavior
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Figure 66: Dependence of pressure-CH* transfer function on driving frequency (excitation amplitude

= 2.4 amperes (a), excitation amplitude = 3.0 amperes (b), ¢ = 0.95)

NONLINEAR FREQUENCY INTERACTIONS

This section describes an ongoing investigation into the nonlinear interactions between natural acoustic
modes and driven oscillations in a lean, premixed swirl stabilized combustor. This work is motivated by the fact
that combustion instabilities continue to hinder gas turbine combustor development and operation® ™. These
instabilities occur when the unsteady combustion process couples with one or more of the combustor’s acoustic
modes, resulting in self-excited oscillations. The objective of this work is to improve the understanding of the
nonlinear dynamics associated with these oscillations. Improved understanding of the nonlinear combustion process
is needed to further development of methods to predict limit cycle amplitudes.

In addition to improved understanding of nonlinear combustor dynamics, this work also has implications on
active instability control®. In many cases, active control is implemented by closed loop control of fuel flow
oscillations that are out of phase with the instability. However, the use of open loop, non-resonant frequency,

forcing has also been demonstrated by many researchers”**.

The present study provides some insight into the
underlying combustor processes which impact the effectiveness of these open loop control strategies.

This work is motivated by a previous study focusing on the nonlinear flame transfer function between
driven pressure oscillations and heat release fluctuations in a high-pressure, gas turbine combustor simulatorError!
Bookmark not defined.. During these tests, nonlinear interactions between a natural combustor mode and those
due to acoustic forcing were observed. Specifically, the amplitude of the unstable mode monotonically decreased,
before it disappeared completely, with increases in amplitude of the driven mode. This behavior was attributed to
frequency-locking, a well-known nonlinear oscillator phenomenon. Frequency locking is due to nonlinear

interactions between oscillations that are closely spaced in frequency. It is manifested as a decrease in amplitude of

the self-excited or natural mode oscillations as the amplitude of the driven oscillations increases.
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Lieuwen & Neumeier” performed a limited investigation of the effect of forcing frequency upon this
frequency locking phenomenon by considering two forcing frequencies. Their data did not indicate a significant
change in the entrainment amplitude at the two driving frequencies. This was contrary to expectation, however, as
we had anticipated the entrainment amplitude to be proportional to the frequency spacing between the forced and
self-excited frequency. These considerations motivated this study, which more systematically investigates these
frequency spacing effects on entrainment amplitude.

Experiments were performed on a 100 KW swirl stabilized burner, which was previously shown
schematically in Figure 14. The reported tests were performed at a nominally unstable condition, with an instability
frequency of 461 Hz. The forcing frequencies investigated ranged from 150 to 430 Hz and for all cases, the overall
acoustic power was substantially reduced by the presence of acoustic forcing.

A typical result is shown in Figure 67. The nominal amplitude of the 461 Hz instability is about 1.5-2% of
the mean pressure in the combustor. In this particular case, forced oscillations are excited at 200 Hz over a range of
amplitudes. As shown in Figure 67, increased forcing levels cause the 461 Hz mode amplitude to monotonically
decrease, and to nearly disappear when the driving amplitude reaches approximately 25% of the mean velocity.
Thus, the entrainment amplitude for this case is u’/u,=0.25. It is also seen that the harmonic associated with the
instability at 922 Hz disappears. Also shown in the figure is the overall RMS amplitude in the 0-1000 Hz range,
which has a minimum near the entrainment amplitude and then begins to rise with increased forcing levels, due to
the growing amplitude of the imposed oscillations. The acoustic power in the spectra between 0 and 1000 Hz is

reduced by 90% for this case.
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Figure 67: (a) Spectrum of combustor pressure at two driving amplitudes showing decrease in
combustor instability mode as driving amplitude is increased (instability frequency = 461 Hz, driving
frequency = 200 Hz). (b) Dependence of instability amplitude on driving velocity amplitude at 200 Hz driving

frequency.

The typical dependence of the natural instability amplitude on the driving amplitude is shown in Figure
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67(b). At the highest driving amplitudes, the instability has essentially disappeared at the cost of the increase in
amplitude of the driven pressure. There are several basic features of the instability amplitude dependence upon
driving amplitude that can be discerned from Figure 67(b). First, the instability amplitude is independent of the
forcing amplitude for some amplitude range before decreasing; we have referred to the driving amplitude at which
this decrease begins as A;. Second, the instability amplitude decreases with some slope, §,, for further driving
amplitude increases. Third, the instability amplitude essentially goes to zero, or to near zero values above some
driving amplitude, referred to here as the entrainment amplitude, A.. For example, in Figure 67(b) the entrainment
amplitude is ~25% of the mean velocity at the premixer exit. Finally, the dependence of the unstable mode
amplitude upon the driving amplitude exhibits some hysteresis. In this study, hysteresis occurred at only at select
frequencies in the 150-430 range we have tested so far at this instability condition. No significant trend was found
that was dependent on driving frequency. This hysteresis behavior is shown in Figure 68. Typical hysteresis levels
are found to be between 3-5% of the mean velocity value.

These characteristics depend significantly upon driving frequency. We consider first the entrainment
amplitude dependence upon driving frequency, which is plotted in Figure 69(a). The entrainment amplitude, Ag,
grows as the forcing frequency is moved away from the instability frequency of 461 Hz, except very close to the
instability (fyive = 400-430 Hz). The trend in Figure 69 was expected although we do not have any specific theory
our intuition was based upon. Figure 69 also reinforces the fact that the velocity oscillation amplitude in unstable
combustors is a major controlling factor which affects the nonlinear combustion process. It should be noted that a
different trend is observed if the perturbation pressure® (see Figure 69b), rather than velocity were used to quantify
the forcing amplitude. This is due to the frequency dependence of the pressure-velocity relation. This result
explains the confusion over this issue raised in our prior study, which used the perturbation pressure as a measure of

disturbance amplitude.

¥ In this combustor, the entrainment pressure amplitude increases monotonically with decreasing frequency up to
about 230 Hz. It then decreases for lower frequencies.
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Figure 68: Dependence of instability amplitude on driving amplitude for driving frequency = 410 Hz

(instability frequency = 461 Hz).
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Figure 69: Dependence of (a) velocity entrainment amplitude, AE, and (b) corresponding pressure

amplitude values upon driving frequency (instability frequency = 461 Hz).

We next consider the slope of the instability amplitude rolloff, §,, shown in Figure 70. In contrast to the
entrainment amplitude, the instability rolloff has a complex dependence on frequency which is not understood. The
highest slopes, and therefore the most rapid rolloff of the instability amplitude, occur at 250 and 400 Hz. Local
minima are seen at 160 Hz and 310 Hz. Similarly, the parameter A ’s frequency dependence is shown in Figure 71.
In general, Ap is found to be largest at frequencies which are far away from the instability and smallest at
frequencies closer to the instability. The values of A; range from u’/u,= 0.02-0.10. At 240 Hz, this value decreases
linearly from it maximum value, near where the instability rolloff hits its maximum, and flattens out after 310 Hz,

where the instability rolloff hits a minimum. In general, the parameter A; is seen to change values near local
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minima and maxima in the instability rolloff value.
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Figure 70: Dependence of instability rolloff, 5p on driving frequency (instability frequency = 461 Hz)
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Figure 71: Dependence of AL parameter (velocity oscillation amplitude range which is independent

of forcing) on driving frequency (instability frequency = 461 Hz)

As these results have direct implication on open loop forcing as an active control methodology, it is of

interest to analyze the total acoustic power reduction in the 0-1000 Hz range where power is defined as:

Power = I|p'|2df (1)

Figure 72 plots the frequency dependence of the maximum reduction in acoustic power due to open-loop
forcing observed at each frequency over the whole forcing amplitude range. We have found that we can reduce the
acoustic power by at least 70% of its original value at optimized driving amplitudes at this operating condition. The
best results occur at frequencies where the entrainment pressure amplitude is smallest and the worst results are

where the entrainment pressure amplitude is highest, as may be expected. For larger entrainment amplitudes, more
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acoustic power is being added into the system at the point of entrainment. Therefore, the reduction in instability

amplitude comes at the cost of larger driven amplitudes.
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Figure 72: Dependence of maximum acoustic power reduction on driving frequency (instability

frequency = 461 Hz).
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9. Active Control of Combustion Instabilities

This note describes an experimental investigation of active control of instabilities in a high pressure, liquid
fueled combustor. Active control has been widely demonstrated as a technically viable method for suppressing
combustion instabilities (e.g., see Refs. [95, 96,97]). For example, it has been shown that instabilities can be
suppressed by measuring the pressure or heat release in the combustor, suitably phase shifting and amplifying the
measured signal, then driving a secondary fuel injector with this signal. While significant progress has been made, a
number of problems are still in need of investigation. Active controllers are often found to work well at certain
operating conditions, while their effectiveness is significantly reduced at others. Results in the literature quantifying
the degree of suppression of the instability amplitude vary substantially, from factors of under 2 to over 50.
Experiments have shown that the same methodology performs very differently on different combustors and at
different operating conditions. Thus, although at this point it is well established that some degree of suppression of
combustion instabilities is possible, more research is needed to understand the dynamics of actively controlled
combustors and the factors that limit control effectiveness.

A variety of factors determine the impact of an active control system upon an instability. First, the
uncontrolled combustor dynamics play a significant role on the effect active control has upon the oscillations.
Control effectiveness will clearly depend upon such issues as instability amplitude, instability frequency and
background noise levels. In addition, nonlinear characteristics of the combustor, such as hysteresis and saturation,
play important roles in control effectiveness.

Next, the issues of observability and controllability are significant; i.e., the extent to which the state of the
system can be sensed and affected by actuation, respectively. Observability does not appear to be a significant issue
limiting control effectiveness, unless, for example, a pressure sensor is located in a node. Controllability issues are
more significant due to the challenges of actuating coherent fuel pulses at high frequencies. In many cases, liquid
fuel is actuated using on-off, pulse-width modulations which causes spectral broadening of the excited heat release
oscillations about the carrier wave frequency. This broadening is partially responsible for the peak splitting
phenomenon discussed by Cohen and Banaszuk [1]. Cohen and Banaszuk [1] and Lee and Santavicca [24] have
also emphasized the importance of fuel placement and/or mixedness upon control effectiveness.

Turning to the controller itself, the poorly understood nonlinear and stochastic nature of crucial combustor
processes renders classical model based approaches difficult for implementation on actual hardware. Prior
experimental controllers have either filtered the pressure/ chemiluminescence signal about the instability frequency
(which must be known a priori) or used observers to extract the amplitude and frequency of the instability. The
optimal control phase is typically determined using either off-line testing or adaptive schemes.

Probably one of the most significant factors determining the effectiveness of the combined controller-
actuation system is the overall controller time delay. As might be expected, several studies have shown that the
combined effects of background noise and time delays substantially impair control effectiveness. For example, it

has been observed that the combustor appears to “run away” from the control when sufficient control actuation is
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applied; e.g., the phase of the oscillations rapidly moves around or even seems to jump [96]. In addition, time
delays are partially responsible for the peak-splitting phenomenon encountered with high controller gains [1]. Many
of these factors are reviewed in detail by Cohen and Banaszuk [1].

The above discussion emphasized a number of issues in need of investigation to better understand the
factors determining control effectiveness. In this note, we focus on the effects of uncontrolled combustor dynamics
and, in particular, the effect of the level to which the controller attempts to drive the instability amplitude toward. A
systematic study of these effects requires capabilities to alter the nature of the investigated combustor. In order to
accomplish this in a known and controllable manner, self-excited oscillations were created by feeding back the
measured pressure through a phase-shifter to an air actuator mounted in the rear of the combustor. This air actuator
drove oscillations by pulsing a high pressure air flow. The linear and nonlinear characteristics of the self-excited
feedback loop were then varied by changing the gain and phase of the pressure signal that was used to drive the air
actuator. Control of the induced oscillations was achieved by pulsing the combustor fuel flow rate with a second

fuel actuator.

Facility and Instrumentation

Experiments were performed in the gas turbine combustor shown schematically in Figure 2 operating at 4.4
atm, 430 K inlet air temperature at an overall equivalence ratio of 0.9. The combustor operated under liquid fuel
which was supplied through the fuel injectors outlined in Figure 3, which has not been used in our nonlinear flame
response studies. As the facility has been described previously in Ref. [28] for gaseous operation and in Ref. [98]
for liquid fueled operation, only its key features are summarized here. The fuel is injected into the swirling air
stream at the end of a conical bluff body, where it is atomized by the shearing action of the high velocity, swirling
air.  Oscillations were driven in the combustor with a magneto-restrictive air actuator described earlier. The air
actuator modulates a constant secondary supply of air that is introduced near the combustor exit by periodically
varying the degree of constriction of a valve. In order to generate self-excited oscillations, whose linear and
nonlinear characteristics could be varied in a known and systematic manner, the pressure signal was fed back to this
air actuator through a gain and phase shifter; see Figure 73. Note that simply driving oscillations with a function
generator does not emulate the critical features of combustion instabilities because the phase and amplitude of the

oscillations remains fixed, regardless of the control action.
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Figure 73. Block diagram of gain/phase shifter between pressure transducer and air actuator used to
generate self-excited oscillations.
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The combustor was operated under conditions under which it was nominally stable. By setting an
appropriate gain and phase shift, the air actuator excited oscillations. The linear and nonlinear (e.g., saturation
amplitude) characteristics of the oscillations could be systematically varied by changing the gain/saturation
amplitude of this feedback loop. The amplitude dependence of the acoustic forcing provided by the air actuator
closely resembles the saturating characteristic of heat release oscillations'®®”.

Fuel for active control is modulated using a second magnetostrictive fuel actuator. A controller is used to
maintain the mean flow rate constant around the specified value, regardless of amplitude of the oscillating

component.

Control Implementation

The details of the frequency observer and controller used here are described elsewhere [98], so only the key
features are summarized here. The main components in the active controller are a pressure transducer, software
comprising a real-time observer, a controller, and the magnetostrictive fuel actuator. During operation, the sensor
continuously measures the combustor pressure which is bandpass filtered between 20 and 1000 Hz, digitized, and
read in by the computer. The digitized signal is processed by the observer that extracts the amplitudes and
frequencies of the largest amplitude combustor modes. The observed amplitude is compared to the desired
amplitude and the difference between the two serves as the input to a PI type controller. The “desired” amplitude is
the value which the controller attempts to drive the actual amplitude toward and in general, is not zero. 1t is
important to note that if the desired amplitude is set to a level that the controller cannot satisfy, particularly zero, the
integrator will increase until saturation. As shown in prior studies [1] and below, in such a case, the resulting large
control signal that is applied to the fuel injector may result in reduced controller performance. However, if the
desired amplitude is set to an attainable value, the integrator stabilizes at some non-saturated value and
automatically set the control amplitude to the necessary value. The phase of the control signal relative to the
measured pressure signal is set manually by determining the optimum value that maximizes instability amplitude

suppression.

Results

As noted earlier, instabilities were generated by feeding back the pressure signal with a phase shift to the
air actuator. A typical result showing the combustor pressure during a 0.31 psi, 92 Hz instability with and without
control is shown in Figure 74. In these data, control was turned on at the indicated point, with the desired amplitude
set to 0.18 psi. Once actuated, the control requires a little over one second to bring the amplitude to the desired
level, due to integrator windup. Note that the control successfully brings the instability amplitude to the desired
level; however, there is substantial “breathing” in amplitude of the oscillatory pressure both before and after control
is implemented. At any instant in time, the actual instability amplitude varies about the indicated value by about
0.06 psi. The indicated fluctuating pressure amplitude was determined by low pass filtering the envelope of the

pressure oscillations at 0.5 Hz.
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Figure 74 Low pass filtered time dependence of oscillatory combustor pressure amplitude with and
without control.

Effect of Desired Amplitude

In order to elucidate the factors limiting control effectiveness, a series of experiments were performed
where the “desired” instability amplitude was successively reduced. Recall that the “desired” amplitude refers to the
amplitude the controller attempts to drive the oscillation level to, even if it is capable of reducing the instability
amplitude further. Control performance was investigated as the desired amplitude level was monotonically
decreased from 100 - 0% of its nominal value without control. Results quantifying the dependence of the actual
oscillation amplitude upon the “desired” level are shown in Figure 75. The figure indicates that the nominal
instability amplitude (without control) is 0.35 psi. Once the desired amplitude level drops below this value, the
controller turns on to reduce the instability amplitude. The figure shows that the controller precisely drives the

average instability amplitude to the desired levels down to about 0.14 psi, a 60% reduction in amplitude.
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Figure 75. Dependence of mean and fluctuating instability amplitude upon desired level.
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Returning to Figure 75, note the jump in instability amplitude for desired amplitude levels below 0.14 psi.
This result clearly shows that optimal control performance is not necessarily achieved by attempting to drive the
instability amplitude to zero. Rather, the best performance occurs at an intermediate value. This reduction in
performance is due to imposing too large a gain on the system that introduces undesired dynamics in the combustor
response. This can be seen from Figure 76 and Figure 77, which plot the Fourier transform of the combustor
pressure at several desired amplitudes. Note the monotonic reduction in instability amplitudes at 92 Hz in Figure
75. Figure 76 and Figure 77 show that the 92 Hz oscillations are nearly absent and are replaced by two larger
amplitude sidebands at 77 and 115 Hz. In this same region, the fuel injector command signal saturates.

This behavior is analogous to the “peak-splitting” phenomenon that has been previously explained by
Cohen and Banaszuk [1]. The key processes responsible for this behavior is the fact that oscillations are excited
over some spectral bandwidth centered about that of the instability frequency. If the controller phase is optimized to
suppress oscillations at the center frequency, because of system time delays, they will necessarily not be optimized
at higher and lower frequencies. In fact, the phase of the control at the excited sideband frequencies is 180° relative

to the center frequency, resulting in the excitation of oscillations.
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Figure 76. Fourier transform of combustor pressure at desired amplitude levels of 0-0.4 psi.

97



x 10
14f .
12+ .
510— 1
8 8 |
& Increasing
5 6 Control Action 1
2 4l
g 4 |
2,\\ i
0, \ —

200

50

1
Frecc|)8ency 2 g)

Figure 77. Fourier transform of combustor pressure at desired amplitude levels of 0.4, 0.2, 0.16, 0.14,
and 0.13 psi (nominal instability amplitude = 0.35 psi).

Effect of Air Actuator Gain and Saturation

Control experiments were performed at two values of the gain between the unsteady pressure and the air
actuator. The purpose of this experiment was to emulate the affects of different heat release dynamics (linear gain
as well as saturation characteristics) and the resultant impact upon control effectiveness. As shown in Figure 78 the
air actuator command signal and pressure amplitudes are linearly related at low amplitudes. At higher levels the air
actuator amplitude driving signal is saturated, regardless of the pressure amplitude.

The effect of active control upon instability amplitude for these two air actuator gains is plotted in Figure
79. These data were taken by slowly sweeping the phase of the control signal relative to that of the pressure at a
desired amplitude of zero. The horizontal line indicates the nominal instability amplitude. As expected, the
instability amplitude is reinforced or damped, depending upon the phase. Comparing the two gain results, note the
similarity and difference, respectively, in the amount the pressure amplitude is reinforced or damped. That is, the
pressure amplitude is increased by nearly the same factor (two) in both gain results. The amplitude minima,

however, are approximately 0.22 and 0.16 psi, a difference of 40% and a difference in reduction of 15%.
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Figure 78 Instability driving characteristic visualized by plotting the dependence of the instantaneous
air actuator driving signal upon pressure.
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Figure 79. Dependence of instantaneous pressure amplitude upon time as phase of control signal is
swept relative to that of the instability.

The same maximum amplitude is achieved because the air actuator driving command signal is saturated;
i.e., there is no difference in driving characteristics above a pressure amplitude of about 0.6 psi. The difference in
minima is apparently due to the effect that the combustor’s nominal dynamics (i.e., without control) has upon its
response to too large a gain of the fuel injector control signal, resulting in peak splitting. This over-gaining of the
control signal is due to the fact that the desired amplitude was always set to zero. Analysis of the moving average of
the Fourier transform shows the peak splitting phenomenon in the pressure over approximately 1/8 of the phase
sweep cycle in the low gain case. In contrast, the peak splitting phenomenon just barely appears in the higher gain

case, occurring only at the pressure minimum over about 1/32 of the phase sweep cycle.
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10. CONCLUSIONS

This final report describes many important experimental and theoretical advances on the study of unstable
gas turbine combustors. In particular, much emphasis was placed on the mechanisms which can control the limit
cycle amplitudes of unstable combustors, as well as active control and interactions between natural and driven

oscillations. The important conclusions from each aspect of this study are described below.

Nonlinear Flame Response — Gas Turbine Combustor Simulator

From these data, several conclusions can be drawn regarding the nonlinear response of the unsteady heat
release to flow perturbations. The amplitude relationship between the pressure/velocity and heat release saturates at
sufficiently high forcing levels at certain frequencies and equivalence ratios, but remains linear at others all the way
to flame blowout. Also, substantial amplitude dependence of the CH* phase was found at all driving frequencies
and equivalence ratios, clarifying the questions raised by Lieuwen & Neumeier”. These results suggest that heat
release-acoustic nonlinearities in both gain and phase may play comparable roles in swirling, premixed combustors.
While the measured flame transfer functions themselves are independent of the system’s acoustics, a saddle-node
bifurcation in pressure amplitude occurs around the natural frequency that is introduced by the nonlinear combustion
process.

One of the key conclusions of this study is that nonlinear interactions between the flow forcing and
parametric instability (possibly through its impact on the fluctuating flame position) may be responsible for
saturation of the flame response. The presence of the parametric instability is manifested by the jump in amplitude
of oscillations at half the driving frequency at certain disturbance amplitude values. This jump in subharmonic
amplitude occurs at essentially the same value as that at which saturation occurs. Furthermore, subharmonic
oscillations are always present in cases where saturation of the fundamental occurs. To our knowledge, this
observation of the parametric instability is the first in a turbulent, swirl-stabilized flame.

In addition, however, there are other potential mechanisms which may also be present. These include local
extinction of the flame and flame sheet kinematics. For example, increasing amplitudes of oscillation lead to
increased flame strain which could cause local flame extinction events. Increased extinction could, in turn, result in
decreased heat release response. This mechanism could be responsible for the decreasing mean chemiluminescence
levels upon perturbation amplitude seen in some test cases. Additionally, flame sheet kinematics also may be
important. While their significance was alluded to above in the context of the parametric flame instability (i.c.,
fluctuating flame position effects), they may play additional roles through nonlinear dependencies of flame area
destruction with disturbance amplitude. For example, large amplitude corrugations of the flame may be consumed
by flame propagation faster than small amplitude perturbations, as emphasized by Preetham and Lieuwen'® based

on theoretical considerations and very recently, by Balachandran ez al.® | based on experimental imaging studies.
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While it is not possible to conclusively determine the relative roles of all potential mechanisms of
nonlinearity, we can eliminate some mechanisms which have been suggested as potentially significant:

Global” Extinction — This is the mechanism proposed by Dowling'® and Poinsot et al.'® which follows
from the simple observation that the instantaneous heat release cannot go negative, thus limiting the
chemiluminescence fluctuations to 100% of the mean value. Our data indicate saturation at substantially lower
amplitudes, however, implying that this mechanism is not significant in this combustor.

Chemical Kinetics — Reaction rates depend upon pressure and temperature in a nonlinear manner. These
nonlinearities will apparently become significant when the fluctuating pressure and temperature achieve amplitudes
on the order of their mean values. This mechanism does not appear likely here, however, as nonlinearity occurs at
p’/po values of ~2%.

Equivalence ratio oscillations — The nonlinear dependence of the equivalence ratio amplitude and heat
release response discussed by Peracchio & Proscia'” and Lieuwen' is not important here, as the fuel/air mixture had
a constant composition. As such, though we cannot comment on the magnitude of these types of nonlinearities in
situations where they are present, the data presented here indicate that other flame processes also cause
nonlinearities in flame response.

Flame holding — The many data indicating a linear CH* response all the way to blowoff indicate that

nonlinearities due to marginal flame holding are probably not important

Nonlinear Flame Response — Atmospheric Burner

From the results presented, we can make the following conclusions. First, substantial nonlinearities in the
flame response to forced velocity oscillations have been shown. The phase between the flow oscillation and heat
release is also seen to have substantial amplitude dependence. Various mechanisms appear to be important in
different frequency and flowrate regimes. For instance, at low flow rates, the saturation amplitude of CH* can vary
greatly with driving frequency and range from 25-100% of the mean value. In contrast, for higher flow rates, it is
observed that the nonlinear amplitude of CH* is roughly independent of driving frequency. In addition, the shape of
the transfer function can change markedly for different driving frequencies and flow rates. Therefore, there are a
variety of behaviors which are present in a single combustor. Thus, one single theory is not adequate to describe the
nonlinear dynamics of a forced or unstable combustor.

OH PLIF imaging of the flame was performed at two frequencies where two mechanisms potentially
controlled the saturation amplitude of the global heat release from the flame. Two phenomena, vortex rollup and
flame liftoff, are found to be the likely mechanisms which govern saturation of the flame transfer function from
these images. The latter mechanism visibly changes the flame structure when comparing these results with line-of-
sight images. Both mechanisms act to reduce the flame area.

No sub-harmonic flame response was observed in any of these studies, as opposed to the earlier study in the
combustor simulator as mentioned above. This result is not understood, as it is well known that parametric flame

instabilities occur at high forcing amplitudes, resulting in a subharmonic response. Future work will attempt to

101



reconcile these differing observations

Theoretical Nonlinear Flame Response

One of the key points made here is that the linear and nonlinear characteristics of the flame dynamics are
controlled by the interaction between flame disturbances due to boundaries and flow non-uniformities. A
constructive superposition of the two flame disturbance contributions can cause the flame to act as an “amplifier” at
certain frequencies whereas a destructive superposition can cause the flame response to be identically zero. The
theory also captures the effect of flame stretch and shows that it is responsible for the experimentally observed
phenomenon of “filtering”.

In the nonlinear regime, the flame response is critically dependent on whether the solution lies in a region
of constructive or destructive interference of the flame disturbances. In regions of constructive interference, the
nonlinear flame transfer function gain is always less than its linear value whereas in regions of destructive
interference the nonlinear transfer function may exceed its linear value. These characteristics can cause the same
combustor to exhibit sub-or supercritical type of bifurcation depending on the operating condition. The analysis
shows that nonlinearity is enhanced and that there is a greater tendency for the nonlinear transfer function to have an
inflection point when the phase speed of the disturbances is less than the mean flow speed. Moreover, the average
flame length decreases with increasing perturbation amplitude for most conditions which is consistent with the
available experimental data.

Several additional studies are motivated by this work. First is an analysis of the nonlinear flame response in
cases where the flame is being simultaneously disturbed by deterministic harmonic fluctuations as well as random
fluctuations. The latter fluctuations simulate the impact of background turbulent fluctuations. As such, the analysis
would allow for a rudimentary comparison of the nonlinear dynamics of laminar and turbulent flames. Second there
is a need to couple the flow field and flame dynamics so that the effect of gas expansion can be captured. This would

introduce a new parameter into the results, the ratio 7,/T,,.

Nonlinear Interactions in Unstable Combustors

These results have implications of the type of bifurcations which may be observed in unstable combustors.
This study clarifies a number of issues related to the nonlinear interactions between driven and natural unstable
combustor modes but also raises new questions. It has been shown that the entrainment velocity amplitude
monotonically grows with driving-instability frequency separation. We have found that the instability rolloff and
velocity oscillation range which is independent of forcing amplitude both have complex dependencies on driving
frequency. Changes in the parameter, A;, are seen to accompany local minima and maxima in instability rolloff.
Further work is being performed to analyze the effect on these parameters of driving frequencies greater than the

instability frequency.

In addition, open loop forcing of the combustor, at frequencies different from the instability frequency, was
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found to significantly reduce the acoustic power in the 0-1000 Hz range by as much as 90%. The performance of
this open loop control scheme is dependent on the entrainment amplitude. The best results were obtained for

frequencies which had the lowest entrainment pressure amplitudes, as might be expected.

The generality of this methodology is an open question, however, as we found some operating conditions
where entrainment did not occur in the same fashion and the instability amplitude is marginally reduced. For
example, in one situation, the addition of forcing caused a shift in instability frequency to a value 40 Hz higher than
its unforced value (from 510 Hz to 550 Hz). For driving frequencies whose harmonics do not fall around this new
frequency, this value is relatively constant. The acoustic power in the 0-1000 Hz range is only slight reduced
(~20%) before increasing rapidly, unlike the conditions presented in this paper. An investigation on this behavior is
also ongoing.

The theoretical study has further highlighted the importance of the interactions between the contributions
from flame disturbances due to boundaries and flow non-uniformities. The present investigation extends the

analytical solutions for the flame response from the linear to the non-linear regime.

Active Control Studies of Unstable Combustors

A variety of factors determine the impact of an active control system upon an instability. First, the
uncontrolled combustor dynamics play a significant role on the effect active control has upon the oscillations.
Control effectiveness will clearly depend upon such issues as instability amplitude, instability frequency and
background noise levels. In addition, nonlinear characteristics of the combustor, such as hysteresis and saturation,

play important roles in control effectiveness.
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Appendix A

This section solves for the steady state flame shape ¢, (7). The governing equation for the steady state case

(see Eq (13)), is

[P, o ||
B (RSN

Integrating Eq. (50) and applying the boundary condition for conical flames, Eq. (15), the exact implicit

solution for ¢,(7) can be expressed as:

28y 1452
o

[HQIJ JI+5C 1+ 5 ¢, :e[' ro2n T Foor) 51)
1=C. \J1+ 5252 -1+ 5 ¢,

The flame position gradient can be expanded in powers of exp(-r/c") as:

é/o,r =-1+

Hence the lowest order correction, for stretch effects, to the conical flame position gradient is an
exponentially small function of o

Also note that for wedge flames, the solution given by £, =—I satisfies the governing Eq (50) and the

boundary conditions given by Eqs (14) and (16) .

Appendix B

Defining A = \/1—-4ic” St, , the solution for ¢;(r,2) in Eq (23) is:

(1-r)(1-1)
efiStt eir;Stz(]—r) e 20"

1)=R
i) = ke St(i(n-1)+on’st,)

The conical and wedge flame transfer functions in the linear regime can be expressed as:
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Sy Fluctuation

Note that the term exp((1-4)/2¢") is not exponentially small and hence is retained in the analysis.
Appendix C

The solutions for the flame position are:
S (r.t)=1-r

St(Ka—1)(1-r)

/
2a J COS[SI{M-FI}]
(Ka—1) St 2a

2Sin[(
g (rt)=

_ _ _ 2 2 2 _
Co(rt) = r+a-ra—1 Cos [ZSt{r I+at}] N 6K —-4Ka - 3K a;rK a Sin[ZSt{r I+at}]+
4(Ka-1)a’ a 8St(Ka—1) a

Ka(K-1) (]—r)(Ka—])]+ 2K -K’a-K’a’
2(Ka—1)'St a 8St(Ka—1)
2K+Ka+K’a {(Ka+1)(r—1)+2at}] (r—=1)(-1+a+2Ka-3K’a’ +K’a’)
2(Ka—1) St 4a’(Ka—1)

jSin[St JSin[ZSt(K(r—])+t)]+

Jsm [ St
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_ _ _ _ 2 _ 2,2 2 3 3.3 _
(r—1)(1-a)(-3+13Ka—-4Ka 4133Ka 3K’ +10Ka’ ) Cos[St{r 1+m}] B
S(Ka—-1)«a a
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Appendix D

The transfer function coefficients referred to in Eq. (41) are:
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The transfer function coefficients referred to in Eq. (42) are
%, =8(a—1) -i8Ka|-i+(a—1) Stz} +2K’a’ {10+ a+a’ +idSt,+2(a—1)St,’}
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+K'a’ {17+i278t, =328t +a(~9-i3St, + 88t )|~ Ko’ St, {i17 - 3251, + (851, ~19) |
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The transfer function expressions in the limit of Ka—1 are given by:
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Appendix E

) ) A’(2a)o )/ A .
The transfer function at the first harmonic, defined as G,, =——————, is:
* u(w,)’u,
%woeiZKa Sto gé%ei”'z %52% K o (Ka+l) st o,
Gz%zg Tz T Tzt 2 EoI 2.2 (52)
8a(Ka—-1)'St; Sa(Ka-1)'St; (Ka+1)(Ka—-1)'St; Sa(Ka+1) St
where the coefficients 45, to %% for conical flames are given as
#,, =(3-a-2Ka)
%32% =(a-3)a’K’ +(4-2a(1+iSt, )+ 2iSt, JaK +i2(a—1)(i+St, )
&, =(-3+2a+a’K’)
B, =5-a(3+i2St,)+i2St, + Ka(3—a(1+i2St,)+i2St,)

The coefficients for wedge flames reduce to:
%, =(-3+a+2Ka)(1-i2aKSt,)
%@ =i(a—3)(i+2S8t,)a’ K’ = 2(a—1)(—1+i2St, + 2St; )+ 2aK (-2 +a +i4St, —i2aSt, + 2(a—1)St; )

& —i(-3+2a+a’K’ )(i+St,(1+aK))

w0
b,, =-5-3a(K-1)+a’K
Note that the response at the first harmonic has three characteristic time scales represented by the terms
28t,, 25t. and (Ka+1)St, =St,+St.. As discussed in the previous section, boundary conditions are solely responsible
for St, while flow non-uniformities account for S¢. The new characteristic time scale represented by the term
(Ka+1)S8t, arises from coupling between non-linearities due to boundary conditions and flow non-uniformities.
Similar to the response at the fundamental frequency, there is a single characteristic time scale in the limit of

(Ka—1) represented by the term 2S57,. In the limit of (Ka—1), Eq. (52) reduces to:
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Lim G = { a-2)(e" —1)=3i(a—1+(a-3)e? )St, +6&7°2St; +i2(a—1)e'’*? St] j
2w,

Lim G =g (@20 —1) 4 6(@=2)(i+ Sty )e ™Sty + 45137 (i(a+2)~ (@~ 1)St;)
Kast " 2405t

For the uniform velocity case (K=0), the transfer functions for conical and wedge flames can be simplified

to:

2i Sty ] s _ 1 s
e lSl‘;) iSt, (53)
48t;a

%%’ G, 0 = 5(0{—1)[

1+&52 (—1+4 281, (i + St ))J 54)

Lim G, 50, = &(a—1 )( 45t a

As the flame becomes long (i.e. increase in ), the gain drops considerably.
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Abstract

In this report, significant results from the University of Minnesota endwall study
conducted over a three-year contract period are presented. During this period, the test
sections were modified and qualified then used to take detailed flow, heat (mass) transfer
and adiabatic effectiveness measurements in both a vane cascade and a rotor cascade.

In the vane cascade, a series of experiments was completed where the effects on heat
transfer coefficients and adiabatic effectiveness values were documented for various
geometries and injection rates. The results show the effects of introducing gaps at the
transition between the combustor and the first stage vane endwall or in the platform of the
endwall. Shown is how the endwall convective heat transfer coefficients and adiabatic
effectiveness values are changed by the gaps, gap leakage and steps at the gaps.

In the rotor cascade, direct comparisons of heat and mass transfer measurements on the
blade and endwall surfaces show the validity of the heat and mass transfer analogy. The
effects of leading edge modifications are investigated through heat and mass transfer
measurements on the endwall of the cascade. The effects of simulated wheelspace coolant
injection upstream of the cascade are quantified through mass transfer measurements,
deriving maps of adiabatic cooling effectiveness on the blade and endwall surfaces.
Finally, the use of mass transfer data to validate a numerical heat/mass transfer code is
demonstrated, comparing mass transfer measurements on the blade and endwall surfaces to
values predicted by a RANS simulation using the SST k- model for turbulence closure.
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Introduction

The first stage turbine is directly downstream of the combustor and is thus subject to
extremely high temperatures. Adding to the severity, recent combustor development in gas
turbine engines has resulted in a more uniform temperature distribution across the first
stage turbine inlet passage than in earlier designs. Thus, the endwall regions of the first
stage turbine must support higher thermal loading than in earlier generations and efficient
cooling schemes that focus on the endwall region must be developed. Cooling the endwall
region of the turbine is made more difficult by complex secondary flows that result from
interactions between passage and horseshoe vortices, leakage flows from component
interfaces and emerging film-cooling flows. In support of the development of more
efficient endwall cooling schemes, experiments are conducted to document the
effectiveness of leakage through the combustor-to-turbine transition slot or through the
endwall slashface gap within the turbine using various injection methods. To address real
problems associated with assembly misalignment and in-use thermal growth, several flow
path geometries that replicate less than ideal alignment of components are considered.
Documentation is by way of endwall and airfoil heat or mass transfer rates and flow
measurements within the passage, with focus on the near endwall regions. Heat transfer
data are obtained under a nearly constant temperature boundary condition, which is
equivalent to a constant mass concentration in the cases of mass transfer measurements.
This is the best choice for thermal boundary condition of the traditional, well-defined, test-
type boundary conditions for it is the best simulation of engine conditions. The
measurements are taken at sufficiently high chord Reynolds number values that the test
flows are similar to those in operating turbines.

The highest thermal loading is in the vane section. This region is studied
experimentally via a vane cascade. Measurements focus on reduction of the effects of
secondary flows in the endwall region via endwall contouring and on the effects of gaps in
the endwall surface and leakage through those gaps. Aerodynamic measurements are with
pitot and hotwire probes. The thermal measurement method uses a thermocouple probe to
document the temperature field within the passage, including very near-wall temperature
distributions that can be used to obtain local heat transfer coefficient values when the wall
is heated. The same probe is employed to measure adiabatic effectiveness values when the
wall is adiabatic. These boundary conditions are applied to the pressure surface, the
suction surface and the endwall of the passage under study. Using near-wall temperature
profiles, gradients in the thermal boundary layer are measured and used to calculate local
heat flux values by Fourier’s law. The near-wall temperature measurements are
extrapolated to the wall to determine the wall temperature. Gaps either without steps or
with forward- or backward-facing steps are introduced to the test geometry to allow
measuring heat transfer coefficients and adiabatic effectiveness values on the endwall as
affected by such non-ideal geometries. Also, aerodynamic losses within the passage are
measured under such non-ideal passage geometries as described by the gaps and steps at
the gaps. These gaps are ahead of the airfoil row and between airfoils on the endwall
(gutters or slashfaces). The effects of leakage flow through the gaps are documented.

Though in a lower temperature region, the rotor has additional strength considerations
associated with rotation. Thermal loading is, thus, equally as important as in the vane
section. In the rotor study, local heat transfer coefficients are measured using a thermal
boundary layer probe. A digital power supply is used to control heaters embedded in the



blade and endwall and maintain their surfaces at a constant set temperature. Concurrently,
local mass transfer measurements are made in the same flow to provide higher resolution
of the heat (mass) transfer coefficient distributions. This high resolution has been
previously shown to be of great value toward describing how the complex near-endwall
flow field affects the heat transfer. These data are used also to further describe the analogy
between heat and mass transfer in complex flows. A better understanding of the analogy
would allow a more complete utilization of the extensive mass transfer database that now
resides in the literature. The effects of gaps and steps ahead of the airfoil row on heat
(mass) transfer are documented, as well as the effects of leakage flow issuing out the gaps.
In a gas turbine engine cooling air is generally bled from the compressor, fed to the
wheelspace and then discharged into the mainstream through a peripheral rim seal,’
ideally preventing ingestion of hot gases into the wheelspace. While a number of studies
have investigated the mechanisms that govern ingestion, very few have looked at the
cooling potential of wheelspace coolant injection on the rotor blade and hubwall surfaces.
In order to address this issue, the rotor cascade has been modified to include an injection
system that simulates the wheelspace coolant injection upstream of the rotor blades.



Executive Summary

In the vane cascade, measurements of heat transfer performance with the various
geometric changes quantify the effects of real passage geometry changes and real leakage
flow injection rates on passage heat transfer. Once the thermal conditions are established,
the measurements are taken by detailed surveys with a simple thermocouple probe.
Computed are the wall heat flux, the wall temperature, the flow temperature distribution,
the convective heat transfer coefficient distribution on the endwall and the adiabatic
effectiveness of the leakage flow for endwall cooling. The vane cascade has on axially
contoured endwall and one straight endwall. Sensitivities of heat transfer behavior to the
presence of a gap in the contoured endwall, the amount of gap flow or the degree of
misalignment at the gap are documented. One gap is at the junction between the turbine
and the combustor-to-turbine transition section. Also presented are studies of the effects of
having vane section gaps (slashface gaps). With the slashface gap are the slashface gap
flow rate and the misalignment of vane sections on either side of the slashface. These
results have been documented in five papers [1 though 5] which have been presented at gas
turbine heat transfer sessions. The data indicate a large effect of the slashface gap.

In the rotor cascade study, heat and mass transfer measurements are taken on the blade
and endwall surfaces and compared to verify the heat and mass transfer analogy, assessing
sensitivity to Reynolds number, freestream turbulence and boundary layer thickness. The
effects of a blade leading edge modification have been documented through heat and mass
transfer measurements on the endwall surface. The effects of a simulated wheelspace
coolant injection are documented through mass transfer measurements on the blade and
endwall surfaces. The mass transfer data are reduced to derive maps of adiabatic cooling
effectiveness.



I. Project Description

Thermal loading of the endwall region is of concern in the design of the first stage of a
gas turbine engine for it is immediately downstream of the combustor and is therefore in a
severe thermal environment. As a result, active cooling is needed. However, efficient
cooling of the endwall region is difficult because of the complex secondary flows in that
region, revealed as passage and horseshoe vortices, leakages from component interfaces
and flow from film cooling jets. So far, designers’ understanding of transport in this region
is not complete and, as a result, cooling schemes are less than optimum. To achieve
performance goals, the next generation of engines must have improved thermal
management in this region.

The objective of this DOE AGTSR (Advanced Gas Turbine System Research) project
is to use an experimental and computational approach to understand transport in the
endwall region of a gas turbine and to use the understanding gained to support the design
of cooling strategies for this region.

More specific objectives are to:

1. Describe the flow features more completely and document their effects on
aerodynamic losses and heat transfer in the endwall region. This is done via detailed
measurements of flow and surface heat transfer.

2. Investigate the effects of changes in design variables under simulated engine
conditions. This is done via experiments. Variables include airfoil leading edge
configurations near the endwall, endwall contouring shapes and degree of component
(endwall segments and combustor—to-turbine transition duct joint) misalignment.

3. Document the performance of leakage flow in support of advanced cooling concepts
which more efficiently utilize the available leakage flow as coolant.

4. Improve the analogy factor for converting mass transfer data to heat transfer values
for flows such as turbine endwall flows.

5. Evaluate computational tools used for gas turbine thermal design.



I1. The Experiments

2.1 Measurements in the Linear Vane Cascade

2.1.1 The Vane Cascade Test Facility

The test facility is designed to simulate the geometry and flow inside a first stage vane
passage of a modern, mid-sized gas turbine engine. The test section, consisting of three
airfoils with two passages, simulates the nozzle guide vanes and endwalls. A detailed
description of the test facility is provided in references [1] through [6]. A schematic of the
facility is shown in Figures 1 through 3. Contouring provides acceleration of the flow
ahead of, and entirely through, the airfoil passage. This has a major influence on the
strength of the secondary flow in the passage near each endwall. The freestream
turbulence intensity for all cases in this facility is 12% at the vane row inlet plane.

2.1.2 Total Pressure Measurements

Total pressure measurements are made using a 0.7 mm (0.028in) diameter, square
tipped total pressure probe. Diaphragm-type pressure transducers with carrier
demodulators (Validyne DP-45 and Validyne CD15) produce voltages which are then
digitized over a period of 20 seconds using an IOTech ADC488/8SA.  These
measurements are used to characterize the passage aerodynamic losses. Results were
previously documented and are summarized in references [1] and [3]. An example is given
in Figure 4.

2.1.3 Heat Transfer Measurements

Thermal measurements within the test section were made by thermocouples. The
thermocouples used in this experiment were E-type formed from Constantan and Chromel
wires. The wires used for measurement within uniform temperature flow and solids were
made using thermocouples of 24 gage wires with junctions electrically welded. Traversing
thermocouples used for in-flow measurement, including boundary layer traverses, were
also E-type. However, they were formed of 76um (3 mil) diameter wire and were butt-
welded. A total of 117 temperature profiles are taken over the endwall surface for each test
run. Measurements are more heavily clustered near the slashface gap and in the
downstream portion of the passage (see Figure 5). The method produces accurate heat
transfer coefficient distribution measurements over the passage endwall. The probe
geometry prevents taking measurements very close to casting fillets at the junction of the
vane and endwall and very close to the slashface gap. The heat transfer data were
calculated from detailed and direct measurements of the thermal boundary layer at each of
the measurement locations. Details can be found in [2], [4] and [6]. An example is shown
in Figure 6. Dotted contour lines are included using intervals of 0.5 for Stanton numbers
under 7x107. Heat transfer measurements were taken in the upper passage (of the two
passages of this test section). These data are replotted, without contour lines, in the
adjacent passages. This method of obtaining heat transfer coefficients is particularly
suitable for application to this vane passage experiment. First, it does not require the
surface to be isothermal or of a uniform heat flux. With an aluminum wall and embedded
heaters, the thermal boundary condition is nearer to a constant temperature condition,
rather than to a constant heat flux condition. The constant temperature condition more



closely reproduces the passage thermal boundary conditions in the actual engine. For test
cases similar to a turbine endwall, the calculated single-sample Stanton numbers were
found to agree with those taken through traditional methods to within 11% [6]. To
establish the repeatability of the method, the nominal case was repeated a total of four
times. In order to more easily compare the cases, the passage is split into 6 regions and the
heat transfer coefficients are averaged over each region. The standard deviation ranges
from 2 to 7% of the average heat transfer coefficient, which is acceptable considering the
difficulty in obtaining accurate heat transfer measurements in this geometry.

2.1.4 Adiabatic Wall Thermal Measurements

Adiabatic wall temperature measurements were made with the adiabatic contoured
endwall and airfoil sections in place. For this series of runs, the leakage flow was heated to
nominally10K above the freestream temperature. Extrapolation to the endwall of the data
taken in the passage gives the surface temperature of the endwall and the adiabatic wall
temperature. An example is shown in Figure 7. These data can be used to compute the
adiabatic effectiveness. The flow passage data identify where the leakage fluid migrates
and how it mixes. An example is shown in Figure 8. The same probe used in the heat
transfer measurement is used for the adiabatic wall measurements, with a slight
modification. A small detector switch is mounted on the stem of the probe so the switch is
activated when the probe contacts the wall. The probe for the heated wall study could use
an electrical continuity circuit to determine when the probe touches the wall.

2.1.5 Net Heat Flux Change

Calculation of the net heat flux reduction combines the information gathered from the
heat transfer and adiabatic wall temperature studies to give an indication of how much area
on the endwall is affected by a change in the blowing parameters. The comparison made in
this study is designed to show the change between the heat flux at the nominal case and the
heat flux found with some other set of parameters. This computed change distribution
gives an indication of how changes in the leakage flow, or geometry of the endwall, may
affect the heat flux into the vane endwall. An example is shown in Figure 9. A positive
NHFC indicates a reduction of heat flux of the perturbation case over the nominal case.

2.2 Measurements in the Linear Rotor Cascade

2.2.1 The Rotor Cascade Test Facility

Investigations of the rotor flow field and heat/mass transfer are conducted in a blowing
type wind tunnel with a five bladed linear cascade in a blade-centered configuration. The
blades are large-scale models of a first stage rotor blade of a high-pressure turbine. Details
of the facility can be found in Jin and Goldstein [7]. The test section, shown in Figures 10
and 11, has been modified to accommodate endwall plates for heat and mass transfer

experiments (Figure 12). The main parameters of the turbine cascade are reported in Table
1.



Table 1. Turbine cascade parameters

Number of blades 5

Chord length of blade — C 18.4 cm

Axial chord length of blade — Cx 13.0 cm

Pitch of cascade — P 13.8cm

Height of cascade — H 457 cm
Aspect ratio (Span/Chord) — H/C 2.48
Solidity (Pitch/Chord) — P/C 0.75
Blade inlet angle — p 35°

Blade outlet angle — 2 -72.5°

Inlet/Exit area ratio of the cascade (AR) 2.72
Area ratio of the contraction 6.25

Exit Reynolds number — Reexx10-srange | 4.5-6.9

2.2.2 Mass Transfer Measurements

The heat transfer measurements are performed using an indirect technique that
makes use of the analogy between heat and mass transfer [8]. The simulated blade and
endwall surfaces are coated with naphthalene through a casting procedure and exposed to
the wind tunnel flow. Photographs of the endwall and blade are reported in Figure 12b and
13b. The profiles of the two surfaces are measured with an LVDT (Linear Variable
Differential Transformer) probe before and after the wind tunnel test to determine the
sublimation of the naphthalene layer. Schematic diagrams of the measurement systems
used for the naphthalene surface measurement are reported in Figure 11. The data are then
reduced to derive non-dimensional mass transfer coefficients in the form of Sherwood
numbers, Sh.

2.2.3 Heat Transfer Measurements

Direct heat transfer measurements are performed by measuring the temperature
profiles within the conductive region of the thermal boundary layer. Three temperature
probes with E-type thermocouples of a diameter of 76um have been fabricated and
calibrated for measurements on the bottom endwall and on the blade pressure and suction
surfaces. Each probe consists of three parts: the bare thermocouple wire, the hypodermic
needle holding the wire and the stem of the probe. A photograph is shown in Figure 15.
The probes are traversed within the thermal boundary layer by a 5-axis measurement
system, programmed to automatically find the wall position and move the probes normally
to the surface.

A heat transfer endwall plate and a heat transfer blade have been designed to
produce uniform surface temperature that would match the boundary conditions of the
mass transfer experiments. The blade has fourteen holes for cartridge heaters and one slot
near the trailing edge for a strip heater. Thermocouples are installed near the blade surface
on both the suction and pressure. An insulating section made of ultra high molecular
weight polypropylene with low conductivity (~ 0.4 W/mK) reduces heat conduction losses.
This insulating section is hollow to facilitate passage of heater and thermocouple wires.
The outputs of the fifteen heaters are individually adjusted to obtain uniform temperature.
The heat transfer endwall plate consists of a balsa wood plate, an aluminum plate, a bottom
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insulating plate, one hundred 25.4 mm x 25.4 mm strip heaters and thermocouples. Balsa
wood is used to provide an unheated region in front of the aluminum plate. Thermocouples
are installed close to the surface of the aluminum plate at the center of each heater. An
insulating wall made of ultra high molecular weight polypropylene is placed underneath
the heaters to reduce heat loss to the bottom wall. The heaters are individually controlled
to obtain a uniform surface boundary condition. Photographs of the heat transfer endwall
and blade are reported in Figures 12a and 12b, respectively.

A multiple-output digital power supply has been designed to control the 115
heaters (15 in the blade and 100 on the endwall). A PID control algorithm reads the
temperatures measured by the thermocouples embedded in the blade and endwall and
adjusts the power supplied to each heater to maintain uniform surface temperatures. A
photograph of the power supply is reported in Figure 14. Its specifications are summarized
in Table 2.

Table 2. Specification of multiple-output digital power supply
Total power 1200 watts
Power at cach output 10 watts
Number of output 128

0-10, 20, 30 40 with 256
Voltage range . 20, 30 and 40 with 256 steps

Control method Parallel port in Linux

2.2.4 Injection System

An injection system has been added to the facility to simulate the effects fo the
wheelspace coolant injection upstream of the rotor blades. Compressed air taken from the
building supply enters a plenum located below the wind tunnel test section before being
injected into the mainstream. Schematic diagrams of the injections system are reported in
Figure 16. The flow is injected at a 45° angle to the bottom endwall and has no component
in the pitchwise direction of the cascade. This corresponds to an idealized situation in
which the wheelspace coolant rotates with the disk onto which the rotor blades are
mounted. This assumption allows the investigation of a limiting case and has the
advantage of yielding the same injection direction for all blowing ratios.

Before entering the plenum, the injection air flows through a valve, a pressure regulator,
a heat exchanger and a calibrated orifice meter. The heat exchanger, located in the wind
tunnel upstream of the contraction, helps bring the temperature of the injection air close to
the mainstream flow temperature. Finer adjustment of the temperature of the injection air
is obtained using a tape heater controlled with a variable power supply, located shortly
upstream of the plenum. The temperature of the injected flow is measured with an E-type
thermocouple located in the upper portion of the plenum. Five E-type thermocouples
embedded in the naphthalene with their beads close to the surface measure the naphthalene
temperature at the interface with air. During the experiments, these two temperatures are
kept to within 0.2 °C of each other. Their variation in time during the run, which lasts for
approximately one hour, does not exceed 0.2 °C. Accurate measurement and control of the
temperature is important, as the value of naphthalene vapor pressure is strongly dependent
on temperature (roughly 10% variation per °C).

In studying the effect of upstream component misalignment on fluid flow and mass
transfer three configurations are used: a step up (forward facing step), a step down

11



(backward facing step) and no step. Schematic diagrams for the three configurations are
reported in Figure 17. The step height and the slot width measure 3.1% of the axial chord,
and the slot is located at a distance of 10% of the axial chord upstream of the cascade.

2.2.5 Adiabatic Cooling Effectiveness Measurements

Results of film cooling studies are usually presented in terms of the adiabatic cooling
effectiveness, mg, that can be calculated directly from temperature measurements on a
nominally adiabatic surface. This parameter can also be derived from experiments with a
constant wall temperature boundary condition [9], which can be conveniently performed
using the heat/mass transfer analogy with naphthalene sublimation. The technique consists
in coating the specimen with naphthalene and measuring the profiles before and after
exposure to the flow to determine the local sublimation depth. The data are reduced to
derive non-dimensional mass transfer coefficients in the form of Sherwood numbers, Sh.
Two sets of experiments are needed to derive nr. In the first case naphthalene-free air is
injected upstream of the surface being studied, while naphthalene-saturated air is injected
in the second set of experiments. In an equivalent heat transfer experiment these two
conditions would correspond to injecting fluid at the freestream temperature and at the
endwall temperature, respectively. The mass transfer coefficients obtained injecting
naphthalene-saturated air are denoted using a prime in this report. The local adiabatic
cooling effectiveness is calculated as ng=(Sh - Sh')/ Sh.
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II1. Results and Discussion

3.1 Measurements of Flow and Heat Transfer from the Linear First-
Stage-Vane Cascade Experiment
The cases studied may be generally grouped into eight configurations:
e Smooth passage: No steps, gaps or leakage flows
e Nominal configuration: No steps, 0.5% MFR through the slashface and transition
section gaps
e Increased transition section gap leakage: No steps, 0.5% MFR through the
slashface gap and 1.0% MFR through the transition section gap
e Increased slashface gap leakage: No steps, 1.0% MFR through the slashface gap
and 0.5% MFR through the transition section gap
e Transition section forward facing step: 1.5% step at the transition section gap, 0.5%
MFR through the slashface and transition section gaps
e Transition section backward facing step: -1.5% step at the transition section gap,
0.5% MFR through the slashface and transition section gaps
o Slashface forward facing step: 1.5% step at the slashface gap, 0.5% MFR through
the slashface and transition section gaps
e Slashface backward facing step: -1.5% step at the slashface gap, 0.5% MFR
through the slashface and transition section gaps
Five methods used to produce the data which document each of these configurations:
Factorial study of experiment parameters on exit total pressure loss
Single parameter perturbation study of exit total pressure loss
Heat transfer coefficient study
Adiabatic effectiveness distribution study
Net heat flux change study
The conclusions for each of these cases based on the studies outline above are:

Smooth passage: No steps, gaps or leakage flows.

The smooth passage case has losses typical of other contoured vane passages studied in
the literature. Contouring of one endwall (while keeping the second endwall straight) and
the streamwise acceleration associated with contouring, was shown to strongly decrease
endwall secondary flows on both the straight and the contoured endwalls. The effects of
endwall curvature on the loss distribution are noted as added losses on the contoured
endwall surface relative to the losses on the straight endwall surface. Heat transfer
coefficients for this configuration are similar to those found in other studies with endwall
contouring: inlet plane coefficients are characteristic of an inlet boundary layer
development. Heat transfer coefficients increase as the flow accelerates in the passage and
a zone of high heat transfer is observed in the vane wake. The substantial influence of the
pressure side leg of the horseshoe vortex noted in cascades which had no endwall
contouring was not observed in this case due to the contouring.
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Nominal configuration: No steps, 0.5% MFR through the slashface and transition
section gaps

The nominal configuration had a large increase in loss, as compared with the smooth
passage case. This was due to the low-momentum leakage fluid being introduced at the
slashface. Details of the flow measurements are in [1] and [3]. A comparison of pressure
coefficient distributions is shown in Figure 18. Heat transfer coefficients are increased
over those of the smooth case. This is mainly the result of the slashface gap which
experiences a sink flow in the upstream portion of the gap. In the downstream portion of
the passage, flow is ejected from the gap to the passage, pushing the thermal boundary
layer off the endwall and creating blockage. This is shown in Figure 19. Details of the heat
transfer measurements are in [2] and [4]. Adiabatic effectiveness values for the nominal
case show good leakage coverage near the suction side of the transition section gap, but
little coverage in downstream portions of the passage. This is shown in Figure 20. Details
of the adiabatic effectiveness measurements are in [5].

Increased transition section gap leakage: No steps, 0.5% MFR through the slashface
gap and 1.0% MFR through the transition section gap

The factorial study did not indicate a significant influence of the increased transition
section flow on losses. However, the single parameter perturbation study indicates
somewhat larger losses with high injection momentum flux ratios. Losses associated with
transition section gap leakage appear to scale with momentum flux. The heat transfer is
mainly affected by the higher mass of fluid in the boundary layer in the upstream portion
of the cascade. Downstream portions of the endwall experience an increase in heat transfer
coefficients due to the added turbulence. Adiabatic effectiveness measurements indicate
much more uniformity with increased transition section leakage flow. The net heat flux is
substantially reduced upstream of the throat. Downstream of the throat, some regions show
a slight increase in heat flux with the increase in transition section gap leakage.

Increased slashface gap leakage: No steps, 1.0% MFR through the slashface gap an
0.5% MFR through the transition section gap

The factorial study indicates a large rise in loss with increased slashface blowing.
Perturbation studies confirm that losses increase with increased slashface leakage. Heat
transfer data indicate similar inlet plane heat transfer coefficients to those of the nominal
case. Heat transfer coefficients downstream of the slot are depressed by the added mass of
fluid in the boundary layer. Adiabatic effectiveness measurements indicate improved
coverage downstream of the slashface gap; however, adiabatic effectiveness values remain
small. The net heat flux is slightly reduced over much of the passage, with a greater
reduction in the portion of the passage downstream of the slashface gap. This is shown in
Figure 9.

Transition section forward facing step: 1.5% step at the transition section gap, 0.5%
MFR through the slashface and transition section gaps

The forward facing step imposes acceleration on the flow just ahead of the inlet plane.
This is shown by the factorial study to reduce losses. Heat transfer rates in the downstream
portion of the passage are increased slightly. The leakage flow from the transition section
gap is distributed more uniformly from the slot due to the imposed acceleration over the
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gap. Heat flux is little changed over much of the endwall surface, except for the portion of
the endwall between the suction side of the vane and the forward portion of the slashface
gap. The heat flux is increased as a result of the forward-facing step at the transition
section.

Transition section backward facing step: -1.5% step at the transition section gap,
0.5% MFR through the slashface and transition section gaps

The backward facing step is shown by the factorial study to increase losses. This may
be due to the increase in boundary layer thickness produced by the low momentum fluid
behind the step. Heat transfer data indicate lower heat transfer rates downstream of the
slashface gap, as compared to values for the nominal case (Figure 21). This is the result of
the thickened boundary layer. The value of adiabatic effectiveness over much of the
passage is increased in this case and a corresponding reduction in the net heat flux is seen
in some portions of the passage.

Slashface forward facing step: 1.5% step at the slashface gap, 0.5% MFR through the
slashface and transition section gaps

The influence of the slashface step on passage losses is shown to not be significant in
the factorial study; although a slight reduction in losses is observed in the single parameter
perturbation study. Heat transfer rates are shown to be slightly decreased from those of the
nominal study. The net heat flux in the forward of the passage is increased near the suction
surface of the vane and decreased on the pressure side portion of the endwall. Heat flux
rates in the portion of the passage downstream of the gap show a slight reduction, as
compared to the nominal values.

Slashface backward facing step: -1.5% step at the slashface gap, 0.5% MFR through
the slashface and transition section gaps

A slight reduction in losses is shown in the single-parameter perturbation study for this
configuration. Heat transfer rates for this configuration are similar to those found in the
nominal configuration. The net change in heat flux shows a slight reduction from nominal
values over much of the endwall surface.

The study indicates that passage leakage flows have an impact on passage loss and heat
transfer. The influence of misalignment appears to often change the distribution of heat
flux. Some areas show an increase while others indicate a reduction. From an aerodynamic
standpoint, the forward facing transition section step appears to be desirable. From a heat
transfer perspective, the backward facing step is more beneficial. The slashface step
appears to have an effect on passage heat flux, causing a slight reduction in the
downstream portion for both the case of a forward facing step and a backward facing step.
Similarly, a slight reduction in losses is observed for both of the slashface step heights.

3.2 Measurements of Flow and Mass/Heat Transfer from a Linear First-
Stage-Rotor Cascade

3.2.1 Mass and Heat Transfer Measurements on the Endwall
Mass transfer experiments have been conducted for six different cases of varying
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Reynolds numbers, turbulence intensity values and trip wire diameters. The conditions for
each run are listed in Table 3.

Table 3. Mass transfer conditions on an endwall

No | Name Trip wire Reey Uex (m/s) | Tu(%)
diam. (mm)
1 MT-B-Runl | 0.5 45x10° 392 02
2 MT-B-Run2 | 0.5 5.82x10° 50.6 02
3 MT-B-Run3 | 1.0 438x10° 38.5 02
4 MT-B-Run4 | 1.0 577x10° 50.6 02
5 MT-B-Run5 | 1.0 427x10° 37.4 8.5
6 MT-B-Run6 | 1.0 5.67x10° 49.9 8.5

Some inferences can be made on the effects of the individual parameters. Results
show that the boundary layer thickness does not play an important role. The larger
diameter tip wire, which generates a thicker boundary layer, was therefore chosen for most
of the runs. Sherwood number contours allow a clear identification of a number of
secondary flow features associated with the complicated secondary flow system that exists
in the near-wall region. The horseshoe vortices form close to the leading edge and merge
with the leading edge corner vortices. The passage vortex develops from the pressure leg
of the horseshoe vortex. The high turbulence intensity acts to suppress the passage vortex.

Heat transfer experiments have been conducted matching the experimental
conditions used for the mass transfer tests. The boundary layer thickness was once again
found to play a minor role. The 1mm diameter trip wire was used to trip the boundary
layer for all three reported heat transfer runs. The Reynolds numbers were lower than those
investigated in the mass transfer experiments, since higher Reynolds numbers were found
to cause excessive vibration of the thermal probe. The detailed conditions for each run are
listed in Table 4.

Table 4. Heat transfer conditions on an endwall

No | Name Trip wire Reey Uex (m/s) | Tu(%)
diam. (mm)

1 HT-B-Runl | 1.0 2.56x10° 21.6 02

2 HT-B-Run2 | 1.0 1.95x 10° 16.2 02

3 HT-B-Run3 | 1.0 229x10° 19.6 8.5

While the mass transfer experiment can measure more than 5000 points in an hour,
the heat transfer experiment can only measure 140 points in six hours. The lower spatial
resolution does not allow a detailed thermal field description as in the case of the local
mass transfer measurements. A region of high heat transfer coefficients upstream of the
leading edge is clearly identified but it is not possible to clearly distinguish the effects of
the passage vortex, as was possible with the mass transfer measurements.

Comparison of the normalized Nusselt and Sherwood number distribution shows
very good agreement when using an analogy factor, F, of 0.557 (corresponding to n=0.5, n
being the exponent of the Pr (Sc) number dependency of the heat (mass) transfer
coefficients).
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3.2.2 Mass and Heat Transfer Measurements on the Blade

Mass transfer experiments are performed for one nominal set of experimental conditions.
A single experiment provides data for both the pressure and suction sides at several
spanwise locations. The detailed conditions for the reported run are described in Table 5.

Table 5. Mass transfer conditions on the blade
No | Name Location Reey Uex (m/s) | Tu(%)

1 MT-PS-Runl | 3D 2.29x 10° 19.9 02

Mass transfer coefficients are measured on 53 locations on the suction side and 47
locations on the pressure side of the airfoil. In the spanwise direction, 55 locations are
selected ranging from z/C=0.01 to 1.0.

Heat transfer experiments are conducted matching the experimental conditions used
for the mass transfer tests. In this case, however, each run provides data for only one
spanwise location. The data reported for different spanwise locations are therefore obtained
from different experiments (e.g. cases 1 through 4). Table 6 describes the conditions used
for each test.

Table 6. Heat transfer conditions on an endwall

No | Name Location Reey U (m/s) | Z/C | Tu (%)
1 HT-P-Runl | 3-D-P 2.48x 10° 219 0.09 |02
2 HT-P-Run2 | 3-D-P 2.49x 10° 219 0.18 |0.2
3 HT-P-Run3 | 3-D-P 238x 10° 213 028 |02
4 HT-P-Run4 | 3-D-P 238x 10° 21.2 066 |02
5 HT-S-Run5 | 3-D-S 241x10° 21.4 0.09 |02
6 HT-S-Run6 | 3-D-S 241x10° 21.4 0.18 |0.2
7 HT-S-Run7 | 3-D-S 241x10° 21.4 028 |02
8 HT-S-Run8 | 3-D-S 242x 10° 21.4 066 |02

Measurements are performed at 37 locations on the pressure side, ranging from S,/C=0.0
to 1.0, and 43 locations on the suction side, ranging from Sy/C=0.07 to 1.26. Measurements
on the suction side over the range from Sy/C=0.0 to 0.07 could not be performed due to
physical restrictions imposed by the size of the access window.

The data at z/C=0.09 from MT-PS-Runl and HT-P-Runl are plotted for the
pressure side in Figure 22. The data are normalized and compared to the normalized heat
transfer results. The mass transfer coefficient is expressed as Sk /(Re'’> Sc”) and the heat
transfer coefficient is expressed as Nu/(Re'>Pr"). The normalized Nusselt numbers agree
well with the normalized Sherwood numbers on the pressure side when a value of n=0.5 is
adopted.

The data at z/C=0.09 from MT-PS-Runl and HT-S-Runl are plotted for the suction
side in Figure 23. Heat and mass transfer data are normalized in the same manner as
described for Figure 22. On the suction side, normalized Nusselt numbers agree well with
the normalized Sherwood numbers using n=0.5 up to S¢/C=0.6. Beyond S/C=0.6, the use
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of n=0.7 allows better matching of the two data sets. The different behavior after the
specified chord coordinate could be due to the different flow regimes. However, heat
transfer measurements downstream of Ss/C=0.6 are extremely difficult to take due to the
limited size of the linear conduction region near the wall compared to the probe size.
Further investigations are needed to draw final conclusions on the interpretation of the
results for this region.

3.2.3 Mass and Heat Transfer Measurements on the Endwall with a blade leading
edge modification

A leading edge fillet was designed following the guidelines reported in Zess and Thole
[10], having a height and length of seven times the boundary layer displacement thickness
(~30 mm in the present apparatus). Mass transfer measurements were conducted with an
active (mass transfer) endwall and an inactive blade. Two Reynolds numbers and two
turbulence intensity values were used for the plain (no contouring) blade and for the
modified leading edge blade to check the benefits of installing the fillet. Mass transfer
measurements, which include 5000 points, are taken to show the development of
secondary flows and the effects of these on endwall mass transfer.

In the case with 0.2% freestream turbulence, the fillet eliminates the horseshoes
vortex and reduces the passage vortex significantly. However, the passage vortex still
exists even though it is appears to be reduced and displaced downstream to x/C=0.4. With
a higher turbulence intensity of 8.5%, the horseshoe vortex is not clearly observed, either
with or without fillets.

For heat transfer measurements 130 positions on the endwall have been selected.
Since the heat transfer measurement technique is sensitive to vibration, the Reynolds
number was reduced to Re=2.5 x10°. The heat transfer experiments do not show the fine
detail given by the mass transfer technique, due to the smaller number of measurement
locations.

Comparisons of heat and mass transfer measurements were made to validate the
heat/mass transfer analogy in the cascade geometry on the endwall with the modified
leading edge blades. Figure 24 compares the Nusselt and Sherwood number with n=0.5,
Pr=0.707, and Sc=2.28. Each plot shows comparisons at different streamwise positions
between blades. The rectangular bars represent the cross section of the blades and the
numbers indicate the blade number. The letter ‘P’ indicates the blade pressure side and ‘S’
indicates the suction side. In the passage between blade 3 and blade 4, heat and mass
transfer results with fillets show good agreement with n=0.5, as suggested by Eckert et al.

[11].

3.2.4 Adiabatic cooling effectiveness on the blade and endwall surfaces

Measurements have been performed with no turbulence-generating grids at the exit
Reynolds number of Re=600,000 based on true chord and cascade exit velocity. The
injected flow is introduced at an effective blowing rate of unity, calculated as the ratio
between the average velocity out of the slot and the freestream velocity. The density of the
injected flow is equal to that of the freestream, yielding a density ratio of unity.

The boundary layer on the bottom wall of the tunnel is tripped with a 1mm wire placed
828mm upstream of the leading edge of the central blade of the cascade, producing a

18



turbulent boundary layer with close to zero freestream turbulence (<0.2%). Hot wire
measurements performed at four locations upstream of the cascade show that the boundary
layer profile follows a power law with exponent 1/6.45 and that the projected momentum
thickness at the location of the central blade leading edge is 2.2mm.

Results show that the injection significantly alters the flow field and mass/heat transfer
in the upstream portion of the passage. The coolant exiting from the slot is drawn to the
suction side of the blade and climbs up the suction surface of the airfoil, being pushed up
by the action of the passage vortex system and leaving a well defined streak of cooling
effectiveness on the blade surface, as shown in Figures 25 and 26. For a blowing rate of
unity, very little coolant reaches the pressure side of the blade.

For the step-up configuration, the coolant penetrates further downstream in the
pressure side of the passage. When the endwall is brought down to create a step-down
configuration, the coolant penetrates less on the pressure side of the passage and more on
the suction side of the passage and on the airfoil suction surface, providing a higher overall
cooling effectiveness.
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IV. Numerical Predictions

4.1 Numerical Heat/Mass Transfer Predictions in the Linear Rotor Cascade

In recent years designers have been increasingly relying on numerical simulations
to predict the temperature and flow fields within the turbine. While computationally
intensive technique such as LES (Large Eddy Simulation) and DES (Detached Eddy
simulation) are becoming more attractive, RANS (Reynolds Averaged Navier-Stokes)
simulations still constitute the most common industrial practice as a result of the lower
computational cost. In the development of codes, validation with experimental results
remains a most important tasks.

Mass transfer measurements using naphthalene sublimation can be conveniently
used for the validation of numerical codes. They can generally be performed with a high
spatial resolution, they are free from conduction and radiation errors typical of heat transfer
measurements and they allow the imposition of well-defined boundary conditions. In an
equivalent heat transfer experiment, naphthalene coated surfaces would in fact correspond
to isothermal boundaries while the non-coated surfaces would correspond to adiabatic
boundaries.

The flow and heat/mass transfer in the rotor linear cascade in its baseline
configuration (without injected flow and without leading edge modifications) are
numerically predicted with a RANS code using the software “Fluent.” The SST k-0 model
is used for turbulence closure [12]. The flow and thermal boundary conditions are
carefully matched to the ones measured in the experiments, providing guidelines for using
mass transfer data for validation of numerical heat transfer codes.

Results show that the code generally performs well in predicting the main features
of the secondary flows in the near-wall region. The numerical simulation captures the
formation of the horseshoe vortex system upstream of the blade leading edge, and the
migration of the pressure side leg of the horseshoe vortex towards the suction side of the
neighboring blade, where it meets the suction side leg of neighboring horseshoe vortex
system. The heat (mass) transfer rates on the endwall are very well predicted in the first
portion of the passage, but downstream of the merge-point the code underpredicts the
effect of the corner vortex and overpredicts the heat (mass) transfer rates associated with
the cross-flow within the passage. On the airfoil surface, the simulation captures the
enhancement of the heat transfer coefficients on the suction side of the blade due to the
action of the passage vortex system. The agreement in the two-dimensional region of the
airfoil is excellent, but the code predicts an early transition to turbulence on the blade
suction side.

Figure 27 shows the predicted Sherwood number contour plots on the blade and
endwall surfaces. Detailed results of the numerical simulation are reported in reference
[13].
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Conclusions

Test facilities have been constructed with the necessary features to carry out this
experimental program with its various geometry changes and flow injection schemes.
These facilities have been qualified, a major milestone in any test program. Measurements
have been taken, as follows: 1). Aerodynamic losses have been measured within a passage
with a contoured endwall. 2). Endwall heat and mass transfer measurements have been
taken to document effects that the passage secondary flows have on the local transfer rates.
3). On-airfoil measurements of heat and mass transfer rates have been taken and the
analogy between the two was described. Noted was the change in the analogy factor
between upstream measurements and downstream measurements. This change is
considered to be attributable to a change in flow regime.

In the vane cascade, the effects of gaps, gap flow and component misalignments on
aerodynamic losses, heat transfer coefficients and adiabatic effectiveness values are
presented.

In the rotor cascade, heat and mass transfer measurement are conducted with modified
leading edge blades. The modified leading edge delays the development of the passage
vortex and reduces the strength of the passage vortex in mass transfer measurements. The
comparison between heat and mass transfer is in good agreement with the theory suggested
by Eckert at el. [11]. The effect of the wheelspace coolant injection on the secondary flows
and on the mass (heat) transfer in the wall and near-wall region has been documented.
Misalignment between the endwall and the upstream platform was considered.

A numerical RANS code that uses the SST k-® model has been developed to predict
the flow and heat/mass transfer in the rotor cascade. Results are compared with mass
transfer measurements taken on the blade and endwall surfaces with equivalent boundary
conditions. The numerical simulation is able to capture most of the secondary flow
features that have been experimentally observed.
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Figure 5: Locations of measurements points for temperature profile measurements.
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Figure 6: Stanton number (x1000). The nominal case, where the gaps are open and are
blowing at 5% of the passage mass flow rate. There are no steps.
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Figure 7: Adiabatic wall temperatures for the nominal case, where the gaps are open and
are blowing at 5% of the passage mass flow rate. There are no steps.
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Figure 8: Adiabatic effectiveness distribution for the nominal case, where the gaps are open and are blowing at 5% of the passage

mass flow rate. There are no steps.



Figure 9: Net heat flux reduction, elevated slashface blowing of 1% of the passage mass
flow rate vs. the nominal case, where the gaps are open and are blowing at 5% of the
passage mass flow rate. There are no steps in either of the two comparison cases.



Inlet

wind tunnel contraction exit

5 incoming flow measurement slot

outside bleed

! Y

B

457

150 e

1

]
e

. . . / measurementislot
L RaD pitot tube and thermaocouple
==—— 305 o
inside bleed
-3 610 o
C=184 oy ai
Cx=130 endwall #M
P=138 b
Unit : mm lailooard
Figure 10: Linear rotor cascade facility
LVDT
Test [
Blade — Step Motor
Rotary
Table f o1 Z Table
. A
Step Naph-
Motor thalene
coated

LVDT gauge

To motor controller

Moving plate
Test plate holder
Stepper motor

(a) 2-axis table

L=y

s X-Y Tables

(b) 4-axis table
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Figure 12: Endwall plates for heat and mass transfer experiments

(b) mass transfer blade

Figure 13: Blades for heat and mass transfer experiments



Figure 15 Photograph of temperature boundary layer probes used in the rotor cascade study
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Figure 17: Gap configurations for the injection upstream of the rotor cascade
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Figure 19 Endwall Stanton number distributions (x1000). Smooth case (no steps, gaps or
blowing), left, vs. nominal case (no steps, gaps open with 0.5% MFR through the transition
section and slashface gaps), right. The main effect on the heat transfer coefficient
distribution is due to flow into the upstream portions of the slashface gap, with ejection of
that flow from the downstream portions of that gap.
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Figure 20 Adiabatic effectiveness value distribution for the nominal case (no steps, gaps
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Figure 21 Stanton number (x1000) distributions for the nominal case (left) and the case
with a backstep at the transition section gap (right).
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Figure 22 Heat and mass transfer comparison on the pressure side
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Figure 23 Heat and mass transfer comparison on the suction side
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(a) step up (b) no step (c) step down

Figure 25 Adiabatic cooling effectiveness on bottom endwall in the rotor linear cascade
with an effective blowing rate of unity

(a) step up (b) no step (c) step down

Figure 26 Adiabatic cooling effectiveness on blade suction side in the rotor linear cascade
with an effective blowing rate of unity

Figure 27 Sherwood number contour plots obtained from numerical simulations
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ABSTRACT

This report describes progress during the sixth 6-month period (November 1,
2004-April 30, 2005) of performance under a three-year program. The program is
designed to develop a remaining life prediction system based on non-destructive
measurement of three quantities, initial surface geometry, thermally grown oxide
(TGO) stress and TGO thickness. In this reporting period, which is the final one in
the original program schedule not including the no cost extension, emphasis was on
comprehensive write up and interpretation of results. Accordingly this report
includes complete summary of results obtained on 2 of the five systems studied. In
addition it includes new results by which the cause of the observed bimodal spectra is
shown to be oxide cracking and results for tests at 1100 °. During the no cost
extension full write up of the other 2 systems along with the testing of the two phase
bond coated system will be completed and put into a single comprehensive summary
report.

The principal results to date include a life prediction method based on all
three parameters needed for MCrAlY bond coated samples and a system which
requires only non destructive measurement of oxide stress for Pt modified Ni Al bond
coated samples. Using only measured stress remaining life predictions are made
temperature blind and for EB-PVD/Pt-Al TBCs cycled at three temperatures (1100°
,C1151°C and 1121°C). The predictions for two temperature histories were made for
the first time based on the thermally grown oxide stresses measured by the
photoluminescence piezospectroscopy technique without knowing the test
temperature. The predictions were compared using regression methods and neural
network methods. It was found that both methods produce accurate life remaining
predictions, but the neural network methods were superior. The lowest root mean
square (RMS) error and maximum absolute error for the prediction was 6.1% and
8.2% respectively. For a data set with a 48.7% RMS spallation life variation about
the mean, the prediction results obtained are highly encouraging. In addition, 1-hour
thermal cycling tests are being carried out at 1100°C on EB-PVD Pt-Al TBCs.
Photoluminescence piezo spectroscopy (PLPS) measurements are carried out
throughout the thermal cycling. The evolution of PLPS spectral characteristics
(average value of stress and its standard deviation, peak width, intensity ratio, number
fraction of bimodal peak) is being studied.



1. Introduction

DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the
United States Government. Neither the United States Government nor any agency
thereof, nor any of their employees, makes any warranty, express or implied, or
assumes any legal liability or responsibility for the accuracy, completeness, or
usefulness of any information, apparatus, product, or process disclosed, or represents
that its use would not infringe privately owned rights. Reference herein to any
specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States Government or any agency thereof.
The views and opinions of authors expressed herein do not necessarily state or reflect

those of the United States Government or any agency thereof.

Thermal barrier coatings (TBCs) are widely used in gas turbine engines for
propulsion and power generation to protect metallic components from the hot gas
stream (/-9). The use of TBCs, along with improved structural design and internal
cooling technology, increases the temperature capability and engine efficiency of gas
turbine engines. Thermal barrier coatings comprise four layers: (1) a ceramic top coat
which is usually 7 wt.% yttria-stabilized zirconia (7 YSZ); (2) a thermally grown

oxide (TGO) layer, predominantly c-alumina, that forms between the ceramic top



coat and the bond coat; (3) an oxidation-resistant metallic bond coat; and (4) a
superalloy substrate. All layers interact to determine the performance and durability
of TBCs. Since spallation of TBCs can result in exposure of turbine component to
high temperatures and lead to pre-mature component failure, the assessment of
durability is one of the most important issues in the use of TBCs. In addition, non-
destructive inspection techniques and accurate life prediction methods for TBCs are
highly desirable, and would contribute to the more effective use of TBCs.

There are two commercial processes for the production of TBCs, i.e., air
plasma spray and electron-beam physical vapor deposition (EB-PVD). Failure of EB-
PVD TBCs typically originates at either the bond coat/TGO or the TGO/YSZ
interfaces. The compressive stresses developed in the TGO layer due to the thermal
expansion mismatch between the TGO and the underlying metal layers and due to
TGO growth play important roles driving failure of the ceramic by spallation.
Photoluminescence Piezospectroscopy (PLPS) has been used successfully to non-
destructively measure the stress in the TGO based on the frequency shift of the R-line
fluorescence from the chromium (Cr’") impurity in the TGO and has the potential to
detect early TBC damage and assess the remaining life of TBCs.

The present study is designed to develop and experimentally validate methods
for the life predictions of EB-PVD TBCs based on measurements of one or three
critical properties: TGO stress, TGO thickness and bond coat surface geometry.
Failure mechanisms are also studied to facilitate fundamental understanding of TBCs

and to aid in the development of life prediction methodologies.



Different TBCs have different failure modes, thus life predictions must take
the characteristic behavior of individual system into consideration. In this research,
spallation failure in one TBC with a (Ni,Pt)Al bond coat was found to be associated
with rumpling and the TGO stress was directly affected by the rumpling. The
remaining life prediction was made successfully based on the systematic change of
TGO stress during thermal cycling measured by photoluminescence. For another
TBC with a NiCoCrAlY bond coat, spallation failure was associated with the out-of-
plane tensile stress which is affected by bond coat surface geometry and strain energy
in the oxide layer. The life prediction was made based on measurements of three
critical TBC properties: TGO stress, thickness, and surface geometry of the bond coat

and correlating these properties by fracture mechanics.



2. Background

The efficiency of gas turbine engines is improved with higher firing or turbine
inlet temperature. The continuing quest for higher temperatures and improved
component durability in gas turbine engines has been the fundamental driving force
for the development of thermal barrier coatings (TBCs). To date thermal barrier
coatings are widely used in turbine engines for propulsion and power generation to
protect metallic components from the hot gas stream (/-9). The use of TBCs, along
with improved structural design and internal cooling technology, provides reductions
in the surface temperature of the superalloy and increases the temperature capability
of gas turbine engines (Fig. 2.1). This enables engines to operate at temperatures that
are 90-150°C (200-300°F) higher, thereby improving engine efficiency (6). In
addition, lowering the temperature of the superalloy protects metal components from
environmental attack, creep rupture, or fatigue and improves the durability of

components (6).

2.1 Thermal Barrier Coating System

There are four primary constituents in a thermal barrier coating system (Fig.
2.2). They comprise (1) a ceramic top coat which is usually 7 wt.% yttria-stabilized
zirconia (7 YSZ); (2) a thermally grown oxide (TGO) layer, predominantly o-
alumina, that forms between the ceramic top coat and the bond coat; (3) a metallic
bond coat; and (4) a superalloy substrate. All layers interact to determine the

performance and durability of TBCs.



2.1.1 Ceramic Top Coat

The ceramic top coat provides thermal insulation and yttria stabilized zirconia
(YSZ) has been found to be most suitable for thermal barrier coating applications.
YSZ has low thermal conductivity (~1 W/m®K) with minimal temperature sensitivity
(8). YSZ has high thermal expansion coefficient (~11 x 10°® °C', which helps
alleviate stresses arising from the thermal expansion mismatch between the ceramic
top coat and the underlying metal substrate (~14 x 10° °C™) (9). YSZ also meets
other fundamental requirements of thermal barrier coating material: high melting
point (~2700°C), relatively low density (~6.4mgem™), high thermal shock resistance,
and resistance to oxidation and chemical environmental attack (6).

YSZ exists as three different phases-monoclinic, tetragonal, and cubic-
depending on the composition and temperature (Fig. 2.3). 7 to 8 weight% (~4 to 4.5
mol%) Y,Os3 stabilized ZrO, has been found to be most successful in thermal barrier
coatings and consist of the tetragonal t’ phase. The t’ phase is thought of being
crystallographically similar (i.e. having the same unit cell arrangement) to t phase, but
morphologically different (i.e. having different grain structure features such as
antiphase boundaries, twins) (/0). Unlike t phase with lower Y,03 composition (~3
mol%), the t* phase does not undergo a martensitic transformation and has excellent

strength and toughness.

2.1.1.1 Deposition Methods of Ceramic Top Coat
Two principal methods are currently used to deposit thermal barrier coatings.

They are air plasma spray and electron beam physical vapor deposition (EB-PVD).



Each method produces characteristic microstructures with certain desirable attributes,
as will be discussed below.

Plasma spray deposition is widely used in the coating industry. A schematic
of plasma spray process is shown in Fig. 2.4. A DC electric arc between the cathode
and anode in the plasma gun is used to ionize the carrier gas, which is usually a
mixture of argon (Ar) and hydrogen (H,) or nitrogen (N,) and hydrogen (H;) to
generate aplasma. The temperature of the plasma gas at the anode nozzle may reach
as high as 6000-12000°C, and the gas velocity may reach on the order of 200-600m/s
(6). The YSZ ceramic powder, with particle size of 20-100 pum, is injected into the
high temperature, high velocity plasma jet. The powder is entrained in the plasma
gas, melted rapidly, and propelled toward the substrate by the carrier gas. Upon
impact, the molten particles deform and are rapidly quenched to form “splats” or
pancake structures which eventually result in formation of the desired coating (7).
Based on the process, air plasma spray TBCs have characteristic microstructures
shown in Fig. 2.5: (1) 15-25 vol% porosity which is introduced during deposition, (2)
“splat” grain morphology with inter-“splat” boundaries and microcracks parallel to
the metal/ceramic interface. These defective structures contribute to the low thermal
conductivity of air plasma spray (APS) TBCs. On the other hand, these
microstructural defects have low toughness and are preferential sites for crack
initiation (9, /7). The bond coat surface required for plasma sprayed TBCs is
relatively rough and the initial adhesion mechanism between the ceramic and metallic

layer is complemented by mechanical interlocking.



Electron beam physical vapor deposition is a more advanced method of
deposition and widely used in the gas turbine industry for applying both metallic and
ceramic coatings. A schematic of an EB-PVD production facility is shown in Fig.
2.6. In a large vacuum chamber, an electron beam is directed onto the surface of YSZ
ingot target within a crucible. YSZ in the crucible is heated, melted, and then
evaporated. Oxygen is also provided within the chamber and bled into the YSZ vapor
cloud to maintain the oxygen stoichiometry in the deposited ZrO, film (5, 6). The
vapor deposits as a coating on the airfoils, which are held in rotatable and retractable
fixtures above the vapor source. A typical microstructure of EB-PVD TBCs is shown
in Fig. 2.7. The YSZ layer grows in columnar structure with small intercolumnar
gaps separating the column grains. The columnar structure provides a coating with
excellent strain tolerance because the strain within the coating can be accommodated
by free expansion (or contraction) of the columns into the gaps (5). In contrast to the
plasma sprayed TBCs, EB-PVD TBCs achieve maximum durability when applied to
a smooth surface and the coatings depend on chemical bonding for adhesion between
ceramic and metallic layer. Generally EB-PVD TBCs are more durable, but more
expensive, and have higher thermal conductivity, compared to APS TBCs.

During high temperature service, YSZ layer degradation can occur. The
contributing factors are sintering and grain growth, thermal decomposition of the t’
phase, and the tetragonal-monoclinic phase transformation. Sintering at temperature
as low as 1100°C has been found during service and it has been recognized that
sintering is detrimental to coating performance (/2, /3). Sintering will result in

partial healing of the cracks and reduction in porosity, and therefore increases the



thermal conductivity and elastic modulus of the top coat (/4). An increase of thermal
conductivity will lead to reduced thermal insulation and a higher metal surface
temperature which accelerates the bond coat oxidation and creep. Sintering can also
increase the elastic modulus (/3) of the top coat and induce higher thermal stresses.
This leads to reduced strain tolerance of the top coat and accelerates TBC failure.
Moreover, sintering can result in coating shrinkage and through-thickness cracking
during cooling, thereby further accelerating the coating failure (12).

As shown in the ZrO,-Y,0; phase diagram (Fig. 2.3), the YSZ transforms
from cubic to tetragonal, and monoclinic when cooled from high temperature. The
tetragonal-monoclinic transformation is accompanied by a volume expansion of ~4%.
This volume change will destroy the integrity of the ceramic coating and cause crack
initiation. Therefore, use of YSZ requires that the YSZ be stabilized in its high
temperature tetragonal (or cubic) phase down to ambient temperatures. 7 to 8
weight% (~4 to 4.5 mol%) Y,0; stabilized ZrO; is stable in current TBC applications
and the phase decomposition is not a concern. However, higher temperature

applications may impose more strict requirements.

2.1.2 Bond Coat

The bond coat provides oxidation protection and enhances adherence between
the top coat and the substrate. The bond coat is arguably the most crucial component
of the TBC that affects durability. Its chemistry and microstructure influence
durability through the structure and morphology of the TGO created as it oxidizes

(15). The ideal bond coat is engineered to form a defect-free layer of a-Al,O3; with
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slow and uniform growth. Such a TGO has a very low oxygen diffusivity and
provides excellent diffusion barrier which decreases the oxidation of the bond coat.
Significant bond coat characteristics that influence TBC reliability and durability
include: composition (16, 17), deposition method (I, 6), post-processing (I8, 19),
surface roughness (20, 21), bond coat defects (22, 23). Moreover, system
performance is related to its creep and yield characteristics (8). There are typically
two types of bond coat, MCrAlYs and Platinum Aluminides. MCrAlYs such as
NiCrAlY, NiCoCrAlY, and CoNiCrAlY, typically are deposited by low pressure
plasma spray and high velocity oxygen-fuel methods. MCrAlYs usually consist of
two phases (B-NiAl and either y-Ni solid solution or y’-Ni3Al). The other type of
bond coat is a Pt-modified diffusion aluminide, fabricated by electroplating a thin
layer of Pt on the substrate and then diffusion-aluminizing by either chemical vapor
deposition or pack cementation. These bond coats are usually single phase 3, with Pt
in solid solution (/5). These two types of bond coats result in distinct TGO

characteristics as well as differing tendencies for plastic deformation (8).

2.1.3 Thermally Grown Oxide

The bond coat oxidizes during coating processing and during service. A thin
layer of thermally grown oxide (TGO; 1-10 um in thickness) is formed between the
bond coat and the ceramic top coat. Since the bond coat is designed as a local Al
reservoir (Fig. 2.2), Al,O; forms in preference to other oxides and is the most stable
oxide product (Fig. 2.8). Whenever Al,Os is stable, the oxygen activity at the

interface is too low to form alternative oxides. Since alumina has very low oxygen
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diffusivity, TGO provides an excellent diffusion barrier and retards further bond coat
oxidation (24). The TGO also can provide adherence of the ceramic layer with the
substrate. The TGO has a major influence on TBC durability (15, 25-28). This layer
develops large residual compressive stresses due to thermal expansion mismatch with
the substrate (Table 2.1) during cooling and TGO growth at high temperature. The

high strain energy stored in this layer plays an important role in the failure

mechanisms that will be discussed in section 2.2.

2.1.3.1 TGO Perfection and Growth

The TGO layer is a reaction product that forms between the bond coat and the
YSZ. Generally the growth rate is consistent with a parabolic law until spalling
occurs:

h* =2kt (2.1)
where £ is the TGO thickness, ¢ is time and £, is the parabolic rate constant. The
TGO growth is diffusion controlled rather than interface controlled (8, 29-37). The
alumina grows predominantly by inward diffusion of anions (oxygen ion) along the
TGO grain boundary, but in some cases TGO growth is controlled by outward
diffusion of cations (Al ion). Although a-Al,O; is the ideal and stable oxide product
of bond coat oxidation, 0-Al,O; forms first and then transforms to a-Al,Osz in some
cases, especially on the Pt modified aluminide bond coat (32-36). The phase
constituents of the TGO, especially during the early stages of oxidation, have been
identified as critical factors influencing the adhesion at the TGO/coating interface

(18, 37, 38). Specifically, the formation of transient 6-Al,O3 and its conversion to the
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stable a-Al,O3 has been reported to have a profound effect on the structural integrity
of TGO/coating interface. The transformation from 0- to a-Al,Os is responsible for
additional residual stress from the volumetric shrinkage in the TGO and nucleation of
tensile cracking (35, 36). Therefore, the formation of a “perfect” oxide that consist
only of stable a- Al,Os prior to deposition of YSZ may lead to improved durability
and reliability of both stand-alone metallic coatings and TBC bond coats. For
MCrAlY bond coats, other non-Al,O3; oxides such as Cr,O;, Ni, Co-containing
spinels can form during the transient oxidation stage and become the preferential

location of crack initiation in the later stage of oxidation (8, 9, 39).

2.1.3.2 TGO Stress

The stresses in the TGO exert a central influence on TBC failure. There are
two main sources of stress: one from thermal expansion mismatch upon cooling and
the other from TGO growth at high temperature (15, 40-44). Ambient temperature
measurements by X-ray diffraction (45) and photoluminescence piezospectroscopy
(40) indicate that thermal expansion mismatch results in large compression (range
between 2 and 6 GPa). High temprature X-ray peak shift measurements of growth
stress (45, 46) show that growth stress is also compressive but much smaller than the
thermal stress. Both stresses may be alleviated by TGO creep (47, 48) , TGO/bond
coat interface rumpling (49, 50) and redistributed in the vicinity of imperfections (57,
52). Moreover, the stresses can be modified by thermal cycling conditions. The role

of TGO stress and the high strain energy stored in this layer in the failure mechanisms

will be discussed in section 2.2.
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2.1.3.3 TGO adhesion

The interface between the TGO and bond coat is critical since a weakly
bonded scale can spall at the TGO/bond coat interface. Bond coat composition has a
strong effect on TGO adherence. It is known that the segregation of S at the
TGO/bond coat interface reduces the TGO adhesion dramatically (53). In addition,
some other elements such as Y, Zr, Si, Hf have been added in the bond coat and show

the improvement in TGO adherence and oxidation resistance of the bond coat (16, 54-

57).

2.1.4 Substrate

The superalloy substrate sustains the structural and thermal loads. The
substrates are usually Ni-based or Co-based superalloys with addition of various
elements that are added for the enhancement of specific properties, such as high
temperature strength, ductility, oxidation resistance, hot corrosion resistance and
castability (58). The superalloy can be cast in single-crystal, directionally solidified-
columnar grain, or poly-crystalline forms. It has been reported that substrate
materials have an influence on cyclic TBC life (59). In addition, diffusion of the
elements can occur between the substrate and the bond coat during engine service.
These diffusing elements can occasionally be found in the TGO and the top coat, as
well (60, 61). This interdiffusion also has profound influence on spallation failure of
the TBC, making it necessary to build the right balance between components of the

TBC.
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2.2 TBC Failure Mechanisms

Thermal barrier coatings exhibit multiple failure mechanisms. The failure
mechanisms of a specific TBC system depend on many factors, such as chemistry and
processing of substrate (59), bond coat chemistry, morphology, and deposition
method (3, 62), ceramic top coat microstructures and deposition method (3, 8, 9), and
testing conditions (63-65). One general observation about TBC degradation is that
the failure of APS TBCs usually occurs within the ceramic top coat, near the
YSZ/TGO interface (3, 66), while the spallation of EB-PVD TBCs is predominantly
located at the TGO/bond coat or TGO/ceramic interfaces (22, 67). Some of the most

common failure mechanisms have been reported and are shown in Fig. 2.9.

2.2.1 Crack Initiation, Propagation and Coalescence within YSZ

This mechanism is usually observed in APS TBC systems (3, 66). The bond
coat surface is usually rough prior to the deposition of YSZ in the APS process, so as
to improve the bonding between the ceramic top coat and the bond coat. The out-of-
plane stresses are tensile at the crests and compressive at the troughs (68). The tensile
stresses and the pre-existing defects within YSZ will lead to cracking within the YSZ
above the crests (69). As the TGO thickens, the sign of the out-of-plane stress within
YSZ starts to switch at locations above the peaks and valleys of the bond coat, i.e.,
the stresses at the crests change from tensile to compressive, while those above the
troughs change from compressive to tensile (68, 70). This sign transition of residual

stress will cause cracking within YSZ above the troughs between the crests (70). The
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cracks propagate and coalescence which eventually lead to the spallation failure of

the coating (Fig. 2.10).

2.2.2 Separation at TGO Interfaces

This failure mechanism is usually observed in EB-PVD TBCs since the top
coat is more ‘“strain tolerant” than that in APS TBCs. When the TGO layer is
perfectly flat, the TGO layer is under biaxial compression and there are no tensile
stresses across the TGO/bond coat interface that can cause separation. However, in
practice, the interface between the TGO/bond coat is not planar and always has some
undulations or imperfections. The stress state of the TGO/bond coat interface has
been analyzed by a number of authors (8, 21, 71, 72). Both analytical solutions (77,
73) and finite element calculations (7/, 74) show that cooling of the oxide layer
produces tensile stress across the TGO/bond coat interface at the ridges and
corresponding compressive stress in the valley regions. When the oxide scale is thin
with respect to the local radius of curvature of the asperity, the finite element results
for the tensile stress across the interface can be represented with considerable
accuracy by using a soap-film analogy (Fig. 2.11) in which the normal stress is given

by the Laplace equation, namely the biaxial stress divided by the local curvature (71):

1 1
Oy = —(E+R—2J~hmo 0, (2.2)

where oy 1s normal (out-of-plane) stress in the TGO layer, o) is the biaxial stress in

the TGO layer, R, and R; are the principal radii of curvature at the asperities, /7o is

the oxide thickness. As the TGO thickness increases, the normal stress increases.
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Debonding occurs at the TGO/bond coat interface when the normal stress reaches a
critical value (75). The debonding at the TGO/bond coat interface then produces a
critical flaw with a strain energy release rate exceeding the interface toughness and

leads to final failure driven by the strain energy stored in the TGO.

2.2.3 Cracking Nucleation in the TGO Imperfections

This failure mechanism is associated with imperfections located near the TGO
layer, especially those that induce tensile stresses .. normal to the TBC surface in the
vicinity of the TGO (8). These stresses initiate cracks along trajectories having
lowest toughness (/5, 76). Undulations on the surface of bond coat are pervasive
imperfections and failure is usually associated with progressive roughening of the
bond coat surface (also referred to as rumpling and ratcheting) with thermal cycling
(8, 43, 49, 50, 64, 76-89). When rumpling occurs, the TGO is displaced into the
underlying bond coat. The amplitude of TGO displacement and undulations at the
TGO/bond coat interface increase with increasing thermal cycles. The increase in the
undulation amplitude induces out-of-plane tensile strains in the TBC. These strains
can produce localized separation and cracking between the top coat and the substrate
and eventually lead to large scale buckling and spallation failure of the TBC. The
schematic process is shown in Fig. 2.12. To date, rumpling has been studied as a
function of time during cyclic and isothermal oxidation. Rumpling does not occur
during isothermal oxidation (49, 79). The effects of oxidation, initial surface
roughness and coating thickness have also been studied (49, 78, 79). Rumpling does

not occur and durability increases when the initial bond coat is smooth and when
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imperfections are removed by polishing (67). In earlier thermal cycling experiments
in an oxidizing atmosphere, rumpling was observed and lateral growth strain of oxide
was assumed to be the prerequisite for rumpling (76, 83, 88, 90). Recently Tolpygo
et al. (79) found that rumpling occurs as well during cyclic annealing in vacuum and
it implies that TGO growth does not always play a major role in rumpling. Different
rumpling mechanisms have been postulated after extensive research: (1) cyclic plastic
strains in the bond coat driven by TGO growth and thermal expansion mismatch
strains (76, 83, 88, 90), (2) bond coat martensitic transformation (85), (3) volume
reduction in the bond coat due to B to y’ phase transformation (49), and (4) stress
driven surface diffusion (84). In addition, rumpling may be driven by the

combination of different mechanisms.

2.2.4 Spinels and Non a-Al,O3; Oxides Formation

This mechanism is observed in both EB-PVD and APS TBCs with MCrAlY
bond coats (15, 39, 87, 91-94). Non a-Al,O; oxides and spinels are thought to be the
preferential path for crack initiation and propagation due to their brittle nature and the
large volumetric change associated with their formation. The formation of these
phases compromises the structural integrity of the TGO and accelerates localized
oxidation by providing fast oxygen-diffusion paths (8, 9). These oxides, such as
Cr;03, NiO, Ni- and Co-containing spinels, Y3Als0i,, or Y,03; form mainly due to
the Al depletion in the bond coat caused by oxidation and interdiffusion. When the
Al content in the bond coat drops below a certain critical level, formation of Cr- or

Ni-rich oxides or spinels will become thermodynamically possible and form below
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the alumina scale. It is also possible that the formation occurs in breakaway
oxidation of alloys (92). In this case, TGO cracking occurs on cooling due to high
local surface curvatures and large thermal expansion mismatch. Such cracks would,
on heating, create a direct transport path through alumina for oxygen to react with

bond coat, and lead to the transient oxidation and formation of Cr- or Ni-rich oxides.

2.3 Non-destructive Inspection

Since the use of internal cooling and thermal barrier coatings enables gas
turbine engines to operate at gas temperatures higher than their temperature
capabilities, spallation of coatings can result in exposure of turbine component to
high temperatures and lead to reduced component lifetimes. It is highly desirable to
non-destructively evaluate the TBC condition and to assess its remaining life to
determine whether engine components can be reliably used for another service
interval. Current approaches involve using laboratory and/or engine part statistical
data from groups of samples and determining minimum properties. One incentive for
approaches based on non-destructive inspection is the prospect of using individual
part behavior rather than statistical minimums. This may allow many parts with
properties above the minimum to be more fully utilized. Therefore, remaining life
predictions based on non-destructive inspection techniques would contribute to the
more effective use of TBCs. Four NDI techniques are currently under development:
Mid-Infrared Reflectance (MIR) (95), Thermal Wave Imaging (TWI) (96, 97),
Electrochemical Impedance Spectroscopy (EIS) (98, 99), and Photoluminescence

Piezospectroscopy (PLPS) (23, 29, 30, 36, 38, 40, 100-106).
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Because of the translucent nature of YSZ TBCs particularly at MIR
wavelength (3-5 um), measured reflectance not only originates from the TBC surface,
but also contains contributions from internal scattering within the coating and
reflectance from the TBC/substrate interface. MIR technique monitors the changes in
MIR reflectance and correlates the changes with the progress of the delamination near
the TBC/substrate interface.

In the TWI technique, a pulse of heat is delivered to the specimen or
component and the thermal signal amplitude distribution of the specimen is
monitored as a function of time by an infrared camera. Non-destructive testing of
materials is based on the fact that a defect region generally has a thermal conductivity
difference from that of the reference region in the sample. Therefore, heat flows
differently through the defect region than through the reference region. Differences
in the heat flow result in differences in temperature distribution on the surface of the
sample. A temperature distribution map can show hot spots and also elevated thermal
wave amplitude signals.

In the EIS method, the electrochemical impedance response of TBCs to the
applied voltage over a frequency range is examined and the obtained spectra are
analyzed with an AC equivalent circuit consisting of elements (resistor, capacitor,
inductor, etc). Since electrical conduction depends on the conductivity of electrolyte
and micro-structural features of the multi-layers of TBCs (including the defect and
damage through which electrolyte can penetrate), the characteristics of

electrochemical process obtained from analyzing EIS spectra can be related to the

20



characteristics of materials system. However, the analysis and explanation of EIS
spectra is not easy.

The PLPS technique, invented by Paton, Murphy and Clarke (/07) for TBCs
and further developed by Clarke et al. (108-114), Gell, Jordan, et al. (29, 30, 36, 105,
106, 115) , and Atkinson et al. (/16, 117), has been used successfully in measuring
the stress in the TGO non-destructively based on the frequency shift of the R-line
fluorescence from the chromium (Cr’") impurity in the TGO. In addition to the
frequency shift, other characteristics of the spectra such as peak width, peak shape
and the peak area ratio can be extracted and provide information on the presence of
damage (112, 113, 118).

The MIR and TWI techniques detect the partial debonding of the ceramic
from the substrate and debonds larger than 1 mm can be detected. PLPS can detect
debonds as small as several microns and can potentially assess coating quality and
TGO damage prior to debonding by determining phase constituents of TGO and TGO
stress. At present PLPS technique has been applied to both EB-PVD and APS
coating. Since the columnar structure of EB-PVD coating acts as an optical
waveguide for the lasers and the optical signals are not attenuated, PLPS can be used
for full thickness EB-PVD coatings (=300 um) (23, 29, 30, 105, 106). In contrast to
EB-PVD coatings, the microstructural defects in APS coating such as porosity and
splat boundaries result in attenuation of the optical signal, making PLPS measurement

viable for APS coatings of only < 75 um at present time (/03).

2.3.1 Photoluminescence Piezospectroscopy
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The basis of piezospectroscopy for measurement of stress is that an applied
stress strains the lattice structure and alters the energy of electronic and vibrational
states, which in turn alters the energy of any radiative transition such as
photoluminescence. Thus, the applied stress can be determined by measurement of
frequency shifts of luminescence lines. As shown in Fig. 2.13, the structure of a-
ALO; is a hexagonal closed packed (hcp) structure with A’ ions occupying some of
the octahedral sites. In a-Al,O3 a small fraction of A’ ions are always replaced by
trace amounts of Cr’" ions. The replacement will not produce undue strain in the
crystal lattice due to their same ionic charges and similar radius (Cr’” ion 0.69 A, AI*"
ion 0.57 A) (119). The electronic structure of a-Al,O3 with trace amounts of Cr’ ion
can be summarized in form of band diagram shown in Fig. 2.14 (/20). The R; and R,
fluorescence lines of Cr’" ion in the a-Al,O; are exceptionally sharp and occur at
14402 and 14432 cm™ respectively. The frequency of R; and R, fluorescence lines is
dependent on several factors. In addition to stress dependence, the fluorescence lines
vary with temperature, applied electric or magnetic field, and dopant concentration.
It has been experimentally verified (/27) that the contributions to the fluorescence
lines of Cr’* ion in the a-Al,O3 from temperature, pressure, and concentration are
essentially independent of one another in the range where measurements are practical.
Therefore, the net frequency shift can be expressed as the superposition of each
contribution:

Av=Av,___+Av, _+Av (2.3)

stress temp conc

2.3.1.1 Effect of Stress
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The relationship between the observed line frequency shift in a fluorescence
spectrum and the state of stress was first described by Grabner (/22). The change in

frequency Av, can be expressed by the tensorial equation:
H@/ ;= Hg/ Gy (2.4)
where Hz;,' is the i/ component of the piezospectroscopic coefficients and o, is the

stress state in the crystallographic basis of the crystal lattice. The mean line shift is
obtained by averaging equation (2.4) over all possible crystallographic orientations
(110). The line shift is only dependent on the trace of the stress tensor over the

probed volume:

1
Avstress :§Hii0jj (25)

If assuming a flat alumina scale under biaxial stress o, =0, =0, and o_ =0, the

frequency shift is:

A Vstress = %Hii O-O (26)

The piezospectroscopic coefficients were determined experimentally and the
values are 7.59 cm™'/GPa for R; and 7.61 cm™'/GPa for R, (110). The equation (2.6)

can be used to determine the stress in the TGO from the frequency shift of R line.

2.3.1.2 Effect of Temperature
Both R; and R, line shift to smaller wavenumbers with increasing
temperature. The frequency dependence can be described as follows:
Av,,,=a(T-=T,) (2.7)

temp

23



where T,.s is the reference temperature, o is the linear fitting coefficients. It was
found that o has a value of —0.144 and —0.134 c¢cm’'/°C for the R; and R, lines
respectively (/10). Since all PLPS measurements are carried out at room
temperature, the effect of temperature could be neglected if the variation of room

temperature is minimal.

2.3.1.3 Effect of Chromium Concentration

The effect of chromium concentration of the frequency shift of R lines was
investigated by systematic study on a-Al,Os single crystal specimens at 77 K (123).
Fig. 2.15 shows the linear relation of R; line frequency shift with respect to Cr
concentration. It has been found that Cr concentration causes a linear variation on the
R, line frequency shift as well. The linear relationship that is valid for Cr
concentration of up to 1 wt% is shown as follows:

Av,y =(0.96+0.05)- C,, (wi%)

(2.8)
Avy, =(1.01£0.05)- C,, (wt%)

Schawlow et al. (/24) analyzed the ruby spectra and investigated the effect of
Cr concentration on the N-lines (Fig. 2.16). N-lines are the satellite peaks within a
few hundred cm™ away from the R-lines. It is shown that the N-lines intensities
increase as the Cr/Al ratio increases. When the Cr concentration is below some level,

the N-line intensity is too low to be detected.

2.3.2 PLPS Spectral Characteristics
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In addition to the frequency shift, other characteristics of the spectra such as
peak width, peak shape and the peak area ratio can be extracted and provide
information on the material system (36, 712, 113, 118). Peng and Clarke (/12)
proposed that peak broadening is the result of stress variation within the probe
volume. The observed spectrum is the superposition of several individual spectra,
each corresponding to different stresses. Damage in the TGO would be expected to
affect the localized stress and hence peak shape. To date such systematic shape
changes with cycles have not been found in experiments, except as associated with
bimodal peaks (Fig. 2.17), as now discussed.

One of the extreme cases of stress variation is that of a spectrum that contains
two sets of R;-R, peak pairs (also referred to as bimodal), exhibiting high and low (or
stress free) stress components (105, 112, 113, 116, 117). It has been suggested that
the low stress peak pairs are from the localized damage region (105, 112, 113, 116,
117). In such cases, the presence of low stress (or stress free) component is an
indication of damage and it is potentially a means of quantifying local damage in the
TGO. Selcuk and Atkinson (/16, /17) mapped the low stress regions for an EB-
PVD/Pt diffusion bond coat TBC and showed these regions were isolated at first and
tended to coalesce into larger regions toward the end of life. It has also been
suggested that the peak intensity ratio depends on the crystallographic orientation
with respect to the polarization of the laser (//3, 118). This can be a large effect for

single crystal but not for polycrystalline alumina (/06).

2.3.3 Determination of TGO Phase Constituents by PLPS
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(N1, Pt)Al bond coats can form metastable alumina phases, such as y- and 0-
AL Os, in early oxidation and then transform to the stable a-Al,O; phase (32-36).
Besides stress measurement and damage detection, PLPS can also be used to
determine the oxide type and its spatial distribution, which makes it a valuable tool to
study alumina phase transformations (32-36) and control coating quality (/02).
Different phases of alumina (a., y, 6-Al,03) can be detected by the PLPS method due
to the difference in the frequency of characteristic luminescence peaks. The
difference of frequency is due to different crystal structure for alumina polymorphs.
Fig. 2.18 shows example of luminescence spectra of different phases of alumina.
From this figure, we can see that stress free a-Al,O; has sharp peaks at around 14402

and 14432 cm™, stress free 0-Al,0; has sharp peaks at around 14570 and 144620 cm™

, and y-Al,O3 has a broad band with a maximum around 14470 cm™.

2.4 Life Prediction

Spallation of TBC results in exposure of metallic components to hot gases and
leads to components failure. This risk can be reduced if the spallation life can be
reliably predicted. Therefore, life prediction is essential to take full advantage of
TBCs.

Understanding of coating failure mechanisms is a prerequisite to the
development of life models and, although understanding remains incomplete, there
has been progress in this area in the past years. An oxidation-based model for TBC
life was described in refs.(/, 125, 126). This model assumed that the complex states

of stress and strain imposed on the coating system by the thermal loads could be
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adequately expressed in terms of g, the tensile, radial component of the thermal
expansion mismatch strain. Next it was assumed that time-at-temperature effects
could be described in terms of oxidation alone and that oxidation could be expressed
in terms of the specific weight gain wn. The weight gain and strain were related in a
Manson-Coffin type relationship and the model was used to calculate cycles-to-
failure for plasma sprayed TBCs. Following this approach, a refined life prediction
model was proposed by Cruse et al. (27) for plasma sprayed TBC. The cyclic strain
was calculated using a modified form of the Walker viscoplastic material model
which directly counts for both plasticity and creep effects. The correlation between
the actual and predicted spallation lives was within a factor of 3.

Life prediction model was also developed for EB-PVD TBC based on the
constitutive properties of the different TBC layers and fracture mechanics approaches
(28). Specific activities included measurement of EB-PVD ceramic physical and
mechanical properties and adherence strength, measurement of TGO growth kinetics,
generation of quantitative cyclic thermal spallation life data, and development of a
life prediction model based on maximum in-plane TGO tensile mechanical strain and
TGO thickness. The model correlated the spallation lives within a factor of about
12X (28).

Recently, the PLPS spectral characteristics have been evaluated as a function
of 1-hour thermal cycles at a single temperature (105, 106). The preliminary results
of using the systematic changes in stress levels and other spectral characteristics to

make remaining life prediction was discussed in ref. (/27). The remaining life
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prediction was within £7%. Therefore, PLPS is one of particularly promising

technique in non-destructive inspection and life prediction of TBCs.
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Fig. 2.1. Benefit of TBC applications (6)
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Table 2.1. Summary of material properties (adopted from ref. (§))

TGO (a-ALOs)

Young’s modulus, £, (GPa) 350-400
Growth stress, oxx (GPa) 0-1
Misfit compression, oy (GPa) 3-4
Mode I fracture toughness, Iy (J m?) 20
Thermal expansion coefficient, oo (C' ppm) 8-9
Bond Coat

Young’s modulus, Es (GPa) 200
Yield strength (ambient temperature) oy (GPa) 300-900
Thermal expansion coefficient, as (C”' ppm) 13-16
Interface (a-Al,Os/bond coat)

Mode I adhesion energy, I'; (J m™)

Segregated 5-20
Clean >100
TBC (ZrO,/Y,03)

Thermal expansion coefficient, oupe (C' ppm) 11-13
Young’s modulus, £, (GPa) 0-100
Delamination toughness ', (J rn'z) 1-100
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3. Experimental Procedure

3.1 Description of the TBCs

3.1.1 TBC with (Ni,Pt)Al Bond Coat

Disk-shaped (2.54 c¢cm in diameter and 0.32 cm in thickness) TBC specimens
investigated in this study were supplied by engine and coatings manufacturers. The
configuration of the specimens is shown in Fig. 3.1. The specimens consist of a
nominal thickness 140 um electron beam physical vapor deposited (EB-PVD) 7 wt.%
Y,0; stabilized ZrO, (YSZ) coating, a nominally 50 pum thick platinum-modified
nickel-aluminide bond coat (Ni, Pt)Al and a single crystal CMSX-4 superalloy
substrate. The typical compositions of the coating and the superalloy used in this
study are shown in Table 3.1. The specimens were bond coated on both sides to
allow study of the oxidation behavior of the bare bond coat using the back side of
specimens. Consistent with standard industry practice, the bond coats were grit

blasted prior to TBC deposition by the EB-PVD process.

3.1.2 TBC with NiCoCrAlY Bond Coat

Disk-shaped specimens (2.54 cm in diameter and 0.32 cm in thickness) with
the same configurations in Fig. 3.1 were used. The substrate was a nickel based
single crystal superalloy CMSX-4. The bond coat was the vacuum plasma sprayed
(VPS) MCrAlY (NiCoCrAlY with additions of Si and Hf) consolidated by a shot-

peening process. Different surface finishing processes were carried out before TBC
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deposition in order to study the effects of surface roughness on the durability of the
TBCs.

Two surface finishing processes include: (1) as-received (vacuum plasma
sprayed bond coat followed by shot-peening); (2) 90 minutes’ centrifugal barrel
finishing. The barrel finishing was done by USF Surface Preparation Group and is
suitable for industrial processing of gas turbine blades. The centrifugal barrel
finishing process is identical to conventional barrel finishing except the device is
rotated in such away to create a force approximately 20 times that of gravity.
Relatively coarse media (nuggets) were used in this study, but much smoother
finishes are possible using multistage finishing. The surface morphology and

roughness of the specimens were evaluated using scanning electron microscopy and

ZYGO™ surface interferometry (see section 3.4). After bond coat surface

processing, the bond coat was pre-oxidized in Ar-H, (Poy ~ 10™®) at 1100°C for 2
hours. Then the coupons were sent to our industry partner for EB-PVD deposition of
the 7 YSZ coating. The TBC consists of a nominally 145 pm thick electron beam
physical vapor deposited (EB-PVD) 7 wt.% Y,0; stabilized ZrO, (YSZ) coating, a
nominally 100 pm thick NiCoCrAlY bond coat and a single crystal CMSX-4
superalloy substrate. The typical compositions of the coating and the superalloy used

in this study are shown in Table 3.2.

3.2 Thermal Cycling Tests

Cyclic oxidation tests were performed in air at 1151°C, 1121°C and 1100°C

for (Ni,Pt)Al bond coated TBCs in a CM™ rapid temperature cycle furnace (CM Inc.,
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Bloomfield, NJ.) (39). The schematic of the furnace is shown in Fig. 3.2. The
thermal cycles consisted of a 10-min heat-up to peak temperature, a 40-min hold at
peak temperature, followed by a 10-min forced air quench (Fig. 3.3). The thermal
couple was connected directly to the sample to ensure the accuracy of temperature
measurement. Failure of the specimen was defined by spallation over more than 50%
of the total area. Cyclic oxidation tests were performed in air at 1121°C for MCrAlY

bond coated TBCs.

3.3 Specimen Preparation

Specimens were removed at specified intervals to investigate microstructure.
The procedure of sample preparation used for microstructural investigation is
described below. All specimens were sectioned using ISOMET™ low speed saw
(Buehler). In order to minimize the mechanical damage caused by sectioning and
avoid separation between the substrate and coatings during sectioning, specimens that
had more than 30% of life were first mounted with epoxy prior to sectioning. After
sectioning, the specimens were cold mounted with low-viscosity epoxy (EPO-THIN,
Buehler). Because in some cases the shrinkage encountered upon curing of resins
induces stresses that can delaminate the TGO/bond coat interface, the mounting
conditions should be carefully controlled to minimize the curing rate. Then, the
specimens were ground with 320, 600, 800, 1200 grit SiC papers and then polished
using 1 um diamond suspension on a semi-automatic polisher (Struers RotoPolish).
Prior to microstructural observations, the specimens were coated with gold or carbon

to minimize charging.
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3.4 Characterization Methods

3.4.1 Surface Interferometry

Surface geometry and surface roughness of the bond coat were characterized
using surface interferometry (Zygo™ NewView 5000, Zygo Corporation,
Middlefield, CT). NewView 5000 is a precision microscope which uses Scanning
White Light Interferometry (SWLI) to generate quantitative three-dimensional
images. Scanning White Light Interferometry (SWLI) is a traditional technique in
which a pattern of bright and dark lines (fringes) result from an optical path
difference between a reference and a sample beam. Incoming light is split inside an
interferometer, one beam going to an internal reference surface and the other to the
sample. After reflection, the beams recombine inside the interferometer, undergoing
constructive and destructive interference and producing light and dark fringe patterns.

The instrument schematic is shown in Fig. 3.4. In the NewView 5000, an
interferometer objective is mounted in a precision closed loop piezo-scanning device
that moves vertically (in the Z direction) over the sample. Data is collected from a
precision vertical scanning transducer and CCD camera and is processed in a
computer. The phase relationships of individual components of the white light
spectrum in the interferogram are analyzed by Frequency Domain Analysis.
Aquantitative 3-D image (surface map) with ultra high Z resolution is generated.
Available data includes 3D plots, filled plots, multiple 2D profiles of 3D data, and a
wide range of surface roughness parameters: PV, Ra, rms (see Fig. 3.5). PV is the
height between the lowest and highest point on the test part surface. Ra (average

roughness) is the average deviation of all points from a plane fit to the test part
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surface. rms is the root-mean-square deviation of all points from a plane fit to the test
part surface. Measurements have up to l-angstrom vertical resolution.
Measurements can be made over long vertical distances up to 5 mm and large fields
of view up to 17.3 mm. All specimens were measured using a Scanning White Light
Microscope with a 20X objective, which provides an imaging area of 320 pum x 240
pum. Surface roughness data were recorded and quantitative information about

surface geometry was extracted.

3.4.2 Photoluminescence Piezospectroscopy (PLPS)

PLPS measurements were made using a Renishaw'™ Ramascope ™ 2000
(Renishaw, Glouchestershire, UK) in conjunction with a Leica™ DM/LM light
microscope. The instrument schematic is shown in Fig. 3.6. The set-up utilizes an
Ar-ion 514 nm wavelength laser beam for exciting the chromium impurity in the
TGO layer. At specified intervals, a series of spectra were collected on each sample.
The laser beam was focused on the surface of the YSZ and the spot was scanned over
the specimen by moving the computer-controlled stage in a specified step size. The
spot size on the TBC surface depends on lens magnification. The diameter of the
spatial region from which spectra are collected through the TBC layer is estimated to
be around 70 um due to scattering by the columnar structure of the EB-PVD TBC
(114). At each step position, a luminescence spectrum was acquired. The minimum
step size can reach 1 um. In coarse mapping, a total of 121 spectra were acquired in a

12 mmx12 mm grid area, with a step size of 1.2 mm. Thus, the spectral
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characteristics obtained allow the average stress and standard deviation to be
determined and give the variability over the area of each specimen.

In fine mapping, a total of 2601 spectra were acquired in a 2 mmx2 mm grid
area with a step size of 40 um. In both coarse and fine mapping, the center of the
mapping region corresponded to the center of the disk specimen. In addition, for each
specimen, the origin of the mapping grid is fixed at the same position and
intentionally marked to ensure that the same general region of the specimen surface
was inspected when the measurements were made at the specific cycling intervals.
Finally the spectra were analyzed to extract multiple characteristics (frequency shift,
peak with, peak area ratio, Lorentz/Gaussian fractions, fraction of bimodal spectra).
The detailed procedure of spectra deconvolution will be described in section
Appendix I.

The fraction of bimodal spectra were calculated according to the equation:

Number fraction of bimodal = Nyimodal / (Nunimodal + Nbimoda) 3.1
Where: Nynimodal = the number of spectra that show only one stress component;

Nbimodal = the number of spectra that show two stress components.

3.4.3 Macro Photographic Characterization

Macro photography of TBC specimens was taken using a Nikon
MacroPhot™, Tokyo, Japan. The observations were useful identifying large-scale

spallation modes.

3.4.4 Optical Microscopy
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A Nikon Microphot™ photographic unit (Nikon, Japan) was used to examine
the cross sections during sample preparation and record the general appearance of the

samples.

3.4.5 Scanning Electron Microscopy (SEM)

After sectioning, specimen microstructure and its evolution with thermal
cycling were observed using one of three SEMs: (i) an environmental scanning
electron microscopy ESEM 2020 (Philips Electron Optics, The Netherlands), (ii) an
AMRAY 1000A equipped with EDAX 9100/60 energy dispersive x-ray spectrometer
(JEOL, Tokyo, Japan), (iii) a JSM6335F equipped with a field-emission electron

source for high resolution imaging (JEOL, Tokyo, Japan).

3.4.6 Energy Dispersive Spectroscopy (EDS)

Localized chemical analyses of specimens were performed using an AMRAY
1000A equipped with EDAX 9100/60 energy dispersive x-ray spectrometer (JEOL,
Tokyo, Japan) that is capable of analyzing elements of atomic number down to
sodium. Carbon coating is preferred over a gold coating in the EDS analysis since it
provides minimum interference. Point analysis and area mapping (X-ray elemental

maps) were performed.

3.4.7 X-ray Diffraction (XRD)

XRD was carried out to determine the phase structure of the TBC specimens,

and the types of oxide found on spalled surfaces. All XRD analysis was done in the
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Bruker AXS, D5005 X-ray diffractometer (Bruker Analytical X-ray Systems, Inc.,
Madison, WI) with Cu K, radiation (A=0.154 nm). The determination of phases was
performed by comparison of obtained spectral patterns with the standard PDF data

base.

3.5 Image Analysis

The image analysis in this study was performed using a UNIX-based
application software (microGOP 2000, ContextVision, Linkoping, Sweden).
Different image processing and analyzing procedures were used for different

purposes; the detailed procedures will be described below.

3.5.1 Characterization of Rumpling

To study the morphological evolution of the metal-oxide interface during
thermal cycling, a series of cross-sectional SEM micrographs were first taken at the
same magnification for about 800 um along the interface. Then, the morphological
evolution of interface was characterized using image analysis of cross-sectional SEM
micrographs. For roughness analysis, the coordinates of the metal-oxide interface
were extracted from a series of SEM micrographs. The root mean square roughness

parameter (RMS) was calculated from the resulting interface profiles.

RMS = /lz v} (3.2)
noig

where n is the number of data points along the interface and y; is the current

coordinate (height) of the interface relative to the mid-section (the height of mid-
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section is defined equal to 0). Tortuosity was determined by the ratio of the interface
length to the lateral straight-line length L/L,. The spacing between inward
displacements was characterized using a power spectrum plot and the Fast Fourier

Transform (FFT) method.

3.5.2 Measurement of TGO Thickness

TGO thickness was studied as a function of thermal cycles at three
temperatures. Cross-sectional SEM micrographs were taken and fifty measurements
of TGO thickness were performed along each cross section. The average TGO

thickness and its standard deviation were calculated.

3.5.3 Measurement of Crack Density

SEM micrographs were converted into binary images in which black
represents cracks and white represents uncracked regions. The length for every crack
was measured from each image. The crack density was calculated as the total length

of cracks divided by the total image area.

3.5.4 Measurement of Area Fraction of Fracture Surface

SEM micrographs were input into the image analysis software. By choosing
suitable threshold values, the gray image can be converted into a binary image in
which the black represents the exposed bond coat surface and the white represents the
rest of the fracture surface. The area fraction was calculated as the area of the

exposed bond coat surface divided by the total area of surface.
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Table 3.1. Typical composition of various layers of TBC 1

Layer Material Composition (wt.%)

Substrate Single crystal superalloy CMSX-4 | 9 Co, 6.5 Cr, 6.5 Ta, 5.6 Al,
6.0 W, 3.0 Re, 0.6 Mo, 0.1
Hf, 1.0 Ti, balance Ni

Bond Coat Ni-rich Pt-Al 20 Pt, 21 Al, balance Ni

Ceramic TBC Yttria stabilized Zirconia 7 Y,03 in ZrO,

Table 3.2. Typical composition of various layers of TBC 2

Layer Material Composition (wt.%)

Substrate Single crystal superalloy CMSX-4 | 9 Co, 6.5 Cr, 6.5 Ta, 5.6 Al,
6.0 W, 3.0 Re, 0.6 Mo, 0.1
Hf, 1.0 Ti, balance Ni

Bond Coat NiCoCrAlY with addition of Si, 20Co, 18 Cr, 12.5A1,0.6 Y,
Hf 0.4 Si, 0.25 Hf, balance Ni
Ceramic TBC Yttria stabilized Zirconia 7 Y,03 in ZrO,

T et g C
T e
3.2 mm \ Bondeont

Substrate

.<\ 25.4 mm
e

Fig. 3.1. Specimen configuration
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4. Experimental Results

4.1 Results of (Ni,Pt)Al Bond Coated TBCs

4.1.1 Microstructure and Failure Analysis
4.1.1.1 Microstructure of As-Coated TBCs

X-ray diffraction of the as-coated YSZ shows the coating is made of the
desirable, non-equilibrium tetragonal (t’) phase (Fig. 4.1). It was observed that only
parts of the peaks (400 and 200) were visible, indicating that the coating has a
preferred orientation, which probably is due to its columnar structure. The top
surface morphology of the as-coated YSZ coating is shown in Fig. 4.2 and the
“cauliflower” like morphology is clear with a grain diameter about 2-3 pm.

The cross-sectional micrograph of the as-coated TBC is shown in Fig.4.3.
The YSZ topcoat has a nominal thickness of 140 um with a columnar structure. The
platinum-modified nickel-aluminide bond coat (Ni, Pt)Al is nominally 50 pum thick.
The bond coat closest to the TGO is single phase B-(Ni, Pt)Al, confirmed by XRD
(Fig. 4.4). Further from the TGO and near the substrate, there is an inter-diffusion
zone with the substrate. Alumina inclusions entrapped from the grit blasting
procedure are present in the bond coat. A thin, continuous TGO layer (~ 0.5 um) was
observed and undulations of the interface between the ceramic top coat and bond coat
were present. These undulations come from grit blasting of the bond coat before
depositing the TBC.

Higher magnification micrographs (Fig. 4.5) show the imperfections where

the bond coat surface is locally concave and the TBC near the TGO layer above this
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concave region has some defects or voids. These imperfections have been observed
previously in EB-PVD TBC systems with Pt modified aluminide bond coats (88). It
has been proposed that these imperfections localize the thermal expansion mismatch
stress, causing nucleation of cracks and separations driven by the strain energy stored

in the TGO (74).

4.1.1.2 Microstructural Evolution of TBCs During Thermal Cycling

One-hour thermal cycling tests were conducted at 1151°C, 1121°C and 1100°C.
It was found that the microstructural evolution was similar for specimens tested at all
three temperatures. One typical example, well represented by Fig. 4.6, will be used to
illustrate the microstructural evolution of TBCs during thermal cycling. Figs. 4.6
shows a cyclic sequence of cross-sectional micrographs for tests at 1151°C. The
following major changes in the microstructure of specimens were observed with
thermal cycling: (1) the interface between the top coat and the bond coat becomes
rougher (referred to as either rumpling or ratcheting) and both the amplitude and the
number of sites of downward displacement increase with cycles; (2) the TGO
thickness increases; (3) B-(Ni, Pt)Al — y’-Ni3Al transformation occurs in the bond
coat led by aluminum depletion due to oxidation and inter-diffusion with the substrate
(85); and (4) cracking occurs. The cracks initiate at about 30% of the cyclic life.

A higher magnification image in Fig. 4.7 shows a typical example of crack
initiation. As the TGO penetrates into the underlying bond coat, cracking initiates
near the TGO/TBC interface above the rumpling-induced valley in the bond coat.

This image also shows that a defective region in the TBC; a “pinched-off” region
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characterized by columnar grains that converge a small distance from the interface.
These regions, also observed by Mumm et al. (88), are often associated with as-
fabricated depressions in the bond coat surface. After initiation, cracks extend

laterally from these defects with increasing cyclic exposure as shown in Fig. 4.6c.

4.1.1.2.1 Interface Rumpling During Thermal Cycling

The bond coat/oxide interface profiles at various stages of thermal cycling were
extracted from the cross-sectional micrographs and the results are shown in Fig. 4.8a
(1151°C) and b (1100°C). It is apparent that the roughness of the interface, or the
amplitude of rumpling, increases with thermal cycles at both temperatures. The
amplitude of largest downward displacements is about 10 um at both temperatures.

Quantitative analyses of the rumpling were carried out by calculating the RMS
parameter and tortuosity from the interface profiles. The values of the interface RMS
parameter and the tortuosity as a function of thermal cycles at different temperatures
are shown in Fig. 4.9 and Fig. 4.10, respectively. The RMS parameter and the
tortuosity increase almost linearly with thermal cycles at different temperatures,
although there is some scatter of data. The slopes of the fitting lines represent the rate
change of the roughness (characterized by the RMS parameter or tortuosity). The
larger the slope the faster the roughness increases. It is clearly shown that the
rumpling rate increases with temperature and the specimens with shorter lives have
larger rumpling rate. Moreover, the values of the RMS parameter at failure are
similar (~3.0 um), despite the different test temperatures. This suggests that a critical

rumpling value drives spallation for this TBC.
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Power spectrum plots were obtained to characterize the spacing of downward
displacements as a function of cycles using the Fast Fourier Transform (FFT) method
(Only one example of a power spectrum plot for the profile of the specimen after 125
cycles at 1151°C is shown in Fig. 4.11). A broad range of frequencies was produced
and no dominant wavelength could be determined. However, the most probable
wavelength (indicated by the asterisk in Fig. 4.11) seems to decrease with thermal
cycles (Fig.4.12), consistent with observations that the number of imperfection sites
increases with cycles.

Rumpling was also studied on the backside of specimens (bond coated only
without ceramic topcoat) using surface interferometry. It is clearly shown that the
surface roughness increases with thermal cycles (Fig. 4.13 and 4.14). Compared to
the metal/oxide interface, the rumpling amplitude of the bare bond coat side was
found to increase faster, indicating the ceramic top coat partially constrains the

roughening of the bond coat surface (Fig. 4.14).

4.1.1.2.2 TGO Thickness

The TGO thickness increases with thermal exposure and the thickness as a
function of hot time is shown in Fig. 4.15. The TGO growth is consistent with
parabolic growth kinetics. The TGO growth rate increases as the cycling temperature
increases. Fig. 4.16 shows the logarithm of the parabolic growth coefficient at three
temperatures as a function of the reciprocal of the temperature (1/T). It was found

that the growth coefficient is governed by an Arrhenius equation

—FEa

k= kye * (4.1)
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where k is parabolic growth coefficient, Ea is the activation energy, T is the
temperature. The activation energy for TGO growth was calculated from the slope of
the fit line and found to be 282 kJ/mol. This activation energy is close to the value
obtained by Sridharan et al. (30) on a similar system, and in the same range for the
activation energy for oxygen transport in alumina (238 kJ/mol) (/28). The activation
energy values for TGO growth on (Ni, Pt)Al bond coat here and in ref. (30) are also
comparable to that on NiCoCrAlY bond coat in ref. (3/) after using the consistent

parabolic law equation

1/2

h=k-t (4.2)
where £ is the TGO thickness, ¢ is the time and % is the rate constant. This indicates
that TGO growth is controlled by oxygen transport. The average TGO thickness at
failure is 4.6-5.3 um and it is approximately constant at the three temperatures.

Fig. 4.17 shows interface roughness as a function of TGO thickness. It was
found that both the RMS parameter and tortuosity increase as TGO thickness
increases, relatively independent of temperature and with surprisingly small data

scatter.

4.1.1.3 Microstructural Analysis Near and After Spallation

The spallation life at the three temperature tests is shown in Table. 4.1. One
specimen showed abnormally short life (202 cycles) at 1121°C, otherwise the
samples showed relatively consistent spallation lives. The average spallation life and
its standard deviation for tests at various temperatures are shown in Fig. 4.18. The

average life of specimens are 928 cycles at 1100°C, 458 cycles at 1121°C, 178 cycles

60



at 1151°C, respectively. The average spallation life decreases by a factor of five on
increasing the cycling temperature from 1100°C to 1151°C. These results are
consistent with the results obtained by Kim et al. (/29) and Sridharan et al. (30) on
similar systems, where a temperature increase of 100°C decreases the hot time to
failure by a factor of 10.

Fig. 4.19 shows macrophotographs taken at various stages of TBC life. The
general observations are that the top surface of specimens showed no signs of damage
until final spallation and only limited spallation occurs at the free edge of specimens
during cycling (Fig. 4.19a). The final spallation was catastrophic and large scale
buckling occurred with fracture propagation across the entire specimen surface (Fig.
4.19b and Fig. 4.20). Spallation failure of the ceramic is into many small pieces.

The spalled surface of the bond coat side is shown in Fig. 4.21. The spallation
surface of the bond coat side of specimens consists of exposed regions of bond coat,
TGO and TBC. Fig. 4.21b shows a typical higher magnification image of spalled
surfaces and associated EDS spectra at different regions. It was found that the bond
coat forms a continuous region containing islands of TGO and TBC. The TBC that
remains on the spalled surface is almost always at the center of these TGO islands.
The exposed bond coat surface shows the imprinted TGO grain morphology. The
oxide contains cleavage facets indicating that they were mechanically detached from
the TGO. The bond coat comprises 52 to 68% of the spalled surface.

Fig. 4.22 shows the spallation surface of the bottom side of the ceramic top coat.

It consists of regions of TGO and TBC. The exposed TGO surface has the granular
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morphology that mirrors the imprint in the bond coat side. The root of the exposed
TBC columns is porous and equiaxed.

It is apparent that specimens exhibit a mixed failure pathway, with cracking
occurring at the TGO/TBC and TGO/BC interfaces and even through the TGO. Fig.
4.23 shows the cross-sectional images near the failure in which cracks go through the
TGO and along the TGO/BC interface. The fracture surfaces and the failure
pathways are similar for specimens tested at all three temperatures. This indicates
that, for this TBC, although the cracks initiate near the TGO/TBC interface (Fig. 4.7)
and may extend laterally along this interface (Fig. 4.6c), they can also divert into the
TGO and extend along the TGO/BC interface when the specimen is close to failure.
Similar results have been reported by Spitsberg et al. (89).

In some cases, structural imperfections such as cavities form as shown in Fig.
4.24. Almost all cavities occur at locations having depressions due to rumpling,
indicating that these cavities are strongly associated with rumpling induced
depressions.

Fig. 4.25 shows the XRD patterns of the spalled surface on the bond coat side.
The phase constituents include the B-NiAl, y'- NizAl and a-Al,O;. y'- NisAl comes
from the phase transformation of B-NiAl and a-Al,Oj; is the residual TGO on the
spalled surface. Chen et al. (85) reported that a reversible B-M martensitic
transformation accompanies thermal cycling in a platinum modified diffusion
aluminide bond coated TBC and the strains caused by the martensitic transformation
contributes to the rumpling. In contrast, no L10 martensite phase is detectable,

indicating there is no martensitic transformation in this TBC.
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4.1.1.4 Phase Stability and Sintering of YSZ Coating

Fig. 4.26 shows the comparison of the XRD patterns of as-coated and failed
YSZ coatings. No significant phase changes were observed during thermal cycling.

The sintering behavior of the YSZ coating was examined using SEM. The top
surface morphologies of the as-coated and failed coatings are shown in Fig. 4.27.
“Mud-flat cracking” of the coating is seen in the failed specimens. A comparison of
images at higher magnification, for both the as-coated and failed specimens, shows
that the columns have sintered during thermal cycling. In addition, the surface of the
failed specimen is smoother and the crystallographic facet structure of the individual
columns becomes much less distinctive compared to the as-coated specimens.

Fig. 4.28 shows that the comparison of cross-sectional images for as-coated and
failed specimens. Consistent with the surface morphologies, the serrations on the
column edges become smoother with thermal cycling. In some cases, a neck is
formed between adjacent columns (see Fig. 4.28e).

Raman spectroscopy was also used to detect coating phases with thermal
cycling. As shown in Fig. 4.29, the coating remains t’ phase during thermal cycling.
Although there is no phase change, the peak width changes and the characteristic
peaks become sharper with thermal cycling. The reason for this change is not clear; it
may be due to the decrease in site disorder resulting from yttrium and oxygen

vacancy ordering (130).
4.1.2 TGO Stress Evolution

4.1.2.1 Typical Luminescence Spectra during Thermal Cycling
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PLPS measurements were carried out for as-coated TBC specimens and for
thermally cycled specimens at specified life-fractions at three temperatures (1151°C,
1121°C and 1100°C). All spectra were analyzed using the automated deconvolution
procedure. This procedure was developed for the first time under this research and
the details are described in Appendix I. The spectral characteristics (frequency shift,
peak area ratio, peak width, and Lorenztian fraction) were extracted and analyzed as a
function of thermal cycling. Typically, two types of spectra were observed in the
specimens during thermal cycling. The first type is the spectra showing only one set
of R;-R, luminescence peaks and, correspondingly, exhibiting one major stress level
(i.e. unimodal luminescence). The second type is the spectra showing two sets of R,
and R, luminescence peaks exhibiting two stress components, with one of them being
close to zero (i.e. bimodal luminescence). Examples of each type of spectra and the

corresponding fitted peaks are shown in Fig. 4.30.

4.1.2.2 TGO Stress and Its Standard Deviation

The evolution of the residual stress in the TGO under the YSZ coating as a
function of thermal cycles at 1151°C, 1121°C and 1100°C is shown in Fig. 4.31. In
these and subsequent figures, the data points and error bars are the average values and
associated standard deviations of multiple measurements on a single sample,
respectively. At all three temperatures, the compressive stress increases to its
maximum in the first few cycles and then decreases monotonically with thermal
cycles until failure. The average compressive stress in the TGO increases from

approximately 1.5 GPa to about 2.3 GPa in 5 cycles at 1151°C; whereas the
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maximum stress value is reached in 50 cycles at 1121°C and 1100°C. In contrast, the
specimen showing abnormally short life (202 cycles) at 1121°C starts with a higher
stress and fails at an abnormally high stress (~2.4 GPa). This specimen is being
studied in detail now and the explanation about its abnormal behavior needs further
investigation. Since this specimen is the only specimen having such abnormal
behavior, for the sake of clarity, this specimen will be eliminated from the following
discussions.

The figures of average stress vs. thermal cycling are re-plotted after removing
data points from the initial, transient stage (Fig. 4.32). As shown, the change of
average stress vs. thermal cycles can be fit as a linear function. The slope of the
linear function can be obtained and represents the rate of change of stress with
cycling. There is a consistent relationship between the slope and the actual lives of
specimens; the shallower the slope, the longer the spallation life.

Fig. 4.33 shows the standard deviation of the TGO stress as a function of
thermal cycles. The standard deviation increases from the as-received condition to
about 0.16 GPa and then decreases a little within a very short time. After the first
15% of cyclic life at all three temperatures, the standard deviation increases
continuously until failure.

The average TGO stress values have also been plotted as a function of life
fraction of the specimens, as shown in Fig. 4.34. The TGO stress decreases
monotonically with life fraction after the initial stage (about 10% of the cyclic life).

This result also shows that the TGO stress evolution with life fraction is quite
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insensitive to the cycling temperature, consistent with the result obtained by

Sridharan et al. (30) on another 7YSZ EB-PVD/ (Ni, Pt)Al/CMSX-4 TBC.

4.1.3 Relationships among Rumpling, TGO Stress Evolution and

Specimen Life

As shown in section 4.1.2.2, after an initial transient period, the TGO stress
decreases monotonically with thermal cycles until failure at all three temperatures.
Fig. 4.35 shows the TGO stress as a function of thermal cycles for one specimen at
each temperature after removing the data points for the transient period. The stress
decreases faster with increasing cycling temperature. The stress relaxation rates
(GPa/cycle) of specimens were found to be 0.0053 at 1151°C, 0.0025 at 1121°C and
0.0011 at 1100°C. Comparisons of quantitative results of rumpling rate and TGO
stress relaxation rate at various temperatures show that TGO stress relaxation rate
increases with increasing rumpling rate. If we further combine TGO stress relaxation
rate and rumpling rate with specimen life, it is found that both rumpling rate and TGO
stress relaxation rate increase, while spallation life decreases as the cyclic temperature

increases (Fig. 4.36).

4.1.4 PLPS Spectral Characteristics Evolution

PLPS data consists of the fluorescence spectra coming from the thermally
grown oxide layer (TGO). For a homogeneous stress state, two peaks designated R;
and R, are recorded and these peaks shift linearly with the magnitude of the

hydrostatic stress in the TGO (Fig. 3.6). Because damage to the oxide can result in a
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non-uniform stress, various features of the spectra can change, including: the peak
position related to stress, the standard deviation of the stress from multiple
measurements at different locations on a given sample, peak width related to stress
homogeneity, the R;/R, peak area ratio and the Gaussian/Lorentzian fraction used to
fit the peaks. For this TBC, in addition to the TGO stress, all spectral characteristics
changed in a similar manner with thermal cycling, independent of temperature. For
the sake of brevity, spectral characteristics with cycling will be only described at two

temperatures (1151°C and 1121°C) below.

4.1.4.1 Change of R; and R, Peak Area Ratio with Thermal Cycling

Fig. 4.37 shows the ratio of the integrated area of peak R, divided by the area
of peak R; as a function of thermal cycles. Similar to the relationship of stress vs.
thermal cycling, the area ratio increases initially and then decreases monotonically
until failure. The change of area ratio vs. thermal cycles can also be fit using a linear
function, excluding the initial transient stage, as shown in Fig. 4.38. Again, the rate
of change can be related to specimen life, the shallower the slope, the higher the
spallation life. This is the first time that a systematic change of area ratio with
thermal cycling has been reported. The magnitude of area ratio for samples falls in
the range of 0.35-0.45 which is close to the value of stress—free, randomly oriented
polycrystalline a-Al,Os (reference disk). This indicates that the TGO layer is

randomly oriented and does not have preferential orientation.

4.1.4.2 Change of Peak Width and Shape with Thermal Cycling
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Peak broadening is a measure of the TGO stress variation within a probed
volume (/12, 118). Fig. 4.39 shows the peak broadening (full width at half maximum
(FWHM) height for the R, and R; peak) as a function of thermal cycles at 1151°C
and 1121°C. No significant change in peak width was observed with thermal cycling.

There was no significant change of peak shape (as measured by Gaussian or
Lorentzian fractions) with thermal cycling. The Lorentzian fractions were found to

remain relatively unchanged with thermal cycling and have values of about 0.11 for

the R, peak and 0.58 for the R, peak.

4.1.4.3 Change of Bimodal Spectra With Thermal Cycling

Bimodal luminescence spectra were observed during thermal cycling. For the
bimodal spectra, the low stress component was usually close to zero (below 0.5 GPa
in compression), but occasionally the low stress component reached a maximum
tension level of 0.8 GPa. The high stress component ranged from 1.6 to 3.0 GPa in
compression. The evolution of the fraction of bimodal spectra with thermal cycling at
1151°C for the TGO under the ceramic top coat, using the fine mapping technique, is
shown in Fig. 4.40. The fraction of bimodal spectra shows systematic changes with
thermal cycling. The fraction increases initially up to 5 cycles, gradually decreases
and then increases again when close to failure. The evolution from coarse mapping

shows the same trend as fine mapping.

4.1.4.4 Stress Distribution
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Stress mapping was carried out with thermal cycling at both 1151°C and
1121°C. Stress distribution maps based on the bimodal luminescence contribution
were obtained. Fig. 4.41 shows one example of a stress distribution map for a
specimen cycled at 1121°C. The black regions represent the regions exhibiting
bimodal spectra; whereas, the white regions represent the regions showing unimodal
spectra. The maps show that the number and size of regions having bimodal spectra
increase with thermal cycling. The increase is more pronounced when the sample is
close to failure. It is noted that the fraction of bimodal spectra extracted from these
maps does not decrease after the initial increase, which is different from the evolution
of the fraction of bimodal spectra at 1151°C shown before. The possible reason is
that we did not catch the correct time in the early stage to make measurements and
missed the data points showing the initial increase and then decrease. However, we
did observe that the number and size of regions having bimodal spectra increased

when the sample was close to failure for tests at both 1151°C and 1121°C.

4.1.4.5 Relationship of TGO Cracking and Bimodal Luminescence

The back-sides of specimens which were bond coated but not ceramic coated
were polished to remove the original thin oxide layer and then heated at 1151°C to
form a new alumina scale.

Fig. 4.42 shows an optical image of the alumina morphology after 10 minutes
oxidation and the corresponding PLPS spectra. Both unimodal spectra (one set of
peak pairs) (Fig. 4.42b) and bimodal spectra (two set of peak pairs) (Fig. 4.42c and d)

of a-AlL,O3; were observed. The stress value for the low stress component of bimodal
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spectra was close to zero. The regions producing bimodal spectra corresponded
consistently to microcracked regions (Fig. 4.42a, point 2 and 3); whereas, all regions
without visible cracks gave unimodal spectra (Fig. 4.42a, point 1). The fraction of
bimodal spectra for the oxide layer without a ceramic top coat as a function of cyclic
oxidation time is shown in Fig. 4.43. The fraction increases sharply up to 10 minutes
(point a), gradually decreases (points a to c), and then increases (points ¢ to d) again
after 100 hours until spallation. The fraction of bimodal spectra for the oxide layer
without a ceramic top coat shows the same trend with cyclic oxidation as that for
TGO under the ceramic top coat with the initial increase, a subsequent decrease and a
final increase before failure.

Fig. 4.44 shows the microstructure of the aluminum oxide surface after
different exposure times. The alumina layer, formed on the surface of the bond coat
after oxidation for 10 minutes at 1151°C, has a large number of microcracks. With
increasing oxidation time, the microcracks start to heal and this result in a decrease in
the number of microcracks. In some places, microcracks form outward protrusions
(see arrows in the Fig. 4.44b). The density of microcracks reaches a minimum at 100
hours and the grain structure becomes evident. With increasing oxidation time, the
alumina scale spalls, accompanied by the appearance of large cracks (Fig. 4.44d).
The crack density as a function of time is shown in Fig. 4.45. The density of cracks
as a function of oxidation time increases initially, decreases and then increases again
after 100 hours. The change of the fraction of bimodal spectra as function of

oxidation time is consistent with the change of the density of cracks (compare Figs
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4.43 and 4.45). The fraction of bimodal spectra and the density of cracks exhibit a
qualitative relationship and change in a similar manner with thermal cycling.

0-Al,03 can be detected by the PLPS method due to the fact that 6-Al,O; has
characteristic luminescence peaks easily distinguished from those of a-Al,Os (35).
Quite fortuitously, two small regions in which a-Al,O3; and 0-Al,0; coexisted were
observed to confirm the transformation after the initial oxidation stage. Fig. 4.46a
shows an optical image of one region in which a-Al,Os and 6-Al,O3 coexist after
oxidation of 10 minutes at 1151°C. The small island of 6-Al,O3 was surrounded by
the a-Al,O3; matrix. The existence of a-Al,O3; (R, = 14420 cm'l) and 0-Al,05; (R, =
14613 cm™) was identified by the different frequencies of the characteristic peaks in
PLPS (Fig. 4.46b). Similar results were also obtained after oxidation for 2 minutes.
With increasing oxidation time, the relative amount of a-alumina increases by the
transformation of 0 to o alumina. Fig. 4.46¢ is an oxide-type distribution area map
indicating the distribution of alumina (alpha and non-alpha). The figure shows the
initial presence of an island of 0-alumina surrounded by o-alumina. The island is
reduced in size, by the transformation of 0 to a alumina, after 1-hour exposure, and
then disappears after 5 hours.

The aluminum oxide layer formed on the bare bond coat surface starts to
become wavy or rumpled after oxidation for 5 hours. The amplitude of rumpling
increases with increasing oxidation time (Fig.4.47). Measurements of the local
residual stress in the oxide scale were made using PLPS. Since the oxide rumpling
wavelength (the distance between the ridges and the valleys) is sufficiently large, the

local stress in the vicinity of the ridges and the valleys can be resolved with a probe
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whose size, (about 2 um), is smaller than the rumpling wavelength. Figs. 4.48a and b
show a typical morphology of rumpled a-Al,O; scale after oxidation for 100 hr and
the frequency shift of this oxide layer from a series of PLPS measurements,
respectively. It is clear that the frequency shift is smaller at the ridges than at the
valleys. Although the exact stress value cannot be obtained due to the wavy surface,
the corresponding hydrostatic compressive stress is smaller at the ridges than at the
valleys. This is consistent with finite element calculations (21, 71, 74) and from the
expectation that a wrinkled scale produces tensile stress across the coating-metal
interface at ridges and compressive stress in the valleys.

The oxide stress measured by PLPS is the overall stress in the small probed
volume. The in-plane stress for the oxide is in compression at both the ridges and
valleys; whereas, the out-of-plane stress is tensile at the ridges and compressive at the
valleys. Thus, the overall hydrostatic compressive stress for the oxide scale at the
ridges should be smaller than that at the valleys due to the normal stress contribution.
The experimental results which were obtained from PLPS (Fig. 4.48) show the

frequency shift is indeed smaller at ridges than at valleys.

4.1.5 TBC Life Prediction

Before describing the detailed procedure of remaining life prediction, we want
to point out that, different approaches were used to make temperature-blind remaining
life predictions based on the TGO stress for specimens tested at two temperatures
(1151°C and 1121°C). Here, “temperature-blind” means that all data was placed

together and the methodology did not know which specimen was tested at which
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temperature. After the prediction accuracy of different approaches were compared,
then the best approaches were applied and the predictions were extended for

specimens tested at three temperatures.

4.1.5.1 Analysis Procedure
4.1.5.1.1 Description of Data Set and Prediction Methods

The data set consists of 7 samples tested to failure: 5 samples were tested at
1151°C and 2 samples were tested at 1121°C. The lifespan of each sample is known
(Table 4.2).

For this TBC, the measured stress and its standard deviation and the R;/R; peak
area ratio are the only spectral characteristics that change systematically with cycles.
By dividing the corresponding cycles at which measurements were made by the
lifespan of each sample, the corresponding life fraction at which the measurements
were taken was obtained. Thus, the original data set has several features: TGO stress,
standard deviation of stress, R; and R, peak area ratio and the corresponding life
fraction at which measurements were taken. In addition, we can extract other features
from the original data set such as the first derivative and second derivative of stress
with respect to life fraction.

There are, in principle, many ways in which the features can be combined or
used separately to make predictions. Two methods were used to estimate the
remaining life. First, a straightforward regression approach was used. Second, a
method based on training a neural network was examined. The basic information

about neural networks can be found in Appendix II.
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4.1.5.1.2 Leave-one-out cross-validation

Leave-one-out cross-validation (/37) was adopted as a means of assessing the
predictive capabilities of the neural network approaches. In this approach, all data
sets except one are used to train the neural network, and the predictive capacity of the
network is tested by making a prediction of the data set left out. By repeating the
procedure, leaving out each data set in turn, prediction accuracy measures such as
average error, root mean square (RMS) error and maximum error of prediction can be
determined in an unbiased way. The hypothetical prediction task provides a basis for
making a decision whether to re-use or replace a given part during a regular
inspection. ~ The PLPS measurements are used to make the life prediction.
Accordingly, the data for each test sample must be based on the PLPS measurements

up to but not after the chosen inspection time.

4.1.5.2 Remaining Life Predictions Based on Regression
4.1.5.2.1 Prediction Using Stress vs. Life Fraction

The assessment of the predictive ability of the simple regression approach was
based on a retirement for cause task in which a part replacement opportunity is
available at half the expected life. We will use life prediction at an inspection around
half life as an example to illustrate the proposed prediction method in the following.
The data set has a total 7 samples at two temperatures 1151°C and 1121°C. For each
sample, there is stress vs. life fraction data, as shown in Fig. 4.49. The whole data set
was fit using a quadratic polynomial function to get the master curve (solid line in

Fig. 4.49). To make a prediction for an individual sample, the sample’s stress vs.
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cycle data up to the last inspection at roughly half-life is fit to a quadratic function.
The intersection of the quadratic line with the stress from the master curve
corresponding to 50% life fraction (S=1.79 GPa) yields the number of cycles
corresponding to half life for the individual sample and its predicted life is exactly
twice the life at the point where the extrapolated stress curve reaches the stress on the
master curve corresponding to half life. The prediction accuracy can be calculated
from the difference between the actual and predicted lives.

The prediction results are shown in Table 4.2. The average value of absolute
error is 11.2%. The root mean square (RMS) error of prediction is 12.4% and the
maximum absolute error is 19.4%. It is worth noting that the above results are only
an example showing the prediction at around half-life. In fact, depending on the
stress level obtained from inspection (one stress measurement is the extreme case),
corresponding life fractions predicted from the master curve can be obtained and the
total life can be calculated from this life fraction and the number of cycles at which
the sample is inspected.

There is inevitably uncertainty in prediction using the regression mean curve.
In an engineering context, one is interested in how much reduction in expected usable
life is required to achieve reduced probability of an unexpected failure. Statistical
methods were used to study this uncertainty on the limited specimens available. It
was found that two-parameter Weibull distribution represented life data pretty well
(Fig. 4.50). The resulting cumulative distribution from this Weibull distribution is
shown in Fig. 4.51. Using this distribution function, it is possible to estimate the

reduction in expected remaining life fraction that is required to have various levels of
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increased reliability against having a failure before the end of the expected remaining
life fraction. This for example could be used to determine when the next inspection
should be done or in making a decision to remove a part or continue running it. Table
4.3 shows results for PLPS inspections running at life fraction 25%, 50% and 75 %
from the master curve. The values in the table show the allowable remaining life if
the chance for a part reaching that life is to be 50%, 90% or 95% according to the
Weibull analysis. For example, at the measurement at 50% of life, there is 50% of
reliability that the remaining life is equal to or more than 49.6% while the reliability
that the remaining life is equal to or more than 31.4% is 90%. We note that for a
sample set as small as the present one, these are just engineering estimation that will
be increasing questionable for tail ends of the distributions such as for prediction of

very high reliabilities.

4.1.5.2.2 Prediction Using Peak Area Ratio and Standard Deviation of Stress vs. Life
Fraction

Figures 4.52 and 4.53 show the peak area ratio and standard deviation of stress,
respectively, as a function of life fraction for all samples. Following the same
procedure of section 4.7.5.2.1, life predictions can be separately made using R; and
R, peak area ratio vs. life fraction and standard deviation of stress vs. life fraction.
The corresponding results are shown in Tables 4.4 and 4.5. It is shown that the
predictions using the peak area ratio (RMS error 23.9%), and standard deviation of
stress (RMS error 30.3%), vs. life fraction were worse than those using the stress vs.

life fraction (RMS error 12.4%). This is probably due to the fact that the change of
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area ratio and standard deviation of stress as a function of life fraction are relatively
temperature sensitive, which makes the data more scattered. In contrast, the change
of stress as a function of life fraction is nearly temperature independent, which leads
to a master curve representing all sample behavior fairly well; thus, the predicted

results are better.

4.1.5.2.3 Prediction Using The Weighted Average of Three Features

The regression approach was used to make remaining life predictions based on
all three features: TGO stress, peak area ratio, and standard deviation of stress vs. life
fraction. A simple weighted average method was used to combine the three features
and the results are shown in Table 4.6. The weighting factors for a given data feature
were selected to be inversely proportional to the root mean square error found in
regression predictions using that particular feature alone. As would be expected, the
results were better than those based on the area ratio and standard deviation of stress
vs. life fraction, but worse than those based on the stress vs. life fraction. The RMS
error of the prediction was 19.3%. Therefore, predictions based on combination of
multiple features by simple weighted average were inferior to those made using stress

alone.

4.1.5.3 Remaining Life Predictions Based on Neural Network
4.1.5.3.1 First Neural Network Method
The input features into the training network are:

— Stress (smoothed, Fig. 4.54a)
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— First derivatives of stresses (smoothed, Fig. 4.54b)

— Standard deviation of stresses

— Rj and R, peak area ratio

— Second derivatives of stresses (smoothed, Fig. 4.54c)

The output is the predicted remaining life fraction at certain time points of
measurements.

The results are shown in Table 4.7. It was found that the prediction is better for
reduced measurements (three measurements) than for full measurements (five
measurements). One possible reason for this is that the measurements prior to failure
are noisier than those at the beginning of test. The comparison of the radial basis
function network and generalized regression neural network (GRNN) did not show a
significant difference in performance. Compared with the simple regression method
or weighted average method, some accuracy has been gained by using neural
networks, which allow simultaneously use of multiple features. For the data
containing three measurements, the RMS error is 10.0% for the radial basis function
network and 8.2% for the GRNN, respectively. However, the benefit of using neural
network with this method is modest. As mentioned before, we think it is probably
due to the fact that the change of area ratio and standard deviation of stress as a
function of life fraction is relatively temperature sensitive, which makes the data
more scattered. This increases the difficulty of pattern recognition by neural network

and decreases the accuracy of prediction.

4.1.5.3.2 Second Neural Network Method
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Recognizing that there is temperature sensitivity for the area ratio and standard
deviation of stress, a second neural network method was developed. First, the stress
vs. life fraction data was fit with a quadratic polynomial function to get the master
curve (dashed line in Fig. 4.55), as was done before in the regression method.
Second, the stress and the pseudo life fraction (pseudo LF) derived from the master
curve were used in training neural networks and fit to the actual life fraction of
samples at various times of measurement. So the input features used in training the
network are:

— TGO Stress
— Pseudo life fraction (pseudo LF) at which the stress was measured that we
derived from the master curve

The output is the predicted remaining life fraction at certain points in time.

The results are shown in Table 4.8. The prediction again is better for reduced
measurements (three measurements) than for the full measurements (five
measurements). Compared to the first method, it is shown that the accuracy of
prediction is significantly better. We conclude that with the reduced measurements of
current data, the radial basis function network combined with the master curve gives
the best prediction results. The RMS error is 6.1% and the maximum absolute error

is 8.2%, both of which are encouraging.

4.1.5.4 Remaining Life Predictions for Specimens Tested at Three Temperatures

Based on the above results, two approaches were chosen to predict remaining

life for specimens tested at the three temperatures. One is the regression method
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based on stress alone (Fig. 4.56), the other is the radial basis function network
combined with the master curve. The prediction accuracy is shown in Table 4.9 and
4.10. Finally, the performance of predictions was compared with the inherent
variation in spallation lives of all samples tested at three temperatures and the results
are shown in Fig. 4.57. The standard deviations of predictions using training neural
network and regression method are 6.6% and 14.7%, respectively, which are much

improved compared to the inherent variation of spallation lives of 34.6%.

4.2 Results of NiCoCrAlY Bond Coated TBCs

4.2.1 Characterization of Bond Coat Surface Before YSZ Deposition

As described in section 3.1.2, different surface finishing processes were
carried out before TBC deposition in order to study the effect of surface roughness on
the durability of NiCoCrAlY bond coated TBCs. Two surface finishing processes
include: (1) as-received; (2) 90 minutes’ centrifugal barrel finishing. Figure 4.58
shows one example of as received bond coat surface. It is shown that the surface of
this specimen is very rough and has very large ridges. The height between peaks and
valleys within sample (PV) is 18.6 um.

Figure 4.59 shows one example of barrel finished bond coat surface. The
surface roughness of specimen after centrifugal barrel finishing decreases
significantly compare to the as-received specimen. The PV value is 5.6 um. The
change of surface roughness proves that centrifugal barrel finishing is very successful

in removing large ridges.
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The summary of surface roughness data after various surface finishing
treatments is shown in Fig. 4.60. It is apparent that surface roughness of specimens
decreases dramatically after barrel finishing. The average surface roughness (Ra) of
as-received specimens is 2.6 um. The surface of specimens after barrel finishing is
smoother and the average surface roughness (Ra) of specimens after barrel finishing
is 0.4 pm.

As described in section 2.2.2, a parameter more directly related to the failure

mechanism is the localized radius of curvature of the bond coat surface, rather than
Ra or Pv. The surface geometry of specimens is characterized using a surface
curvature map, a novel method developed in this study. The detailed procedure of
developing the surface curvature mapping software is described in Appendix III. Fig.
4.61 shows one example of the original surface and the corresponding curvature maps
for as-received and barrel finish bond coat surfaces. As shown in Fig. 4.61, the
average roughness of the bond coat surface before barrel finishing is higher than that
after finishing by a factor of three, but the curvature before finishing is smaller than
that after finishing, which indicates that the asperity of the barrel finished surface is
sharper and more severe.

Fig. 4.62 shows the surface morphology of a bond coat. Cavities were found
on the as-received bond coat surface. After barrel finishing for 90 minutes, there is
bond coat loss and the size and depth of both ridges and cavities decreases. On the
other hand, some scratches were introduced.

The TGO layer formed after pre-oxidation and before YSZ deposition was

studied using PLPS. From observation of PLPS, no 6-Al,0O3 is shown (Fig. 4.63) in
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any of the specimens regardless of surface conditions. All specimens contain stable

OL-A1203.

4.2.2 Microstructure of As-Coated TBCs

After bond coat processing and characterization, all specimens were sent for
deposition of YSZ coating. The as-coated EB-PVD YSZ coating consists of a non-
equilibrium tetragonal (t”) phase. The cross-sectional micrograph of the as-coated
TBC is shown in Fig.4.64. The YSZ topcoat has a nominal thickness of 145 um with
a columnar structure. The NiCoCrAlY bond coat is nominally 100 pm thick. The
bond coat has a characteristic two-phase structure. The dark region is 3-NiAl phase,
and the light region is y-Ni solid solution. A thin, continuous TGO layer (~ 0.5 um)
was observed for the as-coated TBCs. Below the relatively uniform TGO layer, TGO
protrusions or embedded oxides were also found (see arrows in Fig. 4.64b and c).
These imperfections originate from the shot-peening and heating treatment of the

NiCoCrAlY bond coat prior to the deposition of the YSZ coating.

4.2.3 Spallation Life and Microstructural Evolution

One-hour thermal cycling tests were conducted at 1121°C and the spallation
lifetime for specimens is shown in Fig. 4.65. The average spallation life for
specimens with the as-received bond coat surface is 102 cycles and the average
spallation life for specimens after barrel finishing is 98 cycles. Both types of
specimens show fairly short lives compared to the typical lifetime for EB-PVD

MCrAlY TBCs, which is around 500-700 cycles (39). The reasons why all the
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specimens have short spallation lives have been studied and the detailed explanation
can be found in ref. (/32).

No significant changes in the surface morphology or the phase constituents of
the YSZ coating were observed during thermal cycling. Microstructural evolution of
TBCs is shown in Fig. 4.66. During thermal cycling, TGO thickness increases and
recession of the two-phase (B + y) region occurs. - to y- phase transformation occurs
in the bond coat and the y-phase grows at the expense of the [-phase. The

quantitative results of TGO growth and recession of the two-phase region will be
described in section 4.2.5. Formation of oxide-filled cavities containing non-o-

ALO; oxide was found in the embedded oxides as shown in Fig.4.67. The non-a-
ALO; oxide in the cavities contained Cr-rich oxide and Y-rich oxide identified by
EDS analysis (Figs. 4.68 and 4.69). The XRD pattern of the bond coat surface after
spallation indicates that the phase constituent of the Y-rich oxide is AlsY;0;, (Fig.
4.70). Fig. 4.71 shows example of the TGO/bond coat interface rumpling during
thermal cycling. TGO penetrates into the underlying NiCoCrAlY bond coat, similar
to that in (Ni,Pt)Al bond coated TBC. However, contrast to (Ni,Pt)Al bond coated
TBC, the rumpling is more limited and the amplitude of the largest displacement is
only about 2 um. No cracking or apparent damage were observed at TGO/TBC
interface due to rumpling, even after separation of the TGO/BC interface due to
increased strain energy.

Fig. 4.72 shows the macrographs of the failed specimens. The specimens
spalled catastrophically into many small pieces. Prior to failure, limited spallation

was observed originating from specimen edges (Fig. 4.72b). The top view of the
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spalled surface on the bond coat side is shown in Fig. 4.73. The spalled surface
consists primarily of bond coat, indicating that the failure occurs predominantly at the
TGO/bond coat interface. The cross-sectional SEM image of the failed specimen is
shown in Fig. 4.74. Consistent with the top view, the failure interface is
predominantly at the TGO/bond coat interface. The area fraction of exposed bond

coat surface is around 90%.

4.2.4 TGO Stress Evolution

The TGO stress was measured as a function of thermal cycles using PLPS.
One typical example of PLPS spectra during thermal cycling is shown in Fig. 4.75.
No evidence for 0-Al,0O3; was found at any point of cyclic life. The TGO stress
evolution is shown in Fig. 4.76. The average TGO stress in the as-coated condition
ranges from 2.8 to 3.5 GPa. The compressive stress increases to the maximum stress
(about 4.0 GPa) in the first 25 cycles and then remains relatively unchanged until
failure. The fact that the TGO stress remains constant until failure makes it
impossible to use this PLPS spectral characteristic to predict the TBC life.

Fig. 4.77 shows the standard deviation of stress as a function of thermal
cycles. The standard deviation in stress has a tendency to increase with thermal
cycles, which indicates that progressive TGO damage is occurring. However, the
large data scatter within different samples precludes the possible use of the standard
deviation of stress in life prediction. In previous study (39) on another EB-PVD
MCrAlY bond coated TBC with life around 500-700 cycles, the TGO stress increases

initially, remains relatively unchanged, and then sharply decreases prior to the final
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spallation failure. In addition, the final decrease in the stress is accompanied by a
sharp increase in the standard deviation of the stress. The systematic change of the
TGO stress and its standard deviation has been used in life predictions (/27). We
think that the specimens in the present study did not show such behavior in stress,

probably because the specimens failed prematurely.

4.2.5 TGO Thickness and B-depletion

The TGO grows with thermal cycling as shown in Fig. 4.78. TGO growth
satisfies parabolic growth kinetics. The average TGO thickness at failure was around
4 pm. Along with the growth of the TGO, the - to y- phase transformation occurs in
the bond coat and the y-phase grows at the expense of the B-phase.

The thicknesses of both the lower and upper -depletion zones were measured
as a function of thermal cycles (Fig. 4.79). The recession of the two-phase (f + 7 )
region satisfies the parabolic growth law and the recession coefficient for the lower
depletion zone was larger than for the upper depletion zone. The rates of TGO
growth and two-phase recession were both parabolic, suggesting that both processes
are controlled by diffusion.

As an attempt to non-destructively measure TGO thickness, TGO thickness was
also measured using AC impedance by Jentek Sensors Inc.. The information about
AC impedance measurement is described in Appendix IV. The thickness measured
by AC impedance was compared to that measured by metallography. As shown in
Fig. 4.80, the lift-off change measured by AC impedance matched the TGO thickness

measured by metallography fairly well, except for specimen 1 at high cycles.
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4.2.6 Life Prediction Based on TGO Stress, TGO Thickness and

Curvature of Bond Coat Surface

The failure of this NiCoCrAlY bond coated TBC is predominantly at the
TGO/bond coat interface. The high strain energy stored in the TGO layer plays an
important role in driving the failure. Based on microstructural observations and the
results of a previous study (75), the proposed failure scenario is as follows: first
debonding occurs at ridge tops at a critical value of the tensile normal stress (o,
(critical)) at the bond coat/TGO interface (Fig. 4.81) and then several ridge top debonds
of sufficient size results in unstable fracture driven by the strain energy in the TGO.
Therefore, a preliminary life prediction approach was proposed based on the
measurement of initial bond coat surface geometry, TGO stress and TGO thickness,
and correlating these properties by fracture mechanics as described below.

As described in section 2.2.2, the tensile normal stress at the ridge tops can

be expressed as

I 1

UNZ—(E-FR—Z]‘]’ITGO'O'O (22)

where oy 1s normal (out-of-plane) stress in the TGO/bond coat interface, G is the
biaxial stress in the TGO layer, R; and R, are the principal radii of curvature at the
asperities, /7o is the oxide thickness. TBC failure occurs at a critical value of oy
(75). Thus for specimens with the ridges with smallest radii of curvature, the TGO is
relatively thin at spallation; whereas for the ridges with largest radii of curvature, the

TGO has to grow considerably thicker before the same oy (incay 18 reached.
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Conversely, for a given hrgo, the regions having smaller radii of curvature than a
minimum will debond according to equation (2.2) and size of the local debonding
regions can be obtained if oy, 6y and (1/R;+1/R;) are known. As shown in the above
sections, ¢y was measured by PLPS, (1/R;+1/R;) was extracted from the surface
curvature map. For an EB-PVD/(Ni,Pt)Al TBC in the previous study, Oy (riticay Was
found to be 0.3 GPa (75). However, it is reasonable to say that this critical value is
different for different TBC. In the present approach, the critical stress value for
debonding was derived from the known life data for specien with barrel finish. Then
we used this critical stress value as a known input value to predict the life of
specimen with as-received surface condition. The critical normal stress value was
found to be 2.0 GPa for this TBC.

With thermal cycling, TGO thickness, TGO strain energy and the size of
debonded regions increase. When the debonded regions reach sufficient size and the
strain energy release rate exceeds the interface toughness, final failure will occur.
The TGO thickness required for final failure at this sufficient large debond region can
be calculated based on fracture mechanics. Finally, the spallation life is predicted
according to this thickness value at failure and the oxide growth rate which can be
extracted from the measured data of TGO thickness vs. exposure time.

Based on the above analysis, the flowchart of the life prediction procedure is
shown in the Fig. 4.82. First, the surface curvature map is obtained. Second, a
specific TGO thickness is proposed as an initial starting point. The continuous
debond region at this thickness will be determined based on the equation (2.2). The

size of every continuous debond region will be obtained using image analysis. In the
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third step, whether the largest continuous debond region size reaches the critical size
for bulk spallation or not is determined by fracture mechanics. If it is, then the
proposed thickness is the minimum thickness to spallation. If not, then TGO
thickness will be increased and then the steps 2 and 3 will be iterated until the
minimum TGO thickness to spallation will be found. Finally, the spallation life is
predicted based on this minimum thickness to spallation and the TGO growth rate.
Fig. 4.83 shows one example of surface curvature and the corresponding
debond region at different TGO thickness. Table 4.11 shows the largest continuous
debond region size at different TGO thickness. If we assume this debonded region
has the shape as idealized in Fig. 4.84 (/33) and near or parallel to the free edge of

the specimen, the flaw at TGO thickness # = 4 um has the shape with W = 8.45 um

and d = 3.45 um. According to the result from Ambrico and Begley (/33) done for
such flaw shape (Fig. 4.85), in the present case, d/W = 0.41 and d/h = 0.86 gives a

normalized strain energy release rate of G/Gy = 0.37. The available strain energy Gy

1=Vieo) oo O . :
(G, = ( VTSOi;hTGO % ) is calculated using the TGO thickness and stress measured

TGO
from PLPS and found to be 65 J/m”. Thus the strain energy release to drive the crack
is 24 J/m?, which is greater than 10 J/m’, the fracture toughness of TGO/bond coat
interface (/34). So the debond region when TGO thickness reaches 4 um is sufficient
to cause unstable fracture of the entire interface.

Fig. 4.86 shows that the prediction results for specimens with two surface
conditions: as-received and barrel finish. The predicted and actual lives agree within

15%. It is worth noting that the spallation lives for as-received and barrel finished
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specimens are comparable, although there are large differences in surface roughness.
As shown before, the surface curvature does not vary much although the average
roughness (Ra) does, which indicates that surface curvature is more directly related to

TBC life than average roughness.
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Table 4.1. Sample lives at three temperature tests.

Tem[ierature 1151 1121 1100

@Y
Sample Life | |4, )00 200,150,150 | 610,550470202 | 1122,830,020,842
(Cycles)

Table 4.2. Remaining life prediction based on average stress vs. life fraction

Actual Life Actual Error In
Temperature Sample Life Fraction at | Remaining | Remaining
(°C) PI€1 (Cycles) | Stress Life Life
S=1.79GPa® | Fraction” | Prediction
1 190 0.648 0.352 -0.148
2 200 0.694 0.306 -0.194
1151 3 200 0.469 0.531 +0.031
4 150 0.361 0.639 +0.139
5 150 0.378 0.622 +0.122
121 1 610 0.404 0.596 +0.096
2 550 0.556 0.444 -0.056
Average 0.112
RMS 0.124
Maximum 0.194

? Life fraction from master curve at S=1.79GPa, LF=0.50.
® Predicted remaining life fraction from master curve, RLF=0.50.

Table 4.3. Remaining life fraction at different reliability levels for PLPS inspections

at life fraction 25%, 50% and 75% from master curve

Life Fraction | cmaining Reliability
Life Fraction
from Master from Master
Curve C 50% 90% 95%
urve
0.25 0.75 0.817 0.536 0.416
0.50 0.50 0.496 0.314 0.260
0.75 0.25 0.131 0 0

90




Table 4.4. Remaining life prediction based on peak area ratio vs. life fraction

Actual Life Error In
) Actual .
Temperature Fraction at Area . Remaining
o Sample ) Remaining :
O Ratio Life Fraction” Life
A2/A1=37.7%" Prediction
1 0.341 0.659 0.159
2 0.445 0.555 0.055
1151 3 0.411 0.589 0.089
4 0.156 0.844 0.344
5 0.013 0.987 0.487
1121 1 0.477 0.523 0.023
2 0.584 0.416 -0.084
Average 0.177
RMS 0.239
Maximum 0.487

* Life fraction from master curve at peak area ratio A2/A1=37.7%, LF=0.50.
® Predicted remaining life fraction from master curve, RLF=0.50.

Table 4.5. Remaining life prediction based on standard deviation of stress vs. life

fraction
Actual Life Error In
Fraction at Actual .
Temperature . .. . Remaining
o Sample | Deviationin | Remaining Life .
( C) . b Life
Stress Fraction Predicti
DS=0.171GPa’ redietion
1 0.669 0.331 -0.169
2 0.985 0.015 -0.485
1151 3 0.142 0.858 0.358
4 0.426 0.574 0.074
5 0.878 0.122 -0.378
1121 1 0.214 0.786 0.286
2 0.354 0.646 0.146
Average 0.271
RMS 0.303
Maximum 0.485

? Life fraction from master curve at deviation in stress DS=0.171GPa, LF=0.50.
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® Predicted remaining life fraction from master curve, RLF=0.50.
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Table 4.6. Remaining life fraction using weighted average method

Stress Vs Peak Area Deviation in Weighted
Error (%) Life Frac tié)n Ratio vs. Life Stress vs. Average of 3
Fraction Life Fraction | Attributes
Average 11.2 17.7 27.1 16.3
RMS 12.4 23.9 30.3 19.3
Maximum 194 48.7 48.5 33.4

Table 4.7. Prediction results using neural network method 1

Using Three Measurements

Using Five Measurements

Generalized Generalized
Error (%) Radial Basis Regression Radial Basis Regression
Network Neural Network Neural
Network Network
Average 7.2 7.2 14.3 13.1
RMS 10.0 8.2 16.0 15.1
Maximum 22.1 13.3 22.7 214

Table 4.8. Prediction results using neural network method 2

Using Three Measurements

Using Five Measurements

Generalized Generalized
Error (%) Radial Basis Regression | Radial Basis | Regression
Network Neural Network Neural
Network Network
Average 5.5 7.2 6.5 12.2
RMS 6.1 8.8 7.4 13.1
Maximum 8.2 18.6 10.9 20.5
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Table 4.9. Remaining life prediction based on average stress vs. life fraction for

specimens tested at three temperatures

Actual Life Actual Error In
Temperature Sample Life Fraction at | Remaining | Remaining
(°C) PI€1 (Cycles) | Stress Life Life
S=1.76GPa* | Fraction” | Prediction
1 190 0.672 0.328 -0.172
2 200 0.722 0.278 -0.222
1151 3 200 0.521 0.479 -0.021
4 150 0.376 0.624 0.124
5 150 0.434 0.566 0.066
121 1 610 0.462 0.538 0.038
2 550 0.56 0.44 -0.060
1 1122 0.302 0.698 0.198
1100 2 830 0.352 0.648 0.148
3 920 0.276 0.724 0.224
Average 0.127
RMS 0.147
Maximum 0.224

? Life fraction from master curve at S=1.76GPa, LF=0.50.
® Predicted remaining life fraction from master curve, RLF=0.50.

Table. 4.10. Prediction accuracy made by regression and neural network for

specimens tested at three temperatures

Error (%) Radial Basis Network Regression
Average 53 12.7
RMS 6.6 14.7
Maximum 13.4 22.4

Table 4.11. Size of debonding region at different TGO thickness
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TGO (rfl lrlllskness Size of Largest Debonding Region (um) Spallation
2 0 No
3 Length = 1.3; Width =1 No
4 Length = 16.9; Width =6.9 Yes
400 200
ao000 | (@ (200)
3500 -
3000 -
*E 2500 -
2 2000
o
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500 J
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20 (Degree)
3000 (b)
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2
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)
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71 72 73 74 75 76 77
20 (Degree)

Fig. 4.1. XRD patterns of As-coated (Ni,Pt)Al bond coated TBC
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Fig. 4.2. Top surface morphology of as-coated TBC specimen with (Ni,Pt)Al bond

coat

97



Fig. 4.3. As coated microstructure of (N1,Pt)Al bond coated TBC
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Fig. 4.4. XRD pattern of bond coat for as-coated (N1,Pt)Al bond coated TBC



Fig. 4.5. Imperfections in the vicinity of TGO in the as-coated microstructure
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Fig. 4.6. Microstructural evolution at (a) 0 cycles, (b) 60 cycles, (c) 125 cycles and

(d) 190 cycles at 1151°C
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Fig. 4.7. Higher magnification image showing a typical example of crack initiation
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Fig. 4.8.
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Fig. 4.9. Root-mean-square roughness (RMS) of metal/oxide interface as a function
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Fig. 4.10. Tortuosity of metal/oxide interface as a function of thermal cycles at

various temperatures
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Fig. 4.12. Probable wavelength as a function of thermal cycles for specimens tested
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Fig. 4.13. Filled plot of back side of TBC specimen after (a) 0 and (b) 100 cycles at

1151°C
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Fig. 4.14. RMS value of back side (bare bond coat) and front side (under ceramic top

coat) of bond coat surface as a function of thermal cycles at 1151°C.
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Fig. 4.17. (a) RMS roughness and (b) tortuosity as a function of TGO thickness
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Fig. 4.18. Spallation lives of TBC specimens at various temperatures

109



Fig. 4.19. Macrographs of specimens at (a) about 20% and (b) 100% of life

Fig. 4.20. Cross-sectional Micrograph of failed specimen showing buckling
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Fig. 4.21. Images of spalled surface of substrate side at (a) lower magnification and

(b) higher magnification and associated EDS spectra after 190 cycles at 1151°C
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Fig. 4.22. Spalled surface of bottom side of YSZ after 190 cycles at 1151°C
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Fig. 4.23. Cross section images showing crack go through TGO and along TGO/BC

interface
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Fig. 4.24. Higher magnification images of spalled surface on substrate side (a) and

cross-sectional images (b, ¢) showing cavity
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Fig. 4.25. XRD patterns of bond coat for as-coated and failed specimens
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Fig. 4.26. XRD patterns of YSZ top surface for as-coated and failed specimens
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Fig. 4.27. Top surface morphology of as-coated (a, c) and failed (b, d) specimens
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Fig. 4.28. Cross section images of YSZ columns of as-coated (a, c¢) and failed (b, d,

€) specimens
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Fig. 4.29. Raman spectra of YSZ coating for as-
coated and failed specimens both showing t’ phase
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Fig. 4.30. Typical photoluminescence spectra showing (a) one set of peak pairs and

(b) two sets of peak pairs
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Fig. 4.31. Evolution of TGO stress as a function of thermal cycles at (a) 1151°C, (b)

1121°C and (c) 1100°C
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Fig. 4.36. Relationships among rumpling, TGO stress relaxation and specimen life
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Fig. 4.43. Evolution of fraction of bimodal spectra on bare bond coated sample after
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Fig. 4.44. Oxide morphology on bare bond coated sample after oxidation at 1151°C

for (a) 10 minutes, (b) 1 hour, (c) 100 hours, and (d) 150 hours
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alumina after oxidation different time at 1151°C
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Fig. 4.47. Top surface of bare bond coated sample showing rumpling after oxidation

(a) 5 hours and (b) 150 hours at 1151°C
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Fig. 4.58: Surface geometry of as-received specimen
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Fig. 4.59: Surface geometry of barrel finished specimen
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Fig. 4.62. SEM of as-received and barrel finished bond coat surface
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Fig. 4.63. PLPS spectra of bond coat surface showing a-Al,O3
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Fig. 4.64. SEM micrographs of as-coated TBC
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Fig. 4.66. SEM micrographs of specimens at various

stages of thermal cycling showing: 1. upper depletion
zone; 2. two-phase (f + vy ) region; 3. lower depletion

zone; and embedded oxides (EO).
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Fig. 4.67. SEM micrographs showing embedded oxides
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Fig. 4.69. Back scattered image of embedded oxide
and x-ray mapping
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Fig. 4.71. SEM micrograph showing rumpling without damage
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Fig. 4.72. Macrographs of failed specimens
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Fig. 4.73. SEM micrographs of spalled surface on the bond coat side
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Fig. 4.74. Cross-section of failed specimen
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Fig. 4.75. Typical example of PLPS spectra during thermal cycling
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Fig. 4.82. Flow chart showing the procedure of life
prediction
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S. Discussion
Two different TBCs were studied in this research. One has a (Ni,Pt)Al bond

coat , the other has a NiCoCrAlY bond coat. TBCs, in general, show a wide range of
damage accumulation and spallation mechanisms. This general behavior is certainly
exhibited by the two TBCs of this study, as described in the Experimental Results
section. As will be described in this Discussion section, it is important to define the
mechanisms of damage accumulation and spallation for each TBC to properly
interpret and use PLPS data and other information for purpose of non-destructive

inspection, assessment of life remaining, and life prediction.

5.1 (Ni,Pt)Al Bond Coated TBCs

4.2.1. Rumpling-TGO Stress-Spallation Life Analysis

4.2.1.1 Effect of Rumpling on Spallation Life

Rumpling has been frequently observed in Pt-modified aluminide bond coated
TBCs (8, 43, 49, 50, 64, 76-89). The observations (Fig. 4.7) in the present study
clearly show that rumpling can initiate the separation and cracking near the
TGO/TBC interface above rumpling sites. As the TGO penetrates into the underlying
bond coat, the displacement can induce the out-of-plane tensile strains in the TBC.
The strains initiate localized cracking near the TGO/TBC interface. After initiation,
cracks may extend laterally along the TGO/TBC interface (Fig. 4.6¢), or they may go
through the TGO or along the TGO/BC interface (Fig. 4.23). Eventually, these mixed

mode cracks lead to spallation of the TBC (Fig. 4.21-23). In addition to cracking
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initiation, formation of other structural imperfections (cavities) is also associated with
rumpling.

An intriguing result is that the roughness values at failure are similar (~3.0 um)
at the three test temperatures with lives variation of 5X. A critical rumpling value
seems to exist beyond which the coating will fail. TBC durability would be
dominated by the rate of rumpling if there is a critical rumpling value. The spallation
life would be shorter if the rate of rumpling is faster. It was found that the rate of
rumpling increases as cycling temperature increases, whereas the spallation life
decreases at same time (Figs. 4.9 and 4.10). This fact is consistent with the critical
rumpling value observations. Based on the observations that cracks initiate at
rumpling sites and there is a critical rumpling value at failure, rumpling is responsible
for failure. The RMS parameter and tortuosity as a function of life fraction are shown
in Fig. 5.1. The roughness increases monotonically as a function of life fraction
relatively independent of temperature, consistent with the idea that rumpling is
responsible for the failure and TBC durability is determined by rumpling.

Since rumpling is responsible for failure, decreasing the rate of rumpling will
enhance TBC durability. It has been reported that rumpling did not occur and
durability was increased for smooth bond coats and when surface imperfections were

removed by polishing (67).

4.2.1.2 Oxide Growth and Its Relation to Rumpling

Tolpygo and Clarke (/35) argue that there is a critical oxide thickness for

failure. Kim et al. (/29) support this concept and suggest that the TGO growth rate is
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a key factor in determining TBC failure. Although a critical TGO thickness at failure
was not observed in all cases (26, 64), it seems to be valid for the present TBC, where
an approximately constant TGO thickness of 4.6 to 5.3 microns was observed at
failure. The strong effect of temperature on TGO growth rate and the existence of a
critical oxide thickness at failure indicate TGO growth kinetics plays an important
role in determining failure. The strong effect of temperature on rumpling rate and a
critical rumpling value at failure were also observed in this TBC, suggesting there is
causal effect between rumpling and oxide growth.

As shown in Fig. 4.17, both the RMS parameter and tortuosity increase as TGO
thickness increase relatively independent of temperature. The fact that rumpling is a
single value function of TGO thickness is an indication that rumpling depends on
oxide growth. Evans et al. (76, 83, 8§8) proposed that rumpling is related to the cyclic
strains in the bond coat driven by growth strains in the oxide and the lateral growth of
the TGO plays critical role in rumpling. Because lateral oxide growth is generally
believed to be correlated to thickness growth, these results are consistent with the
critical role of the in-plane growth strain (76, 83, 88) in rumpling, and are consistent
with the behavior reported in Ref. (64) for a similar system. This relationship of
oxide growth to rumpling is only true if the entire TGO lateral growth shows up as
increased interface length as opposed to being absorbed by TGO yielding.
Simulations (83) show that for low in-plane growth rates, TGO yielding will not
occur and the resulting TGO rumpling tortuosity change is equal to that needed to

accommodate the growth strain. The in-plane growth strain, calculated from the
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tortuosity change, in the present study is in the range of low strain (1 x 10° ~ 5 x 10’

%) without TGO vyielding obtained from simulations (83).

5.1.1.3 Relationship of Rumpling, TGO Stress and Spallation Life and Its

Significance in TBC Life Prediction

The evolution of the TGO stress with thermal cycling for the (Ni,Pt)Al TBC
can be separated into two stages. At all three temperatures, the compressive stress
increases with cycling to its maximum in the first stage and then decreases
monotonically in the second stage. The increase in the stress may be due to the
growth stress in the TGO (41, 43, 111), which may be attributed, in part, to the 6 to o
phase transformation during the early stages of TBC deposition and oxidation (//17).
The transformation was observed in our studies from the occasional appearance of 6-
AlLOs spectra (R, = 14613 cm'l), which co-existed with a-Al, O3 (R, = 14420 cm'l) at
very short oxidation time. It was observed that the end of the first stage coincided
with the completion of the transformation.

After the initial transient stage, the TGO stress decreases monotonically until
failure. The observed stress relaxation can be due to various mechanisms, such as
rumpling (88) and the effect of oxide induced geometry changes on the stress with
increasing TGO thickness on rough surfaces (77) and creep of the bond coat and the
oxide (47). In the present study, rumpling of the bond coat surface occurs. The bond
coat/TGO interface gets rougher and the amplitude of rumpling increases with
thermal cycling (Fig. 4.9). Both the compressive growth stress and the compressive

stress resulting from the thermal expansion mismatch in the TGO would provide a
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strain energy driving force for deformation. Conversely, rumpling is certainly a
mechanism of strain energy relaxation (7/), although there may be other mechanisms.
Associated with the observation of progressive rumpling of the oxide and the bond
coat interface, the TGO stress was found to decrease monotonically until failure after
the initial transient period. More convincing, the rate of stress relaxation increases
with increasing rate of rumpling (Fig. 4.36). In addition, a previous study (/06)
shows that the TGO stress decreases very slowly and remains almost constant with
cycling for specimens that do not exhibit rumpling behavior. Based on these
observations, and the relationship between rumpling and stress relaxation, it is
proposed that the oxide stress relaxation of this TBC is mainly due to rumpling.

Since the durability of this TBC is dominated by rumpling, the TGO stress
relaxation and specimen life can be connected using rumpling as a bridge. The rate of
stress relaxation relates to the severity of rumpling, and ultimately to spallation life.
As the temperature increases, rumpling rate and TGO stress relaxation rate increase,
while specimen life decreases (Fig. 4.36). This connection provides a physical basis
for use of TGO stress measurements as a non-destructive method for TBC life
prediction. In fact, as part of this thesis, successful life predictions have been made
for specimens tested at different temperatures based on the measurement of TGO
stress as a function of life fraction by PLPS. Most significantly, since the TGO stress
can be monitored non-destructively during thermal cycling, TGO stress based TBC
life predictions can be made. Thus, PLPS is an extremely powerful technique
compared to other NDI techniques, for detecting early damage initiation, the

progression of damage, and use in a mechanisms-based life prediction system.
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5.1.2 Remaining Life Prediction of (Ni,Pt)Al TBC

The present study is the first attempt at remaining life predictions for TBC
samples at three different temperatures, without using knowledge of the temperatures.
We note the temperatures at critical locations in service components can vary within a
component and from component to component within a given engine. Component
temperature variation is one of the most important features leading to variations in
component lives. It is, thus, important to have a life prediction method that doesn’t
require precise knowledge of temperatures.

The ability to make predictions in a temperature blind manner, over the
limited ranges of temperatures that were practical to test in the current work, is
promising. Even though test lives of specimens vary by a factor of 5, remaining life
predictions (the radial basis network prediction with the RMS error of 6.6%) are still
successful. The successful predictions are based on the fact that the TGO stress
decreases systematically with life fraction relatively independent of temperature in
the studied temperature range. If the temperature independence proves true over a
wider range of temperatures, then knowledge of local temperatures will not be needed
for good life prediction. To make life predictions of components in service, it is
necessary to construct a data base for the exact coating/substrate system to be used
and to select component relevant temperature ranges and cycle times. With such a
data base and a few stress measurements (one in the extreme case) over time for the
engine parts, life predictions can be made.

It is worth noting that the TGO stress based remaining life predictions are based

on the experimentally determined failure mechanism of this TBC. In the present
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predictions, the samples fail due to rumpling that directly influences the stress
measured and the present results are expected to be applicable primarily to systems
failing in this way. The failure modes of TBCs depend on the specifics of the alloy-
bond coat- TBC being tested. Other failure modes can and do occur (§). In such
cases, additional information may be needed to make life predictions. For example,
for the NiCrCoAlY bond coated TBC, the prediction method was developed based on
bond coat surface curvature maps, the TGO stress and thickness measurements
(section 4.2.6). In addition, for this and other TBCs, the occurrence of bimodal
stress distributions may be predictive (/16,117). It is worth noting that a commercial
engine manufacturer has issued a contract to UConn to perform remaining life

predictions on engine parts based on the results shown in this and a related UConn

thesis (/36).

5.1.3 Bimodal Luminescence and TGO Cracking

4232 Bimodal Spectra Associated with TGO Cracking

and Its Implication in NDI Use

In the present work, the bimodal spectra have for the fist time been clearly
connected with TGO cracking (localized damage). First, there was a perfect one to
one correspondence between the measured bimodal spectra and observed cracks in
the bare TGO formed on the bond coat. That is, bimodal spectra were observed only

from regions of the TGO in the immediate vicinity of cracks and never detected
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where cracks were not seen (Fig. 4.42). Second, the crack density and fraction of
bimodal spectra changed in the same manner with thermal cycling.

When the probed regions in the PLPS contain both intact and damaged regions,
the probed regions will have stress variations and will produce two sets of peak pairs
with the high stress component corresponding to intact regions and the low stress
component corresponding to damaged regions. It would be reasonable to assume that
the likelihood of getting bimodal spectra increases with increasing localized damage.
In fact, there were consistent trends in the fraction of bimodal spectra and the crack
density as a function of cycles. The fraction of bimodal spectra increases when the
density of cracks increases (compare Fig. 4.43 and 4.45). The correspondence of the
trends in the crack density and the fractional presence of bimodal spectra are
consistent with the idea that bimodal spectra are caused by small regions of stress free
TGO associated with cracking.

Tolpygo and Clarke (35) studied the theta-alpha transformation in alumina
scales on platinum-modified nickel aluminides and found that bimodal spectra can
originate from the alumina scales containing whiskers. The TGO consisting of
continuous and whiskers morphologies is constrained and unconstrained,
respectively, under in-plane compression with the underlying metal.  The
luminescence from regions containing both constrained and unconstrained TGO
would give rise to bimodal spectra (35). In the present work, bare alumina scales
were also observed containing whiskers (Fig. 5.2) and the whiskers disappeared after
oxidation for 25 hours. In contrast with the Tolpygo’s study, the bimodal spectra

were not observed from the scales containing whiskers, but only from the regions of
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the TGO in the immediate vicinity of observed cracks. The possible reason for the
differing results in the two studies is that, in this study, the volume of whiskers is too
small compared to the continuous and constrained TGO layer, making the low stress
peaks from whiskers difficult to detect.

Because the association of bimodal spectra and cracking was directly observed
on the bare TGO layer, the fraction of bimodal spectra measured through the ceramic
layer also gives an indication of the extent of damage. In the case of measurements
made through the ceramic layer, the diameter of the spatial region from which spectra
are collected is estimated to be around 70 um, due to scattering by the columnar
structure of the EB-PVD TBC (//4). As a result, the presence of bimodal spectra
through the TBC has a statistical aspect representing the degree of cracking for a
relatively large area of the TGO. The change in the fraction of bimodal spectra seen
through the TBC parallels the change observed in the occurrence of bimodal spectra
in the bare oxide and also for the crack density observed on the bare oxide (Fig. 4.40,
4.43 and 4.45).

In addition, the stress distribution mapping based on bimodal spectra
contribution can provide a visual record of the number and size of the damage sites.
The stress distribution maps (Fig. 4.41) show clearly that damage accumulation
occurs with thermal cycling. Both the number and the size of continuous damage
sites increase with thermal cycling. Therefore, the fraction of bimodal spectra is
another powerful tool in assessing damage initiation, damage progression, and

assessing remaining life. This is a recommended item for future research.
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5.1.3.2 Mechanisms of Crack Formation During Thermal Cycling on the Bare

Bond Coat

The early increase in bimodal spectra and associated observed cracking in this
work is attributed to the effect of volume change associated with the transformation
of 0-Al,0; to a-Al,O3 (35). Numerous studies of nickel aluminides (32-36,118) have
shown that metastable alumina phases such as 0-Al,03; may form and then transform
into stable phase a-Al;O; in the very early stage of oxidation, which results in a
volumetric shrinkage due to the phase change. The present experimental observations
are consistent with the idea that transformation of 0-Al,O3 to a-Al,Os is responsible
for the early increase in crack density and associated increase in bimodal spectra.
First, the transformation occurs early in oxidation, as confirmed by the occasionally
observed regions in which a-Al,O; and 6-Al,0; coexist (Fig. 4.46). Second, the
appearance of maximum peak crack density occurred just prior the time at which 6-
Al,Os5 disappeared based on the PLPS spectra. Finally, the 0-ALLO; island was
observed to be surrounded by an a-Al,O; matrix, as would lead to isolated cracks
(Fig. 4.46).

The subsequent decrease in the occurrence of bimodal spectra is associated
with crack healing. This crack healing is directly observed as decreasing crack
density seen on the bare oxide and indicated by the decrease in the fraction of
bimodal spectra for both bare and ceramic coated specimens.

By direct observation, the final increase in the fraction of bimodal spectra is
associated with TGO cracking, which occurs almost exclusively near the highest parts

of protruding regions of the TGO as shown in Fig. 4.44d and 4.47b. It is worth
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noting that these cracks are quite open and of the type expected if in-plane tension
exists in the TGO. These cracks are therefore different from delamination cracks that
result from out-of-plane tensile stresses (27, 71, 74). Local tensile stresses associated
with rumpling and with elemental transport (aluminum depletion from oxide growth
and Ni influx from the substrate (85)) seems to be the best candidate explanations for

cracking at this time.

5.1.4 Combination of Multiple PLPS Characteristics for NDI Use

In previous studies on EB-PVD TBCs on platinum aluminide bond coats (30,
1006), only the peak frequency shift (i.e. stress) has a systematic change with cycles
and it seems that the stress level is the single most promising feature for possible use
in NDI. In the EB-PVD TBCs on platinum aluminide bond coats studied in this
thesis, the most striking result is that (a) the average TGO stress, (b) its standard
deviation, and (c) the R; and R, peak area ratio all show systematic changes with
thermal cycling. Both the average stress and R; and R, peak area ratio decrease
monotonically with thermal cycling. It is surprising that this system showed a
systematic change in R; and R, peak area ratio and standard deviation of stress while
a highly similar system (30) from a different manufacturer did not show a systematic
variation of these two quantities. Since both systems were tested in the same furnace
and spectra analyzed using the same apparatus and procedure, the experimental
details don’t provide an explanation for such a difference. These results also
highlight the importance of characterizing each individual TBC before using PLPS as

a tool for detecting damage and assessing life remaining.
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The intensity ratio of the R; and R, peaks is weakly dependent on temperature
and pressure. Munro et al. (/37) found the intensity ratio of the Ruby R lines (R2/R;)
varied by —0.00047°C" and -0.013 GPa', with temperature and pressure,
respectively. In this study, the temperature dependence can be ignored since all the
measurements were taken at room temperature. According to the pressure
dependence factor found by Munro et al. (/37), the calculated area ratio change
attributed to the stress change is about 20% of the observed area ratio change and is in
the opposite direction. Therefore, the effect of pressure variation on peak area ratio is
not an explanation for the observed changes. It has also been suggested that the peak
intensity ratio depends on the crystallographic orientation with respect to the
polarization of the laser in Refs. (713, 118). This can be a large effect for a single
crystal but not for polycrystalline alumina. The ratio obtained in the present study
falls in the range of 0.35-0.45. This is close to the value of an a-Al,O; reference disk
(stress free and randomly oriented polycrystalline) and in good agreement with the
value (~0.5) for polycrystalline a-Al,O; reported in Ref. (//8). Also, the sample was
randomly rotated and tilted and no change was observed for the area ratio. Therefore,
it is reasonable to say that Al,Os has no preferential orientation and it is un-textured
or weakly textured. Thus, crystallographic orientation can be excluded from the
cause for the systematic change of area ratio with cycles. At the present time, the
cause of the systematic change of the area ratio with cycles is unknown.

The standard deviation of stress is a measure of the stress heterogeneity in the
measured volume. In the present case, as damage increases, stress heterogeneity and

the standard deviation increase. However if the characteristic dimension of the
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heterogeneity is much smaller than the probe characteristic dimension (around 70 pm
in this case (//4)), then averaging would obscure this variation and may be the reason
for not seeing this in the other TBC (30). Although the cause of the systematic
change of the area ratio and standard deviation in the stress with cycles is unknown,
as an engineering approach they can be used in an attempt to predict life due to a
systematic change with cycles (section 4.1.5).

Most importantly, it is clear that behavior of PLPS spectral characteristics with
thermal cycling is sensitive to not only composition but also processing. Therefore,
all the spectral characteristics need to be studied on a system-by-system basis for
possible use in NDI. These complexities make it necessary to construct a PLPS
database and continue to study the physical basis for spectral characteristics. For this
particular TBC, because of the observed systematic variation with cycles of the three
spectral characteristics, they are candidates for use in non-destructive inspection and

making remaining life predictions.

5.2 NiCoCrAlY Bond Coated TBC

During thermal cycling, several changes in the microstructure related to the
failure of the TBC were observed: TGO growth, depletion of 3 phase in the bond
coat, the TGO/BC interface rumpling, and formation of non-a-Al,O3 oxide in the
embedded oxide. TGO growth increases the strain energy available for crack
propagation. The formation of a non-a-Al,O; oxide decreases the toughness of the
TGO/bond coat interface. Although rumpling has been found to be responsible for

the failure of (Ni,Pt)Al bond coated TBC in this study, no apparent damage was
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observed in the MCrAlY bond coated TBC due to rumpling even though some
rumpling occurred. We believe that these samples prevented from failing by
rumpling because another failure mode occurred first. This result is consistent with a
previous study on MCrAlY bond coated TBCs (39). Based on the observations that
the failure interface is predominantly at the TGO/bond coat interface and the
embedded oxides only account for a small fraction of the total failure area, the failure
is initiated by debonding at ridge tops and followed by unstable fracture driven by the
strain energy in the TGO.

The most surprising feature of this experiment is that the spallation lives for as-
received and barrel finished specimens are comparable despite their surface
roughnesses (Ra) differing by a factor of about 6. However, the curvature before and
after finishing does not vary much, although the average roughness (Ra) does (Fig.
4.61). Therefore, based on equation (2.2), the critical TGO thickness for failure for
as-received and barrel finished specimens should not vary much. This is what leads
to the equivalent lives for the as-received and barrel finished specimens.

From this experiment, we can clearly see the significance of surface curvature
in evaluating TBC life. Compared to Ra values based on averaging height
information from the sample surface, the curvature map can give the localized
curvature at every location of the sample surface. Curvature is better in evaluating
TBC life since the failure of the TBC is not determined by average information from
the whole specimen surface but by the size and geometry of localized flaws.
Specifically, though as-received specimens contain large ridges and deep cavities, the

feature size is large and the surface height changes slowly. Thus, the localized
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curvature is relatively small. On the other hand, for barrel finished specimens, the
height between peaks and valleys is less than that of as-received specimens, but, the
feature size is small and the localized surface height changes rapidly. Thus the
curvature is comparable to or even larger than in as-received specimens.

The reason that barrel finishing produces this kind of surface is that barrel
finishing removes the high ridges, however, at the same time it increases small
features such as sharp corners or sharp scratches. At these localized sharp corners or
scratches with large localized curvature, the tensile normal stress increases rapidly
and debonding occurs preferentially. Thus the standard surface roughness analysis,
which uses a single number, such as average surface roughness (Ra) or peak to valley
(Pv) to characterize the surface, can give misleading information in evaluating TBC
life. Surface curvature maps, developed in this research, appear to be a superior tool

in characterizing surface geometry and determining TBC life.

5.3 Comparison of (Ni,Pt)Al and NiCoCrAlY Bond Coated

TBCs

(Ni,Pt)Al and NiCoCrAlY bond coats have individually characteristic
compositions and microstructures. These differences result in distinct different TGO
growth characteristics, as well as differing tendencies for plastic deformation (8).
Accordingly, the failure mechanisms are often different. Specifically, the similarities
and differences of the two TBCs studied in this research are summarized in Table 5.1.

The oxide growth in both TBCs satisfies parabolic growth kinetics, suggesting that
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oxide growth is diffusion controlled. Aluminum depletion occurs in both bond coats
due to oxide formation and interdiffusion.

Most importantly, there are some distinct behaviors between the two TBCs.
Failure mechanisms and associated failure modes of the two TBCs are different. In
the (Ni,Pt)Al bond coated TBC, rumpling is responsible for the failure and the
durability of TBC is determined by rumpling. In the NiCoCrAlY bond coated TBC,
limited rumpling occurs and no apparent damage occurs due to rumpling. Failure is
determined by strain energy stored in the TGO layer. In addition, non-o- aluminum
oxide forms in the NiCoCrAlY bond coated TBCs, consistent with other studies (37,
39). Formation of non-a-Aluminum oxide is usually observed in the NiCoCrAlY
bond coated TBCs, mainly due to aluminum depletion in the bond coat (see section

4.2.3) and exhibits poor adherence to the bond coat (15, 91-94).

In addition to failure mechanisms, the PLPS behavior for the two TBCs is also
different. Consistent with other studies, the TGO stress for the EB-PVD TBC on
platinum-aluminide bond coats shows a consistent and monotonic decline (30, 106)
after the initial transient period. The peak area ratio and standard deviation in the
stress also show systematic changes with cycles. These spectral characteristics can be
used for NDI and remaining life prediction.

In contrast for the EB-PVD NiCoCrAlY bond coated TBC, the TGO stress
remains constant with cycling after the initial period. This is probably associated
with the relative absence of bond coat rumpling and other forms of damage

progression that the PLPS technique can detect.
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Since failure mechanisms and PLPS behavior are different for the two TBCs,
the life prediction method selected will also be different. The life prediction for
(Ni,Pt)Al bond coated TBC is based on the measurement of the TGO stress. The life
prediction for NiCoCrAlY bond coated TBC is based on the measurement of initial
bond coat surface geometry, TGO stress and TGO thickness, and correlating these

properties by fracture mechanics.

5.4 Use of PLPS For TBC Quality Control, Non-

Destructive Inspection and Life Prediction

5.4.1 PLPS for Quality Control

As described in section 4.1.4.5, 6-Al,0; and a-Al,O; can be detected by the
PLPS method due to the fact that they have characteristic luminescence peaks easily
distinguished in the spectra and the oxide distribution can be obtained from the area
mapping. It has been proposed that the transformation from 0- to a-Al,Os is
responsible for additional residual stress from the volumetric shrinkage in the TGO
and nucleation of tensile cracking (35). The oxidation study of bare (Ni,Pt)Al bond
coated TBC in this thesis also shows that the phase transformation of oxide produces
microcracks (see section 4.1.4.5). In a previous study (/32) of the effects of bond
coat surface finish and heat treatment on TBC performance, the presence of a thin
layer of continuous TGO comprising a-alumina prior to YSZ deposition was found to
be favorable for producing durable TBCs. In addition, some PLPS measurements on

as-coated vanes showed that the long-life vanes had a TGO consisting only of a-
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alumina, while the short life vanes had a TGO consisting of both a- and 6-alumina
(102). Based on these results, the formation of a “perfect” oxide that consist only of
stable a-Al,O; prior to deposition of YSZ may lead to improved durability and
reliability of both stand-alone metallic coatings and TBC bond coats. Therefore, the
ability of PLPS to non-destructively determine the oxide type and its uniformity

makes it a very valuable quality control tool.

5.4.2 PLPS for Non-destructive Inspection

For the (Ni,Pt)Al bond coated TBC, the TGO stress and R; and R, peak area
ratio show a monotonic decline (Fig. 4.31), and the standard deviation in the TGO
stress shows a systematic increase (Fig. 4.33) with thermal cycles. These systematic
changes of specific spectral characteristics can be used in NDI to detect early damage
and damage progression. The most significant result is that TGO stress evolution is
relatively independent of temperature as a function of life fraction in the studied
temperature range (Fig. 4.34). Thus knowledge of local temperatures is not needed
and this greatly simplifies the use of PLPS as a NDI tool for turbine coatings since the
temperature can vary with a component and from component to component in engine
service.

Bimodal spectra were observed during thermal cycling in the (Ni,Pt)Al bond
coated TBC. The occurrence of bimodal spectra has been found to be directly
associated with TGO cracking in this research. Early TGO damage such as cracks as
small as microns can be detected using PLPS. The fraction of bimodal spectra

initially increases sharply, then gradually decreases and increases again close to TBC
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failure (Fig.4.40). The area maps of stress distribution based on bimodal spectra
contribution give the visual record of the number and size of damage sites. Damage
progression is apparent with thermal cycles, as shown in Fig. 4.41. Thus both the
fraction of bimodal spectra and stress maps can detect damage progression and have

the potential to assess TBC life remaining.

5.4.3 PLPS for Remaining Life Prediction

When TBC coated components are examined following field service, it is
desirable to evaluate the condition of the coating to determine whether it can be
reliably used until the next planned inspection. For (Ni,Pt)Al bond coated TBCs,
remaining life predictions cycled at three temperatures were made for the first time
based on the PLPS data without knowledge of the test temperature. The predictions
using regression methods and neural network methods were compared. It was found
that both methods produce accurate life remaining predictions, but the neural network
methods were superior. The lowest RMS error for the oxide-based predictions using
regression method and neural network method was 14.7% and 6.6% respectively. For
a data set with a 34.6% RMS spallation life variation about the mean, the prediction
results obtained are highly encouraging. Therefore, satisfactory remaining life

predictions in a temperature blind manner are promising for this TBC.

5.4.4 PLPS for Life Prediction

The fact that there was no systematic change of spectral characteristics with

thermal cycling for the NiCoCrAlY bond coated TBC makes it impossible to solely
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use spectral characteristics to predict TBC life. However, the failure of this TBC was
shown to relate to the strain energy in the TGO layer which is associated with the
TGO stress, thickness and curvature of the bond coat surface. A life prediction
method was developed based on the measurement of initial bond coat surface
geometry, TGO stress and TGO thickness, and the correlation of these characteristics
by fracture mechanics. The predicted lives correlated with experimental results
within 15%. PLPS measurements of the TGO stress were used as input in this
prediction approach. Since the TGO stress is highly dependent on specific the TBC
system and its thermal history, non-destructive measurement of the TGO stress allows
a more accurate calculation of the TGO strain energy than using approximate value

calculated from thermal expansion mismatch.

5.4.5 Overall Assessment of The PLPS Technique

This research has shown that PLPS is an extremely powerful technique for
TBC quality control, non-destructive inspection, assessment of remaining life and for
use in life prediction. The spectral characteristics (frequency shift, i.e. the TGO stress
and its standard deviation, peak area ratio, peak width and peak shape, and bimodal
spectra fraction) and their change with thermal cycling can give information about
damage initiation, progression and can be used in quality control, NDI, assessment of
remaining life and life prediction.

A systematic methodology should be employed in using PLPS for a new TBC
because it is clear that PLPS spectral characteristics are dependent on both

composition and processing. Different spectral characteristics and their change with
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thermal cycling can be used for different TBCs. The combined use of multiple
characteristics may give improved results in some applications. So all spectral
characteristics need to be studied for each new TBC for possible use in NDI and life
prediction. In addition, determination of TGO spallation mechanisms will aid in the

application of the PLPS spectral data.
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Table 5.1. Comparison of (Ni,Pt)Al and NiCoCrAlY bond coated TBCs

(Ni,PtH)Al TBC

NiCoCrAlY TBC

Oxide growth satisfies parabolic kinetics

Similarities | Aluminum depletion occurs in the bond coat due to oxide growth and
interdiffusion
Rumpling is more limited and no
Rumpling is responsible for failure | apparent damage occurs due to
rumpling
No non-o-Aluminum oxide; Non-a-Aluminum oxide forms;
No embedded oxides Embedded oxides exists
Failure at TGO/bond coat and
Failure primarily at TGO/bond
TGO/TBC interfaces or within
coat interface
TGO
Differences Failure is determined by strain

Failure is determined by rumpling

energy in TGO

TGO stress decreases
monotonically after initial

transient period

TGO stress is constant after

initial transient period

Peak area ratio, standard deviation
in stress, and fraction of bimodal
spectra show systematic change

with thermal cycles

No spectral characteristics show
systematic change with thermal

cycles
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Fig. 5.2. Top view of alumina scale morphology after oxidation 10 minutes at 1151
°C showing whiskers

6. Summary and Conclusions

The major objectives of this research are to define failure mechanisms and to
develop mechanism-based non-destructive life prediction methodologies for EB-PVD
thermal barrier coatings. = Moreover, the capabilities of Photoluminescence
Piezospectroscopy (PLPS) in TBC quality control, non-destructive inspection for
early damage, assessment of life remaining and for life prediction have been assessed
in this research. It is shown that the two TBCs of this study exhibit different failure
mechanisms, and therefore, different PLPS behavior. The selected life prediction
methodologies are accordingly different. The life prediction for the (Ni,Pt)Al bond
coated TBC is based on the systematic change of TGO stress with thermal cycles.

The life prediction for the NiCoCrAlY bond coated TBC is based on measurements
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of three properities: TGO stress, TGO thickness and bond coat surface geometry and

the use of fracture mechanics. Specific conclusions of this research are as follows:

6.1 (Ni,Pt)Al Bond Coated TBC

1.

The average spallation life decreases by a factor of five by increasing the
cycling temperature from 1100°C to 1151°C.

Progressive rumpling initiates cracking and leads to spallation failure of
TBCs. The durability of specimens is dominated by rumpling.

The rumpling amplitude increases with thermal cycles and rumpling rate
increases with cyclic temperature. The rumpling amplitude at failure is almost
the same at all three temperatures, suggesting a critical rumpling value drives
spallation.

TGO growth satisfies parabolic growth kinetics at all three temperatures. The
TGO growth rate increases with increasing cyclic temperature. The TGO

thickness at failure is approximately constant at all three temperatures.

. Rumpling is a single value function of TGO thickness, suggesting that TGO

growth strains are critical to rumpling, and the TGO growth controls rumpling
rate, which in turn controls spallation life.

The TGO stress decreases linearly with thermal cycles at all three
temperatures. Longer life specimens show shallower slopes. Stress relaxation
is mainly due to rumpling.

The TGO stress as a function of life fraction is relatively independent of

temperature.
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8.

10.

11.

The relationships among rumpling rate, stress relaxation rate and spallation
life are defined: as temperature increases, rumpling and stress relaxation rates
increase, and spallation life decreases. The connection between TGO stress
relaxation and specimen life provides a physical basis for use of TGO stress
measurements as a non-destructive method for TBC damage initiation,
damage progression, and life prediction.

The R; and R, peak area ratio decreases and the standard deviation of the
TGO stress increases with thermal cycles. Peak width and
Gaussian/Lorentzian fractions do not show systematic changes with thermal
cycles. The spectral characteristics showing systematic change with thermal
cycling can be used for NDI and determination of life remaining.

Bimodal luminescence originates from stress relaxation caused by TGO
cracking. The degree of cracking increases initially as 0- transforms to o-
AlLOs, then decreases as the cracks heal, and then increases again prior to
spallation. Area stress maps, based on the bimodal luminescence and the
average fraction of bimodal spectra with cycles, show damage progression
and have the potential for non-destructive prediction of failure.

Temperature- blind remaining life predictions were made successfully based
on TGO stress measurements at the three temperatures. The predictions were
compared using regression and neural network methods. Both methods
produce accurate life remaining predictions, but the neural network methods

are superior.
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12. The lowest root mean square error for life prediction using neural networks

and regression methods was 6.6% and 14.7%, respectively. For a data set
with a 34.6% RMS spallation life variation about the mean, the prediction

results obtained are highly encouraging.

6.2 NiCoCrAlY Bond Coated TBC

1.

Surface curvature mapping was developed for the first time to characterize
surface geometry.

TGO stress increases initially and then remains constant until failure.

Initial damage occurs at localized debonds at the TGO/Bond Coat interface
due to increasing out-of-plane tensile stresses. The spallation of the coating is
driven by the strain energy stored in the TGO layer.

A life prediction methodology was developed based on the non-destructive
measurement of three TBC parameters: bond coat surface geometry, TGO
stress, and TGO thickness. A fracture mechanics methodology was used to
correlate these three parameters. The predicted and actual lives agree within
15%.

Curvature maps are superior to Ra values in determining the life of thermal

barrier coatings.

6.3 Use of PLPS for TBC Quality Control, Non-Destructive

Inspection, and Life Prediction
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1.

It has been demonstrated that PLPS is an extremely powerful technique for
TBC quality control, non-destructive inspection for early detection of damage,
assessment of remaining life and for life prediction.

The behavior of PLPS spectral characteristics with thermal cycling is sensitive
to both the composition and the processing of TBCs. All spectral
characteristics need to be studied for each individual TBC for possible use in
NDI and life prediction.

(N1,Pt)Al and NiCoCrAlY bond coated TBCs exhibit different PLPS
behaviors and failure mechanisms. Life prediction methods were developed

for the specific observed failure mechanisms.
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ABSTRACT

The potential of contouring the end wall and/or using a leading edge fillet to control
secondary flows and heat transfer in blade passages is being investigated. Secondary vortical
flows in blade passages enhance heat transfer to the end wall, and interfere with the film coolant
jet. The goal of the ongoing project is to explore specific strategies of reducing in-passage
secondary flows (contouring the end wall, placing a leading edge fillet, and strategically
locating coolant injection) so that aerodynamic losses and thermal loading on the end wall is
minimized.

The results here being reported are the work accomplished from June 2004 to June 2005
in continuation of the first two year’s of activity. In the first two year’s, attention had been
focused primarily on: (1) setting up the atmospheric pressure cascade rig, (2) measurements and
computations with leading edge fillets, and optimization of the leading edge fillet geometry and
(3) computations with axi-symmetric contoured endwall profile. Results of these measurements
and computations had been reported earlier. The present results include detail measurements
and simulations in the linear blade passage employing a 3-Dimensional non-axisymmetric
contoured endwall with and without the full-coverage film cooling. The data are obtained
from: (i) experimental measurements with no film cooling, (ii) experimental measurements with
film cooling, and (iii) computational simulations with no film cooling. Also, included are the
numerical results showing optimization of the non-axisymmetric contoured endwall profile.
The data with the film cooling reported here are measured with different inlet blowing ratios
ranging from 1.0 to 2.4. None of the results have been reported in the previous annual reports,
except the results with the flat endwall used here for comparison purposes only. The ongoing
efforts are focused on experimental measurements and numerical simulations with film
injections through the flat and axi-symmetric 2-Dimensional contoured endwall in vane and
blade passages, and setting up a hot-cascade facility for measurements under more realistic
conditions.
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INTRODUCTION

Lean premixed combustors used in modern industrial gas turbine systems have relatively
flat temperature profiles at the combustor exit. Thus, effective cooling strategy for the end
walls has become increasingly important. Film cooling of the end walls is commonly
employed. However, strong secondary flows in the vane/blade passage interfere with the
injected coolant, and make effective cooling of the endwall a difficult problem. The secondary
flows in the passage are driven by the development of the horseshoe vortex at the leading edge
and the strong pressure gradients in the vane/blade passage. Therefore, for effective cooling of
the endwall region, strategies for reducing or eliminating the passage secondary flows must be
explored. The ongoing work aims to investigate the strategies of endwall contouring and using
leading edge fillets to suppress passage secondary flows. The work explores both uncooled and
film-cooled end walls. Majority of the work for uncooled endwalls (flat end wall, filleted leading
edge, and contoured end wall) and partial work for film cooled endwalls (non-axisymmetric
endwall) have been completed. Experiments are currently underway for measuring the endwall
film cooling effectiveness in a vane passage with axisymmetric endwall contouring and the film
cooling effectiveness in a blade passage with flat endwall and non-axisymmetric end wall
contouring.

The end-goal of the project is to provide the turbine designer improved strategies for
reducing the heat load to the endwall, and lowering aerodynamic losses. The results from the
work will provide guidance for improved endwall designs leading to the lower utilization of
coolant air, greater aecrodynamic efficiency, and greater reliability. Results obtained indicate the
potential of realizing the benefits in reducing losses and end wall thermal load.



EXECUTIVE SUMMARY

The potential of contouring the end wall and/or using a leading edge fillet to control
secondary flows and heat transfer in vane/blade passages is being investigated. Secondary
vortical flows in vane/blade passages enhance heat transfer to the end wall and interfere with the
film coolant jet. The goals of the ongoing project are to explore specific strategies (contouring
the end wall, placing a leading edge fillet, strategically locating coolant injection) so that
secondary flows are minimized. Specific tasks include:

o Utilization of validated CFD to explore detailed flow physics, and to optimize
leading edge fillet and end wall contouring parameters. The results of these
parametric investigations are utilized in defining the experimental test matrix.

o Investigation of the effects of end-wall contouring on reducing secondary flows and
thermal loading in the blade passage without end-wall cooling.

o Investigation of the effects of full coverage film cooling with strategically located
film holes in the flat endwall in the blade passage.

o Investigation of the effects of end-wall contouring on reducing secondary flows in
the vane/blade passage with film cooling. For the blade, non-axi-symmetric
contouring is being explored, while for the vane, axi-symmetric contouring is being
explored.

o To validate selected leading-edge contouring (fillet) configurations in a hot-cascade
facility with realistic conditions for temperature ratios, turbulence conditions and
pressure ratios.

Measurements and computations made so far have been in an atmospheric cascade
facility with a blade geometry in the passage, and in a pressurized cascade facility with vane
geometry in the passage. The measurements completed and reported here are on the blade
passage with non-axisymmetric endwall contouring. Testing and measurements in the vane
passage are underway. Present experimental results include qualitative and quantitative flow
structures in the blade passage as well as flow temperature and endwall Nusselt number
measurements in the blade passage. Results with leading edge fillets were reported earlier,
and are not presented here. The present results include data with no film cooling flow and
with full coverage film cooling flow at the non-axisymmetric endwall. The endwall
geometry employed is contoured in both the axial and the pitchwise direction forming the
non-axisymmetric profile. Numerical results have been obtained for several configurations
of the non-axisymmetric contoured endwall. The optimum configuration based on the
computational results is selected to be investigated experimentally.

The flow structure with the contoured endwall in the blade passage is determined with
smoke flow visualization, and is quantified with five-hole pressure probe, and cross-wire
anemometer measurements. Heat transfer coefficients are measured from infrared images in
conjunction with thermocouples. Work done so far indicates that the contoured endwall
reduces total pressure loss and end wall heat transfer coefficients across the passage
compared to the baseline case. Through flow visualization and flow measurements one can
conclude that the pressure and suction side leg of the horseshoe vortex and consequently the
passage vortex reduce in size and strength with the contoured endwall. The total pressure
losses are also reduced significantly compared to the baseline flat endwall case when the full
coverage film cooling flow is introduced at the contoured endwall. Also, compared to the



case of the contoured endwall without any film flow, the total pressure losses are lower
when the inlet blowing ratios are greater than 1.60 at the film cooled contoured endwall.

Numerical simulations show that heat transfer coefficients decrease significantly in the
leading edge area and in the throat area with the optimized non-axisymmetric endwall
contouring compared to the heat transfer at the flat endwall profile. Computations with
contoured endwall are consistent with the measurements. Current efforts are aimed at
measuring the cooling effectiveness of the full coverage film cooling in the contoured
endwall and in flat endwall in conjunction with the leading edge fillets that area already
tested. At the same time, numerical simulations are being performed to further optimize the
present configuration of the film cooling holes. The projected benefits are the higher film
cooling effectiveness and lower aerodynamic losses.
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PROJECT DESCRIPTION

Gas Turbine Research Need

Secondary flows in blade passages contribute to increased aerodynamic losses, and
increased heat transfer coefficients. These contribute to reduced efficiencies and increased
cooling requirements. Therefore there is a clear need in the gas turbine community to reduce
secondary flows. The ongoing research addresses this need through strategies aimed at reducing
the formation and development of the horseshoe and passage vortices in the flow.

Experimental and Analytical Approach

The ongoing research includes both the experimental and computational effort. Both
approaches are described in detail later. The experimental effort will be performed on three
cascade facilities:

e An atmospheric cascade facility, with scaled up E’ blades, which will permit
detailed flow measurements and relatively easier modifications to accommodate
a variety of end wall and leading edge contours. The detailed flow measurements
are necessary for model validation in the computational effort. Measurements
made include velocity measurements (using hot-wire anemometry, and five-hole
pressure probe), heat transfer measurements (using Infra-red Imaging), flow
temperature measurements (using a thermocouple probe), and surface static
pressure measurements.

e A pressurized cascade facility, with E* vanes, which will permit heat transfer and
flow measurements for a variety of contoured end wall sections with end wall
film cooling. End wall heat transfer data will be collected with liquid-crystal or
IR based techniques.

e A pressurized hot-cascade facility that will allow the simulation of realistic Mach
numbers, Reynolds number, turbulence levels and length scales, and density
ratios. The results from the atmospheric cascade tests and computations will
define a more limited test matrix for this phase of study. Primarily surface heat
transfer coefficient, cooling effectiveness, and pressures will be measured in this
phase.

The computational work will primarily involve validated RANS approaches for
predicting the in-passage flow and heat transfer. The goal of the computational effort is to
make a detailed parametric study with different endwall and leading edge contours that will
enable a more limited set of cases to be studied experimentally. Further, the simulations
would provide additional information to help assess the flow and heat transfer behavior.

Expected Benefits
The goal of the project is to provide the turbine designer improved strategies for reducing
the heat load to the end wall, and lowering aerodynamic losses. The strategies to be
explored include contouring the end wall, placing a fillet along the leading edge of the
blade, and strategically locating film cooling injection holes in the endwall. The results from
the work will provide guidance for improved endwall designs leading to the lower
utilization of coolant air, greater aerodynamic efficiency, and greater reliability.

11



Accomplishments
This report documents the results from the work accomplished during the period of June
2004 to June 2005. The following major activities were pursued during this time period:

Three Dimensional Non-axisymmetric Endwall Geometry-Atmospheric Cascade

Completed

Flow-visualization of the passage vortex.

Five hole probe measurements and hot-wire anemometer measurements at different axial
chord planes for mapping the flow field with and without film cooling flow.

Infrared thermal images of the heated endwall to obtain heat transfer coefficients.
Validation of CFD results that provide optimization of the contoured endwall
configuration.

Preparation of two manuscripts for journal submission-one documents the computational
flow structure and heat transfer results with contoured endwall and the other documents
the flow and heat transfer measurements with film cooled contoured endwall. These
manuscripts will be submitted to the ASME Tran. Journal of Turbomachinery, 2005.
Two manuscripts on the work on the Leading Edge Fillets in the previous years have
already been accepted in the ASME J. Transactions- one in the J. Heat Transfer (2005)
and the other in the J. Fluid Engineering (2005). In addition, another manuscript on the
work on Leading Edge Fillet comparing experiments and simulation is being prepared.

Ongoing

Setting and modifications of the blade cascade test section to measure the film cooling
effectiveness with film injections at the contoured endwall and at the flat endwall with
leading edge fillets in blade passage.

Vane Cascade Geometry-Pressurized Cascade

Completed

Construction of the vane cascade test facility with the E* first stage vane (scale 1:1) in a
blow down high speed flow channel of cross section 8.93 cm by 3.81 cm. The cascade
includes two passages with three vanes and is designed for the inlet to exit pressure ratio
of about 2:1. The two-dimensional axi-symmetric contour endwall shape from the E’
design and from computations is located upstream of the cascade inlet.

A coolant loop that will supply coolant air to the vane test section has been completed.
The loop is designed for providing the range of inlet blowing ratios from 1.0 to 2.0 and
the coolant to main stream density ratio greater than 1.0.

Necessary instrumentation (pressure taps, thermocouples, IR window, etc.) have been
installed.

The two passages in the cascade are aerodynamically balanced to simulate a periodic
condition of the flow.

Ongoing

Film cooling effectiveness measurements in a high speed vane cascade facility with axi-
symmetric contoured endwall.
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Hot Vane-Cascade Facility-Pressurized, Hot Cascade

Completed

e Lab renovation and installation of the required air handling capability needed for the hot
cascade facility has been completed. The renovated labs have capability of 2600 SCFM
and 150 psig pressure. In addition, a 200 psig natural gas line, and a 200 psig
compressed water line has been installed for the pressurized cascade.

e The various components of the hot cascade facility and associated instrumentation have
all been delivered by General Electric.
Ongoing

e The hot cascade test facility is being assembled.

Computations

Completed

e Numerical gridding and calculations of the selected vane/blade profile with the three
dimensional endwall contours using GridPro and Fluent have been completed.

e Parametric explorations were performed with the numerical code for different three-
dimensional endwall contours in the GE-E® blade passage. Eight different endwall
contour cases were completed with incompressible flows.

e A final recommendation of a three-dimensional endwall contour was made for the
experimental test program.

Ongoing
e Large Eddy Simulation of the blade-cascade flow geometry.

EXPERIMENTS & RESULTS

Atmospheric Cascade Facility

The experimental data presented here are obtained in a closed loop cascade facility that
operates in a suction mode under atmospheric conditions. A schematic of the test facility is
shown in Fig. 1(a). The construction of the facility allows air to flow through a two-
dimensional nozzle of contraction ratio 3.4: 1, then through a smooth developing inlet channel
of rectangular cross-section of aspect ratio 1.36:1 before entering the test section. The test
section accommodates three two dimensional blades forming two blade passages. The two
passages are made aerodynamically periodical by balancing the mass flow rate in the two
passages by suitably positioning the two tailboards on the side blades with a traverse
mechanism. The blade profiles are based on the hub side section of the GE-E’ cascade
geometry. The blade profile and passage configuration used in the study are scaled up ten times
the actual blade geometry. The blades are oriented such that their stagnation planes are parallel
to the mean flow stream in the inlet channel. Table 1 provides the geometry of the present
cascade section and the flow conditions employed for the measurements. In the present
arrangement, the data are measured with a flat smooth endwall at the tip side and a non-
axisymmetric contoured endwall at the hub side of the blade cascade in the test section.

As shown in Figs.1 (a) and (b), the top wall of the test section has slots parallel to the passage
inlet at different axial locations to allow access of the hot-wire probe and five-hole subminiature
probe. During the heat transfer measurements on the bottom end-wall, this top wall is replaced
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by another top wall of the same geometry with cut out sections for infrared image viewing. The
bottom end-wall and the blade profiles are instrumented with thermocouples, foil heaters, and
static pressures taps. The 0.30 mm diameter pressure taps are drilled in 1.65 mm diameter
stainless steel tubes that are mounted flush in the grooves on the blade profile. The boundary
layer suction bleeds in the top, bottom, and side walls of the inlet channel are adjusted to
provide uniform flow conditions in the channel. A passive turbulence grid system made of
cylindrical rods of diameter 1.22 cm is located 0.61 hydraulic diameter downstream of the
nozzle exit or 4.12 chord upstream from the center blade stagnation point.

Pressure signals from the tubes and five-hole pressure probe are obtained in a HP3497A and
in an Agilent 34970A data acquisition control unit through Validyne and Omega differential
transducers. The five-hole subminiature probe, that has a tip diameter of 2.40 mm, is custom
fabricated. Data acquisition rate with the five-hole probe is 240 Hz over a period of 60 sec
through an Agilent 34970A™ data acquisition control unit. The hot-wire sensors employed in
the measurements are TSI' model constant cross-film anemometers. Signals from the hot-
wire probes are obtained in a IFA-300™ acquisition control unit. The data are acquired at the
rate of 5.0 kHz over 13.1 sec and processed through the manufacturer supplied software.

Fig. 1(b) shows the locations of the flow measurement planes along with the coordinate
systems employed in the cascade facility. The right hand (Xg,Ys,Z) corresponds to the global
coordinate system originated at the furthest upstream point on the center blade. The (X,Y,Z)
then corresponds to the local coordinate systems inside the blade passages. The local velocity
components (U,V,W) follow the local coordinate system (X,Y,Z). The measurement planes
inside the passages are normal to the Xg- or X-direction.

Non-axisymmetric 3-Dimensional Contour Endwall

The non-axisymmetric contoured wall profile employed at the bottom endwall for the present
measurements and computations in the blade passage is shown in Fig. 2. The top endwall
remains always flat without any contouring as mentioned. The profile height varies in the
pitchwise direction as well as in the axial direction. The design of the profile is based on the
concept proposed in Ref. [1-5]. Several endwall profiles with the pitchwise profile-height and
the axial profile-height varied by independent sinusoidal profiles were simulated numerically.
The final profile chosen for the experimental study was based on the best numerical results that
provide the lowest total pressure loss and endwall heat transfer along the passage.

Fig. 2(a) shows the independent sinusoidal curves chosen separately for the pitchwise and
axial variations of the selected endwall profile employed for the experimental measurements.
Height=0.0 mm refers to the location of the baseline flat endwall. Pitchwise height in Fig. 2(a)
is flattened near the pressure side (for manufacturing ease) and is the lowest near the suction
side where the two sine curves coincide. The two profile variations are then simply multiplied
to obtain the non-axisymmetric profile heights shown in Fig. 2(b). The maximum height of the
complete profile is located slightly downstream of the leading edge. The lowest trough in the
profile is located across the maximum height in the pitchwise direction and near the suction
side. The entire endwall was fabricated on a stereo-lithography printer in the Mechanical
Engineering Department at LSU.
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Upstream Flow Conditions of the Test Section

The reference properties for normalizing the measured quantities in the passage are measured
across a plane parallel to the passage inlet. Computational data at the same location are used to
normalize the numerical results. This reference plane is located 0.33C upstream of the passage
inlet. The reference properties are then obtained from the arithmetic mean of the local data in
the reference plane and shown in Table 2. In the table, conditions below atmospheric pressure
refer to negative gage values.

Surface Static Pressure Coefficeint

Surface static pressures are measured on the blade surface and on the contoured endwall
itself. Figure 3 presents the surface static pressure coefficients on the blade surface. The
baseline data are included for comparison. Blade surface static pressure coefficients are
determined from the equation as follow.

P

stat

P

stat,0

"7 0.5% py *U2 W)

ref

In the equation, Py, is the measured wall static pressure at Y/S=0.333, Pyt 1 the measured
wall static pressure on the leading edge at Y/S=0.333, p,i: is air density, and U, is reference
velocity from Table 2. The surface coordinate s/C originates from the blade trailing edge at the
suction side and the stagnation point is located at s/C~1.50. Note, that the Y/S=0.0 for the
endwall contour data refers to the location of the baseline endwall. The peak and trough
locations on the contour endwall are located at Y/S=0.096 and -0.101 relative to the baseline
endwall location. The C, values in Fig. 3 are about the same for the endwall contour case and
the baseline case on the pressure data. The C, values further downstream on the suction side at
s/C<0.90 for the contoured endwall are nearly identical or only slightly higher than for the
baseline. This illustrates that the effects of the endwall profile on the flow in the free stream
inviscid regions are very weak.

Endwall static pressure coefficients C,. are presented in Fig. 4 and are determined from the
following equation.

P, —P

s,w stat,r
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ref

Here, Ps, is endwall static pressure and Py, 1s the reference static pressure from Table 2. The
difference in C,. from the pressure side to suction side reduces significantly for the contoured
endwall as compared to the baseline. For example, the maximum differences in C,. at
X/Cax=0.20 and 0.70 between the pressure side and suction side are 1.60 and 1.40,
respectively, for the baseline. At the same locations, the differences are 0.90 and 1.20,
respectively, for the contoured endwall. Such differences in C,. in the pitchwise direction for
the contoured endwall significantly decrease upstream of the throat at Xg/C.x<0.70. This can be
considered a significant achievement toward weakening the secondary flows near the endwall.
The cross-pitch pressure gradient is one of the primary sources for the development and
energizing of the passage vortex near the endwall upstream of the throat [6-8].
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Instantaneous Flow Visualization

Qualitative comparison of the secondary flow structure i.e., vortex location, size, and shape
for the baseline and contoured endwall case are provided in the instantaneous images of flow
visualization with smoke in Figs 5 and 6. The smoke in the channel is generated by applying
coats of toy train liquid smoke on Nichrome wires (diameter 24 gage, 0.051 cm), which are then
heated by passing controlled dc current through them. The wires are located about 1.5C
upstream of the passage inlet and span across the width of the inlet channel. When air flows
through the channel, plane sheets of white smoke are generated from nine wires that are placed
both inside and outside the boundary layer upstream of the blade passage. As the sheets of
smoke approach the passage, they contour according to the shape and size of the secondary
flows. A plane sheet of light generated with a 2000 watts theatrical lamp shinning through a thin
slot over the channel top wall illuminates the smoke patterns inside the passage. The images are
captured and recorded by a SONY DFW-V500 digital video camera and image capturing
software provided by the camera manufacturer. Images are captured at a frame rate of 60 Hz
with 640x480 lines of resolution. The images are then further enhanced in Adobe Photoshop™
v8.10. The relative positions of the camera and light plane where the smoke flow pattern is
illuminated are shown in Fig. 5. The camera focuses approximately normal to the light planes.
The relative position of the camera changes as the location of the light plane changes. In Figs. 5
and 6, the endwall is located at the bottom, the pressure side is on the right, and the suction side
is on the left of the image. Images in the two light planes PS1 and PS4 are presented here.
More flow visualization instant images in other light plane locations were presented in the
Semi-Annual Report for May 2004-December 2004 of the same project.

Figure 5 shows the secondary vortex patterns in the pitchwise plane PS1 which is located at
X6/Cax=0.167 and slightly downstream the blade stagnation line. In the baseline image, two
large vortex structures originating from the pressure side leg of the leading edge horseshoe
vortex can be seen midway between the pressure side and suction side. This vortex pair rotates
in the clockwise sense and periodically merge together to form one large vortex with the same
sense of rotation. For the contoured endwall, the clockwise rotating vortex structures, also
identified as originating from the pressure side leg vortex pair, are located just above the
endwall but the individual vortices are separated far apart-one appears near the pressure side
and the other is seen near the suction side. Their size is reduced significantly compared to the
baseline vortex pair. Unlike the baseline case, this pair remains separated at relatively the same
location. The pressure side leg vortex pair for the contour endwall case is smaller because the
endwall structure along the leading edge plane displaces the boundary layer fluid reducing the
boundary layer thickness and leading edge horseshoe vortex size. This occurs as the flow
accelerates along the leading edge plane as the endwall height increases toward the leading edge
(refer to Fig. 2(b)) forcing the incompressible fluid to be removed from the boundary layer due
to the continuity. The clockwise rotating vortex pair of the pressure side leg remains separated
on the contoured endwall in Fig. 5 as one horseshoe vortex forms at the leading edge of the
contour endwall and the second one forms far apart at the junction of the blade leading edge and
endwall. The smaller pitchwise pressure gradient and consequently the weaker pitchwise cross
flow for the contour endwall case than the baseline are not strong enough to bring the vortex
pair close together as the vortices advect inside passage along with the cross flow. Also note in

16



Fig. 5, the presence of a small counter-clockwise rotating vortex on the left and adjacent to the
large vortex pair for the baseline case. The size of this single vortex is nearly one-third of the
large vortex pair for the baseline. This is the suction side leg of the leading edge horseshoe
vortex. The suction side leg vortex also appears above the contoured endwall but is located just
above pressure side leg vortex near the suction side. The suction side leg vortex is comparable
in size for both the endwall cases.

The visualization plane PS4 (nearly perpendicular to both the pressure and suction side) is
located near the passage throat region. The baseline case shows two large structures of the
passage vortex system rotating clockwise which again periodically merge into one large vortex
having the same sense of rotation. Both the vortices are located near the suction side of the
passage and little evidence of any smoke is present near the pressure side. This occurs as the
strong cross flow and high pressure gradient at the flat endwall region sweep the pressure and
suction side leg vortices toward the passage suction side as they travel inside the blade passage
[6, 8]. Even at such a far downstream location as PS4, the contoured endwall in the left image
of Fig. 6 shows the two pressure side leg vortex structures rotating clockwise are still far apart.
One of the legs is situated on the endwall where the flat profile starts to dip down near the
pressure side while other is situated just above the lowest location of the endwall near the
suction side. This further illustrates that the contoured endwall reduces the pressure gradient
and cross flow from the pressure side to suction side. Near the suction surface for the contoured
endwall case of Fig. 6, the curling smoke pattern located above the pressure side leg vortex is
the suction side leg vortex that rotates counter-clockwise. In comparing the sizes of the
clockwise rotating vortices, the vortices above the contour endwall are nearly half of those
above the flat baseline endwall.

Time-averaged Secondary Flow Field (No Coolant Flow)

The Time-averaged secondary flow field is measured for the contoured endwall case at four
pitchwise planes (Plane 2, 3, 4, 5) located at four axial distances as shown in Fig. 1(b). The
planes are parallel to the inlet and exit planes of the passage. Flow field measurements in the
four planes are obtained at a reference velocity of 10.10 m/s. The measured quantities provide
axial development of the total pressure loss, axial vorticity, pitchwise cross flow velocity, and
streamwise turbulence intensity along the passage. These data are presented in the non-
dimensional forms in this section along with the data for the baseline case. Total pressure loss
coefficient Cploss 1s determined from the following equation. In this equation, P; is the
measured local total pressure and Py, is the reference pressure from Table 2.

P ~ P

tot,r
Cpt,losszo.s*p . *U 2f (3)

The axial vorticity ) is determined from the derivatives of the spline fits on the local velocity
data and from the following equation. V is velocity in spanwise direction and W is velocity in
pitchwise direction.

W v 4
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Figure 7 shows streamwise turbulence intensity in the plane at X/Cax=0.085 for the baseline
and contour endwall. The turbulence intensity values are much higher just above the baseline
endwall for Z/P>-0.40 compared to the values at the same location for the contoured endwall.
The high turbulence intensity just above the endwall is caused by the pressure and suction side
leg vortices at this location. The data in Fig. 7 suggest that the vortices are much weaker and
smaller for the contoured endwall. The streamwise turbulence intensity at Xg/Capx=0.916 near
the exit plane in Fig. 8 shows that it decreases significantly at 0.10<Y/S<0.22 and -0.65<Z/P<-
0.55 with the contoured endwall as compared to the baseline case. The passage vortex at this
location near the suction side (Fig. 8) causes the high turbulence intensity. Clearly, the passage
vortex is weaker for the contoured endwall as indicated by the smaller magnitudes of the
turbulence intensity.

Normalized axial vorticity Q,C/U,. for the baseline and contoured endwall at X/Cyx=0.085
is compared in Fig. 9. The high negative QC/U,s between -0.70<Z/P<-0.55 and positive
QC/U,s between -0.45<Z/P<-0.33 above the baseline endwall indicate strong suction side leg
and pressure side leg vortex regions. Such high negative or positive Q,C/U . region is absent or
much smaller above the contoured endwall in Fig. 9 indicating weaker and smaller vortex
structures. Normalized axial vorticity near the trailing edge shown in Fig. 10 indicates that a
much larger region and higher magnitude of +Q,C/U, is present above the baseline endwall
than above the contoured endwall near the suction side. The high Q,C/U..£>6 region refers to
the passage vortex location (contour level arbitrarily selected), and clearly, the contour endwall
reduces the size and strength of this vortex significantly. However it should be noted that
because of the three dimensional nature of the passage vortex, the center location and magnitude
of axial vorticity are dependent upon the axis of rotation of the passage vortex. Thus, a
quantitative conclusion on the vortex center or core location based on the results in Fig. 10
should be done with caution. A small negative Q,C/U,s region exists above the passage vortex
region near the suction side and represents the suction side leg of the horseshoe vortex. This
negative region for the contoured endwall is about half the size of that for the baseline.

Pitchwise velocities indicating the cross flow from the pressure side to suction side are
compared in Figs. 11 and 12 with negative magnitudes of W/U,.s velocity directed toward the
suction side. Near the endwall at Xs/Cyx=0.424 in Fig. 11, the baseline case has a larger and
stronger cross flow region with W/U,r of lower negative magnitudes compared to the contoured
endwall case. Near the contoured endwall in Fig. 11 the cross flow reduces because of the
smaller surface pressure gradient as shown in Fig. 4. Normalized pitchwise velocities at
Xg/Cax=0.916, shown in Fig. 12, are much larger in magnitude for the contoured endwall case
than for the baseline near the suction side. Pitchwise velocity reduces near the suction side when
it encounters the clockwise rotating passage vortex. Stronger pitchwise velocities exists near
the suction surface up to Y/S = 0.10. This indicates a larger region of cross-flow. As this cross-
flow region approaches the suction surface its spanwise component becomes stronger in the
positive Y/S direction, pushing the passage vortex up. The contoured endwall in Fig. 12 also
shows a smaller cross flow region with W/U,s<-1.30 between -0.82<Z/P<-0.30 compared to the
baseline case. This causes the passage vortex for the contoured endwall to be located lower
than that for the baseline case.

Flow yaw angles in Figs. 13 and 14 show the turning of the cross-flow relative to the axial
direction. Positive and negative yaw angles indicate the flow turning counter-clockwise and
clockwise, respectively, from the +X direction as shown in Fig. 1(b). Thus, the higher yaw
angles indicate a stronger cross-flow component in the pitchwise direction. The yaw angles at
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Xg/Cax=0.424 in Fig. 13 decrease by about 15 deg, and at X5/Cy;=0.916 in Fig. 14 the yaw
angles decrease by about 20 deg near the contoured endwall relative to those near the baseline
endwall. The pitchwise component of the cross-flow in the endwall boundary layer region
funnels fluids into the passage vortex and strengthens it (refer to Figs. 10 to 12). Thus, the
results in Figs. 13 and 14 signify that the secondary flows for the contoured endwall must have
weakened. Also, note that the yaw angle magnitudes in the inviscid regions of Figs. 13 and 14
are more uniform in the pitch-direction for the contoured endwall than for the baseline.
Particularly, the results at Xg/Cyx=0.916 in Fig. 14 show a significant improvement with the
contoured endwall with more uniform exit flow angles.

Figure 15 compares the total pressure loss coefficients at X/Cax = 0.085 for the baseline and
contoured endwall. The left side of the figure is the suction side and the right side for the
baseline case is located roughly at the pitchwise middle position in the plane. A higher Cpyjoss
region exists just above the endwall near the suction side between -0.65<Z/P<-0.45 for the
baseline than for the contoured endwall. This region indicates the presence of a strong suction
side leg of the horseshoe vortex for the baseline. C,oss for the contoured endwall are about
29.0% smaller in the region corresponding to the suction side leg vortex. The total pressure loss
coefficient Cpos contours in Fig. 16 show that the high loss magnitudes representing the
passage vortex are elevated from the endwall and shift closer to the suction side. This occurs as
the passage vortex is driven by the cross flow. Here also, the contoured endwall reduces the size
and magnitudes of the high C s 1n the passage vortex. The Cpjoss values are about 37% less
in the core of the passage vortex region for the contoured endwall than for the baseline.

Measured flow field downstream of the cascade in the pitchwise plane at Xg/Cayx=1.214 is
presented in Figs.17 and 18. The plane extends one complete pitch in the pitchwise direction.
The complete structure of the passage vortex can be seen in the Q,C/U,s and turbulence
intensity contours in the figures between Y/S=0.10 and 0.30. The magnitudes of QC/U,r>0.0
region in Fig. 17, which is caused by the passage vortex, is considerably reduced by the
contoured endwall. The negative Q,C/U,s regions above the passage vortex and about Z/P=-
0.37 above the endwall represent the suction side leg/induced vortex and corner vortex[6].
These vortex structures are also reduced by the contoured endwall. In Fig. 17, the contour
region of -6<QC/U,<-2 is caused by the trailing edge wake. In Fig. 18, the streamwise
turbulence intensity greater than 9% about Z/P=-0.37 is caused by the passage vortex and wake
for the contoured endwall case. The high turbulence intensity just above the endwall is located
at the same location where the high axial vorticity for the corner vortex occurs. The highest
turbulence intensity between Y/S=0.15 and 0.30 is located at the core of the passage vortex
where the total pressure losses are found to be the highest for the contoured endwall.

Non-dimensional Flow Temperature (No Coolant Flow)

Non-dimensional temperature profile of the air stream along the contoured endwall passage is
shown in Fig.19. The contour values 0 are determined from the following equation where T, i,

T-T

T 05*U2 /C, ®)

is the reference temperature from Table 2, T is local air stream temperature, and C, is specific
heat of air at constant pressure. The air stream in the passage is heated by heating the bottom
endwall both upstream and inside the passage with a constant heat flux boundary condition of
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magnitude 1600 W/m?. Copper strips of width 5.0 mm soldered in a serpentine pattern are laid
on the contoured endwall at 1.0 mm spacing and then are heated by passing controlled DC
current. The upstream endwall is heated using commercially available Kapton™ encapsulated
air heater. A Chromel-Constant thermocouple (type-E) probe of tip diameter of 0.50 mm is
traversed along the pitchwise plane to measure the air stream temperature.

The 0 value at Xg/C,=0.152 in Fig. 19 is high above the endwall at -0.60<Z/P<-0.40 because
of the presence of suction side leg vortex. The vortex flow mixes the near wall hot fluid with
the cold main stream fluid and raises the mainstream air temperature. As the vortex structures
grow downstream of the passage, the region of the heated air stream or high 6 values also grow
larger which is evidenced at X/C,=0.493. The region of high 6 values is about the same size
as the passage vortex region near the suction side and endwall junction. The region of high 6
grows further at X/C,=0.954 in Fig. 19, and is elevated from the endwall as the passage vortex
lifts upwards.

Heat Transfer Coefficient on the Endwall (No Coolant Flow)

Heat transfer measurements on the contoured endwall are obtained with the same heater
arrangement as is used for air stream temperature measurements. Nusselt numbers on the
endwall are computed from the time averaged infrared images and thermocouple data.
Temperature from the thermocouples embedded in the endwall is used for the insitu calibration
of the infrared images. One-dimensional energy balances are used to compute the conduction
heat loss from the endwall. Infrared images are captured by a Raytheon Radiance HS 2012
camera at a frame rate of 33.3 Hz through a Zinc-Selenide window placed on the channel top
wall. The images are recorded in the gray scale form of 12 bit/pixel in 256x256 pixel
resolution. The pixel gray scale values then converted to local Nusselt numbers applying the
insitu calibration data obtained during the infrared image data acquisition. Nusselt number is
computed from the following equation where C is blade actual chord length, Ty is end-wall
temperature measured from the infrared images, T, i, is reference temperature from Table 2, and
Kair is thermal conductivity of air at the temperature T jn.

Geony *C
(T To,in )* k

The convective heat flux @, from the strip heaters is given by g, =(V* 1 =Qy )/ Aveuter -

Nu=

(6)

wall — air

Here, V is voltage drop across heater, | is current through heater, Aneater 1S heater area, Qcong 1S
one dimensional conduction loss through the end-wall. Radiation losses to the surrounding are
assumed to be negligible as the wall temperature varies between 35 °C and 55 °C, and hence, is
not accounted for in the Nu computation. Measured one dimensional conduction loss is small,
1.5% of the total power input for the baseline endwall and 7.0% of the total power input for the
contoured endwall case. Thus, a constant heat flux boundary condition is assumed for the Nu
calculation. Anearer in the above equation is based on the actual area of the contoured endwall.
The input heater power level for the contoured endwall case is about twice of that for the

baseline case. The convective heat flux ., is 900 W/m® for the baseline and 1650 W/m® for
the contoured endwall.
Figure 20 presents Nusselt number distribution along the contoured endwall. For the

comparison, the baseline measurement is also included. The effects of the contoured profile of
endwall on Nu are clearly distinguishable as the Nu are smaller everywhere upstream of the
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throat region for the contoured endwall than for the baseline. Nu are significantly smaller at
Xg/Cax<0.50 for the contoured endwall. This occurs as the suction side leg vortex and passage
vortex are considerably reduced in size and strength in this region of the contoured endwall. As
evidenced, the legs of high Nu contours starting at the leading edge regions of both pressure and
suction side of the baseline endwall are reduced considerably on the contoured endwall.
Nusselt numbers are also much smaller at 0.60<X/C,x<0.85, which is the throat region, for the
contoured endwall than for the baseline.

Film Cooling Hole Configuration (Contoured Endwall) and Coolant Supply Circuit

The geometric configuration of the film cooling holes is shown in Fig. 21(a) and is adopted
based on input from the gas turbine industry. The same configuration is used for the baseline
flat endwall and non-axisymmetric contoured endwall. The cylindrical coolant holes are
oriented at 30 deg relative to the tangent on the surface profile. The orientation of the hole at the
coolant ejection side is directed approximately along the inviscid local streamwise direction.
The holes are 5.0 mm in diameter and machined in a 19.0 mm thick acrylic plate for the flat
baseline endwall. The non-axisymmetric contoured endwall are fabricated with a stereo-
lithography printer at LSU. The coolant holes are integrally fabricated during the lithography
process. The same end-wall contour profile as in Fig. 2 is employed for the film cooling
measurements. The thickness of the contoured endwall is 19.0 mm in the vertical direction.
Therefore, the hole length-to-diameter ratio for baseline endwall is constant and 7.6, while it
varies for the contoured endwall depending on the location of the a hole in the endwall. The
coolant to the test section is supplied from a plenum located below the end wall.

Results presented in Figs. 22 to 37 include flow field and air stream temperature
measurements. Figure 21(a) shows the axial location of the pitchwise planes where the
measurements are obtained with the five-hole pressure probe, hot-wire probe, and thermocouple
probe. Six inlet blowing ratios between Min=1.0 and 2.4 are employed for the measurements.
The following table shows the test matrix which was completed for the film cooling
measurements on the contoured endwall. Presently, the infra-red measurements of the film
cooling effectiveness on the contoured endwall are underway. The inlet blowing ratio, Mj, in the
table below is determined based on the definition in [9].

P -P
_ 0,plenum stat,r

tot,r ~ ! stat,r

In Eq. (7), Psair and Py, are the reference quantities from Table 2, and P pienum 1S the
measured total pressure in plenum box for film cooling. The temperature difference between the
main air stream and the coolant is maintained at about 0.0 °C and 20.0 °C during flow structure
measurements and air stream temperature measurements, respectively. The endwall is unheated
and maintained at the adiabatic condition as the thermal conductivity of the endwall material
(which has a commercial name ABS plastic) is very low. The same ambient air as the main
channel flow is used for the film cooling flow. As shown in Fig. 21(b), the ambient air is blown
with a small blower of capacity 3.0 m*/min in a secondary supply circuit where the air passes
over two heat exchangers cooled by the chiller water. The cold air is then blown in the plenum
box and then throug the film cooling holes. Mass flux of the film cooling flow and
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consequently, the plenum pressure can be controlled by adjusting the blower speed with a dc
power supply. The minimum temperature of the coolant flow thus achieved is 10.0 °C, but the
coolant air density p. is nearly the same as the main air stream density p,i: for all the blowing
ratios.

Measurement Test Matrix for Contoured Endwall with Film Cooling (Accomplished)

Measurement Five-hole probe Hot-wire probe Thermocouple probe
location measurement (I) measurement (II)  measurement (I1I)
X6/Cax=0.085 (I, IT) M;p,=1.0, 1.6, 2.0, 2.4 M;ip=1.0, 1.6, 2.0 M;p=1.0, 1.6, 2.0
X6/Cax=0.152 (III)  To/Toin=1.0 T/Toin=1.0 Te/Tin=0.93
pc/pair:1 .0 pc/pair:1 .0 pc/pair:1 .0
X6/Cax=0.424 (I, 1) M;p=1.0, 1.6, 2.0 M;ip=1.0, 1.6, 2.0 M;ip=1.0, 1.6, 2.0
Xc/Cax=0.493 (III)  T/Toin=1.0 T/Toin=1.0 Te/Toin=0.93
pc/pair:1 .0 pc/pair:1 .0 pc/pair:1 .0
Xa/Cax=0.916 (I, II) M;,=1.0,1.3, 1.6, 1.8,2.0, M;=1.0, 1.3, 1.6, Mip=1.0, 1.6, 2.0
X6/Cax=0.954 (11I) 24 1.8,2.0,2.4 Te/Toin=0.93
T/Toin=1.0 T/Toin=1.0 P/Pair=1.0
pc/pair:1 .0 pc/pair:1 .0

Time-averaged Secondary Flow Field (With Film Cooling Flow)

Time-averaged flow structure on the contour endwall with film cooling flow is measured for
the same upstream conditions and in the same passage as those for the baseline case and the
contoured endwall without film cooling case. Also, the same flow measuring probes and
measurement techniques are used for all the cases. The film cooling holes are located in the
passage between the center blade and the blade on the pressure side of the center blade (see Fig.
21). However, the same contour profile is employed in the two passages of the cascade in Fig.
1. Therefore, flow measurements downstream of the cascade where different fields from the two
passages are mixing with each other are not obtained. The contoured endwall has already
shown significant improvement in the flow field. Hence, the results with film cooling flow
presented here are compared with those for the contoured endwall without coolant flow to
report any further improvements in the flow field.

Figure 22 shows the streamwise turbulence intensity for three blowing ratios, Mj,=1.0, 1.6,
and 2.0 at Xg/Cax=0.085. Compared to the no-coolant flow case on the left of the figure, the
turbulence intensity near the endwall increases with the coolant flow. At the same location,
turbulence intensity also increases with the blowing ratio. Most of the coolant jets upstream of
this measurement plane are ejected at an angle to the approaching boundary layer and increase
the turbulence intensity of the boundary layer. At Z/P>-0.30 near the pressure side, distinct
traces of the coolant jets become clearly identifiable by the turbulence intensity contours of
magnitudes greater than 9% as Mj, increases. These jets are issued from the four holes located
just upstream of this location near the pressure side. Similar pattern of turbulence intensity
associated with the coolant jets near the leading edge pressure side are observed by [10]. Also,
note the high turbulence intensity adjacent to junction of the suction side and contoured endwall
especially for Mj,=1.6 and 2.0. This is caused by the jets from holes located near the suction
side at the leading edge. The momentum of these jets increases with the blowing ratio and the
endwall profile dips down at this location near the suction side. Therefore, the coolant jets from
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the holes located upstream of X/C,=0.085 near the suction side lift above the endwall causing
high turbulence intensities adjacent to the suction side.

Figure 23 compares the streamwise turbulence intensity at Xa/Cax=0.424 between the film
cooled contoured endwall cases and baseline contoured endwall with no coolant jet flow. Film
cooling data are presented for M;,=1.0, 1.6, and 2.0. The turbulence intensity contours of
magnitudes greater than 10% at the junction of the suction side and baseline contour endwall
indicate the passage vortex core. At the same location for the film cooling case in Fig. 23, the
turbulence intensity in the passage vortex core decreases for all Mj,. The turbulence intensity in
the passage vortex core is the lowest for Mi,=1.6. This suggests that the coolant flow jets
weaken the passage vortex by opposing the turning of the cross flow near the endwall toward
the suction side. However, the turbulence intensities above the endwall and adjacent to the
suction side are higher for M;,=2.0 than for M;,=1.0 and 1.6. This is caused by the higher
momentum of the coolant jets located upstream of X/C,=0.424 for the blowing ratio M;,=2.0.

The effects of the full coverage film cooling on the flow field are realized when the combined
effects from all the coolant jets are measured at a downstream location of the holes. The
streamwise turbulence intensities near the passage exit at Xg/C.x=0.916 are presented in Fig. 24
for Mij;=1.0, 1.6, and 2.0. The turbulence intensity of 11% and higher near the suction side at
0.05<Y/S<0.30 for the baseline contour endwall in the figure is caused by the passage vortex
core which is elevated from the endwall at this axial position. Here also, it is clearly evident
that the film cooling jets reduce the turbulence intensity in the passage vortex core significantly
and thus, weaken the passage vortex. The area of high turbulence intensity in the vortex core is
also reduced significantly in the film cooling case compared to the baseline contoured endwall
case. The area of high turbulence intensity of 8% and higher at 0.05<Y/S<0.30 appears to be
the smallest for M;,=2.0. The high magnitudes near the endwall-suction side corner for M;,=1.6
and 2.0 are caused by the high momentum coolant jets located near the suction side in the
passage.

Figure 25 shows the mass-averaged streamwise turbulence intensities computed along
constant pitchlines and plotted in the spanwise direction at Xs/C,=0.916. Data are presented for
all six inlet blowing ratios. M;,=0 indicates the data for the baseline contoured endwall case
with no coolant flow. The averaged turbulence intensities decrease from the location Y/S=-0.03
near the dip of the endwall profile to the location Y/S=0.03 near the hump of the endwall profile
at Xg/Cax=0.916. This occurs as most of the boundary layer fluid is swept toward the suction
side, where the endwall dip is located, by the endwall cross-flow. Turbulence intensity then
increase between Y/S=0.03 and Y/S=0.10 because of the passage vortex. Further above the
endwall, average turbulence intensity decreases as Y/S increases. Little differences are observed
in the data between Y/S=0.05 and Y/S=0.40 in Fig. 25. The pitchwise-averaged data at
Y/S<0.05 are slightly higher for Mij;,=1.0, 1.3, and 2.4 than for the rest of the cases. The
differences in the data at Y/S>0.40 are caused the coarse resolution of the measurement grids.
Figure 26 shows the overall mass-averaged streamwise turbulence intensity and axial turbulence
intensity as varied with Mj, at Xg/C,=0.916. The overall average is computed over the area
extended from the endwall to the mid-span. Here also, Mj,=0 is the case for the baseline
contoured endwall. Both the streamwise turbulence intensity and axial turbulence intensity in
Fig. 26 change little with Mi,. This is a desirable result for the film cooling jet configuration as
the overall turbulence intensity changes little for the film cooled endwall compared to the case
for the baseline contoured endwall near the passage exit.
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Normalized axial vorticity Q*C/U,er at Xg/Cyax=0.085 for blowing ratio Mj,=1.0 to 2.0 is
presented in Fig. 27. The vorticity magnitudes of -6 and lower at the corner of the baseline
contour endwall and suction side are caused by the suction side leg vortex. The negative
vorticity at the same location is almost absent in the data at X/C,=0.085 with the film cooling.
The strong positive vorticity of the coolant jets near the leading edge suction side must have
consumed the counter-clockwise rotating suction side leg vortex. The tiny region of positive
vorticity with Q,*C/U,.>2 near Z/P=-0.4 for the baseline contoured endwall indicates the trace
of a very weak and small pressure side leg vortex. However, the Q,*C/U,.£>5 across entire
pitchline above the endwall with the film cooling flow is mostly caused by the coolant jets. As
the momentum of the jets increases with M;j,, the area and magnitudes of these positive vorticity
regions also increase.

Figure 28 shows normalized axial vorticity Q,*C/U,.s at X/Cax=0.424 for M;,=1.0 to 2.0 and
compares the data with the baseline contoured endwall case with no film cooling flow. For the
baseline case, the positive vorticity region and the negative vorticity region above it near the
suction side-endwall corner indicate the passage vortex and suction side led vortex,
respectively. At the same corner for the film cooling case, the area and magnitudes of the
positive vorticity are reduced significantly indicating the weakened structure of the passage
vortex. The location of the positive vorticity region is also slightly elevated at the corner as the
coolant films are injected under the boundary layer. The small region of high vorticity
Q*C/U£>10 adjacent to the suction side for M;,=1.6 and 2.0 is caused by the jets ejected near
leading edge suction side. The signature of these jets adjacent to the suction side (Qx*C/U,£>10)
is also evident in Fig. 27. The signature of the suction side vortex (Q4*C/U,s <0) above the
positive vorticity region near the suction side is completely eliminated for the film cooling case.
This is expected as the suction side vortex is also not evident in the film cooling data upstream
at Xg/Cax=0.085. However, the negative magnitudes of Q,*C/U,r adjacent to the endwall across
the pitchline in Fig. 28 indicates the signatures of the cooling jets. These *C/U,<0 contours
decrease in magnitudes and increase in area as M, increases. Most of jets located upstream of
Xa/Cax=0.424 are ejected in the positive yaw angle direction (see Figs. 1(b) and 21(a)). As the
boundary layer cross-flow travels toward the suction side, it tries to rotate the jet fluids counter-
clockwise creating the negative vorticities in the coolant jets near Xg/Cn,x=0.424. This is
opposite to the mechanism observed at Xg/Cy=0.085 where the jets have positive axial
vorticities as shown in Fig. 27.

The combined effects of all the coolant jets on the axial vorticity are shown in the results of
Fig. 29 for M;;,=1.0 to 2.0. The contour size of the normalized axial vorticity Q,*C/U,.£>6 near
the suction side at Xs/Cyax=0.916 indicating the passage vortex core is much smaller for the film
cooling cases than for the baseline contoured endwall. The positive vorticity magnitudes in the
passage vortex region at Z/P<-0.60 also reduce slightly as M, increases. Also, note that the
location of the Q,*C/U,.£>6 contour is higher in Y/S direction for the film cooling case than for
the baseline contoured endwall case. The small regions of Q,*C/U,.£>6 near the pressure side
for M;,=2.0 are the signature of the coolant jets located near the pressure side. At M;,=2.0, the
momentum of these jets are high enough to remain attached to the endwall down to the location
Xg/Cax=0.916. The negative vorticity region about Y/S=0.30 near the suction side for the
baseline contoured endwall is the signature of the suction side leg vortex and induced wall
vortex [6]. But, the negative vorticity region at the same location and at bottom the corner of the
suction side for the film cooling case are caused primarily either by the remnants of the film jets
or by the induce vortex structures.
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The normalized pitchwise velocity, W/Us at Xg/Cax=0.424 shown in Fig. 30 near the
endwall is increased in magnitudes for the film cooling cases compared that for the baseline
contoured endwall case. The magnitudes near the endwall are also increased as the blowing
ratio M;j, increases from 1.0 to 2.0. This suggests that the strength of the cross flow along the
pitchline is reduced with the film cooling and is reduced further as M;j, increases. As a
consequence, less amount of boundary layer fluid is funneled into the passage vortex and the
secondary flow is weakened and reduced in size as M;, increases, which is also observed in Fig.
28. Figure 31 also shows W/U,s at X/Cax=0.916 for the M;,=1.0 to 2.0. Hers, the negative
W/U,s magnitudes in the passage vortex region between Y/S=0.17 and Y/S=0.30 near the
suction side increases with the film cooling flow compared to that with the no coolant flow
case. However, the negative W/U,.r magnitudes near the endwall region at Z/P<-0.40 decreases
with the film cooling flow and as Mj, increases compared to that with the no coolant flow case
in Fig. 31. This occurs as the cross-pitch flow is strengthened by the film jets located
downstream of X/C,=0.424 which are ejected along the cross flow direction.

Figure 32 shows the total pressure loss coefficients, Cp1oss>0.40 at Xg/Cyx=0.424 due to the
passage vortex is affected little when compared between no coolant flow case and coolant flow
case up to Mijy;=1.6. The region of Cp10ss>0.40 near the suction side-endwall corner becomes
smaller for the higher blowing ratio at M;,=2.0. The distinct small region of C,os>0.50
adjacent to the suction side for Mi;=1.6 and 2.0 is caused by the high vorticity of the lifted jet
from the holes near the leading edge suction side.

The Cploss at X6/Cax=0.916 for the blowing ratios, M;,=1.0 to 2.4 are shown in Fig. 33. The
local Cpios, 1n fact, increases in the passage vortex region between Y/S=0.17 and Y/S=0.30
near the suction side with the film cooling flows compared to that with no coolant flow case.
Since the passage vortex is weakened with the film cooling as evident earlier, the higher Cp joss
must have been caused by the coolant jets as they are lifted from the endwall and mixed with
low energy boundary layer flow. However, the higher momentum of the coolant jets at M;,>1.6
decreases the Cpyoss above the endwall in Z/P>-0.60 which will be further evident in Fig. 34.

Figure 34 shows the pitchwise mass-averaged Cpjoss plot and overall mass-averaged Cploss
plot at X5/Cyx=0.916 for the blowing ratio ranging from 1.0 to 2.4. The baseline contoured
endwall case is also included as M;;,=0. The dotted line in the plots refers to the baseline flat
endwall case. The pitchwise mass-averaged data computed the measured data along constant
pitchline are plotted against the spanwise Y/S direction. The pitch-averaged Cp1oss data for the
baseline flat endwall higher for most of the Y/S than for all the contour endwall cases (with and
without film cooling). In comparing pitch-averaged data for the film cooled contour endwall
with the baseline contoured endwall (M;,=0), the film cooled C, o5 are higher at location
Y/S<0.0. This is probably caused by the losses in the corner vortex which is strengthened by the
film jets. At 0.0<Y/S<0.1, the averaged Cposs are lower for M;,>1.6 than for the other cases.
This is caused by the small magnitudes of local Cpjoss. Note that the averaged Cp10s,<0.0 for the
cases of Mj,=2.0 and 2.4 occurs because the high momentum film jets near the pressure side
increase the local magnitudes of total pressure Py

The overall mass-averaged Cploss In Fig. 34 are computed from the local data between the
endwall and mid-span. Here, the averaged C,joss for all the contoured endwall cases are nearly
half of that for the baseline flat endwall case. For contoured endwall cases, the overall-averaged
Cpiloss are higher for M;;=1.0 to Mj;=1.6 than for M;,=0.0. However, the overall-averaged data
decreases as Mj, increases from 1.0 to 2.4. Note that in defining the C, 55 the coolant plenum
pressure has not been used, and therefore for the film cooling cases, the Cp1oss values represent
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a dimensionless pressure rather than a total loss coefficient. The Cpiloss values with coolant
plenum pressures included will be presented in a later report.

Non-dimensional Flow Temperature (With Film Cooling Flow)

The non-dimensional flow temperature 0r of the measured air stream temperature for the film
cooling case is redefined in Eq. (8) below. The reference temperature in this definition is chosen

oo,
T 0.5%U2 /C, ®)

ref

f

to be the coolant temperature T, which is the lowest temperature in the cascade. In Eq. (5), the
reference temperature is T, i, as the inlet temperature of the flow is the lowest temperature. In
Eq. (8) above, T is the local air temperature measured with the same thermocouple probe that is
used for the data measurements on the heated contoured endwall. Thus, higher magnitudes of 0
indicate the air stream higher above the endwall and lower magnitudes of 0r indicate the air
stream infected by the cold film jets. As mentioned earlier, the endwall is not heated and is
maintained at the adiabatic condition for T measurements with the cold film jets. The results are
presented in Figs. 35 to 37. The pitchwise Z resolution of the measurement grid is 2.0 mm near
the blade surfaces and 4.0 mm at the mid-pitch locations. The spanwise Y resolution is 1.0 near
the endwall and 5.0 mm at the mid-span locations.

Figure 35 shows 0r at Xg/C,=0.152 for M;,=1.0, 1.6, and 2.0. The magnitudes of 0; <325 are
the signature of the cold jet stream above the endwall. The mass flux or volumetric flow rate of
the coolant jet increases with Mi,. Therefore, the region with 6f <325 near the endwall increases
with Mj,. Note that the cold temperature region is bound well within the velocity boundary
layer along most of the pitchline in Fig. 35. The lower 0 higher above the endwall at the suction
side is caused by the lifted jets at this location.

The 0¢ contours for the same blowing ratios M;,=1.0 to 2.0 at X/C.x=0.493 are shown in Fig.
36. Here also, the region of 6y <325 identifying the coolant jets increases with Mi,. The
magnitudes of 0r also decrease with increasing Mi,. Nine distinct regions of 0y <175 for Mj,=1.6
and 2.0 identify nine coolant jets located upstream of Xg/C,=0.493. The 6¢ contours near the
endwall change little for M;,=1.6 and 2.0. The data in Fig. 36 also show that the low
temperature fluid remain close to the endwall across the entire pitchline for Mi,>1.6.

The 0¢ contours at Xg/Ca=0.954 in Fig. 37 show that 8; magnitudes decrease significantly
above the endwall across the pitchline as M, increase from 1.0 to 2.0. Near the suction side,
0,<325 extends up to Y/S=0.22 as the cross-flow and passage vortex lifts the cold boundary
layer fluid and coolant jets higher above the endwall. The low temperature blanket above the
endwall with 0,<275 at Z/P>-0.40 are the thickest for M;,=2.0 because of the higher mass flux in
the coolant jets ejected from the locations near the pressure side.
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COMPUTATIONS & RESULTS

Calculations are performed with the commercial code FLUENT. Grid generation is done
using GRIDPRO. The number of grid points used is generally over one million with near-wall
stretching of the grid points toward the bottom end-wall. Realizable k-¢ with two-layer near
wall turbulent model is employed to simulate the flow. The grids are made fine enough near the
walls so that the y+ values are below unity. The computations are performed for the same GE-
E’ first stage blade passage as in the experiments.

Several endwall contour configurations are simulated. The results presented here are only for
the same contoured endwall as in the measurements since this configuration was shown to be
the best in the numerical optimization studies. The summary results for the other contour
configurations are presented in Table 3 of this report. Inlet flow conditions and cascade
geometric parameters employed for the blade passage domain are obtained from Tables 1 and 2.

The results presented here are obtained in the computational domain and pitchwise planes as
shown in Fig. 38. The domain spans one pitch distance in the pitchwise direction and 1.361C,
upstream of the leading edge and 1.103C,; downstream of the trailing edge. The baseline
computation results are also included for the comparison. Figure 39 shows the static pressure
coefficients C,. on the endwall. The coefficients are computed from Eq. (2). The C,. values
increase on the suction side at X/C,<0.50 for the contoured endwall compared to baseline case.
At this location, the elevation differences from the pressure side to suction side are significantly
high on the contoured profile. This reduces the pressure gradient in the pitchwise direction in
this location with the contoured endwall. However, C,. values downstream of Xg/Cax=0.50
near the suction side, where passage throat is located, decrease slightly for the contoured
endwall compared to the baseline case.

The effects of pressure gradients in the pitchwise direction directly affect the pressure and
suction side leg of the leading edge horseshoe vortex as illustrated in Figs. 40 and 41. These
results are presented in the pitchwise plane at X/C,=0.036 that is located close to the blade
leading edge. In these figures, the blade surface on the right hand side is the pressure side and
on the left hand side is the suction side. Streamlines for the baseline case in Fig. 40 show the
counter-clockwise rotating pressure side leg vortex structure between 0.0<Z/S<0.025 and
0.05<Y/P<0.35. A clear structure of the suction side leg vortex for the baseline case is not
evident. The streamlines above the contoured endwall between 0.07<Z/S<0.15 and
0.05<Y/P<0.35 complete only half turn of a vortex structure and indicate weak formation of the
pressure side leg vortex. The streamlines on the contoured endwall suction side are curled
downwards in contrast to the baseline case. The strength of these vortex structures are shown in
the normalized axial vorticity in Fig. 41. The values of Q,C/U,.£>35 located very close to the
endwall are associated with the near-wall boundary layer flow. The normalized vorticity in the
pressure side leg vortex region is significantly smaller for the contoured endwall than for the
baseline indicating again a very weak pressure side vortex structure. This is consistent with the
measured data presented earlier. However, the Q,C/U,s magnitudes on the suction side are
higher for the contoured endwall case. As mentioned earlier, the two-dimensional vorticity
does not provide a complete structure of the three-dimensional vortex system in the passage.

Figure 42 presents the streamlines superimposed on normalized axial vorticity QC/U,r at
X/Cy=0.20. In the plots, the presence of cross flow from suction to pressure side of the blade is
clearly seen for both the baseline case and contoured endwall case. Additionally, the formation
of a roll up vortex (counter-clockwise rotation) near the pressure side is due to the pressure side
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leg vortex in both cases. Comparison of the vortex roll up and the magnitude of the vorticity of
the both cases reveal that the contoured endwall reduces the strength and size of the secondary
flow significantly near the pressure side. Note that the contoured endwall shows the boundary
layer separation at Y/P~0.20 near the wall; this is clear from the zoomed-out view of the
streamlines. This particular phenomenon is absent for the flat endwall.

The streamlines superimposed on normalized axial vorticity contours at X/C,=0.80 are
presented in Fig. 43. The magnitude and the size of the secondary vortices indicated by
C/U.£>4.0 near the suction side decrease in case of the contoured endwall compared with the
baseline case. Though the vorticity contours reveal the strong generation of secondary vortices
i.e. the passage vortex, the streamlines in the 2-D plane do not clearly exhibit the vortex roll-up
as seen at an upstream location (see Fig. 42). This suggests a more 3-dimensional and diffused
structure of the vortex. The streamline curvature seen near the baseline endwall-suction side
corner is reduced for the contoured endwall case.

The total pressure loss coefficient Cpyjoss at X/Cox=0.80 plane for the baseline and the
contoured endwall is compared in Fig. 44. The region of high Cposs at the suction side
indicates the location of the passage vortex. The distribution of peak region of the loss
coefficient is seen to be altered due to the contoured endwall and its location moves towards the
bottom endwall. The magnitude of the peak coefficient is seen to be lower for contoured
endwall. However, the overall (area averaged) total pressure loss coefficient for baseline and
contoured endwall are computed to be about the same, 0.2164 and 0.2176, respectively. The
decrease in the spatial pressure gradient for the contoured case, however, indicates the
effectiveness of the three-dimensional endwall in reducing the cross flow locally.

Figure 45 illustrates the non-dimensional turbulent kinetic energy distribution in the
pitchwise plane at X/C,=1.20 located downstream of the blade trailing edge. As evident, the
drop in turbulent kinetic energy is distinct everywhere for the contoured endwall compared to
the baseline case. The kinetic energy about Y/P=0.0 near the contoured endwall also decreases
relative to the baseline case.

The normalized axial vorticity contours along with the streamlines are plotted at X/C,=1.20
plane in Fig. 46. The vorticity contours show the presence of high vorticity region (QxC/Us
>2.0) at 0.02<Z/S<0.23 for baseline and at 0.02<Z/S<0.15 for contoured endwall. The
vorticities in the passage vortex for the two cases are further compared in the line plot at
Y/P=-0.1 in Fig. 46. In this plot, the higher Q,C/U,s between Z/S=0.10 and 0.25 for the
baseline indicates that the size of the passage vortex for the contoured case is still smaller far
downstream in the blade passage.

The contours of the total pressure loss coefficient at X/C,=1.20 for the baseline and
contoured endwall are compared in Fig. 47. The closed contour lines represent the passage
vortex here. Both the cases show almost identical magnitudes of the pressure loss. However,
the center of the peak Cp 055 for the contour endwall moves towards the endwall. The magnitude
of peak is also lower for the contoured case. The area-averaged Cpyoss are 0.2528 and 0.2474 for
the baseline and contoured endwall, respectively, at this plane. It is seen that at the upstream
location X/Cyx=0.80 the total pressure loss is less for the flat endwall. With the increase in the
axial distance, the cross flow weakens by the action of imposed pressure field created by the
contouring of the endwall and this results in lower Cp joss-

To get a clear idea about the near wall flow structures, surface streamlines are generated
using the two components of shear stresses and shown in Fig. 48 for the baseline and contoured
endwall. Because of the formation of horse-shoe vortex ahead of the blade leading edge, the
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streamlines near the surface shows the separation line and saddle point. However, the position
of the saddle moves farther inside the passage and the separating line pattern is different for the
contoured endwall. Also, the distinctive separation line along the suction side of the baseline
case is not clearly evident on the contoured endwall. Further note that the streamlines inside the
passage are directed more toward the axial direction for the contoured endwall case than for the
baseline case. This is a clear evidence of the weakened cross flow in the near wall region and is
caused by the smaller pitchwise pressure gradient on the endwall for the contoured endwall case
(refer to Fig. 39).

Figure 49 compares the endwall Nusselt numbers between the baseline and contoured
endwall case. It is clearly seen that the flat endwall has larger region of high Nu around the
blade leading edge region, particularly on the suction side. The leading edge horse-shoe vortex
system is advected by the strong cross flow in the blade passage and forms three-dimensional
pressure-side leg vortex and suction-side leg vortex systems. The contour endwall profile
weakens the horse-shoe vortex and results in lower Nu at the leading edge region. As the flow
accelerates towards the throat area because of the narrowing passage area, the heat transfer is
enhanced. However, the region of high Nu found along the baseline throat area is reduced
significantly for the contoured endwall. In the throat area itself, the peak Nu value is higher on
the contoured endwall than on the baseline endwall. This is due to the fact that the flow
accelerates locally in the throat area more for the contoured endwall because of the additional
reduction in the flow area. The overall (area-averaged) Nusselt number is calculated to be 736
and 678 for the baseline and contoured endwall, respectively, thus giving a reduction of 8% in
the average Nu for the contoured endwall.

Table 3 provides the summary of computed area-averaged Nusselt number and total pressure
loss coefficient Cpiloss across the blade passage for several contoured endwall profile. The
pitchwise variation for all the contoured profiles is the same as that given in Fig. 2(a). The table
shows the axial variation of the contoured profile in each case. X, is the distance of the peak
height in the axial curve from the blade leading edge. X4 is the distance between the peak height
in the axial curve and the end of the profile. Z is the height of the final non-axisymmetric
endwall profile which is generated by combining the pitchwise profile and the axial profile. As
shown in Table 3, case 9 provides the optimum results in terms of average Nu and Cpyjoss. All
the results presented earlier are obtained with this profile.

CONCLUDING REMARKS

A three-dimensional non-axisymmetric endwall has been designed and tested both
numerically and experimentally in the atmospheric cascade facility. Measurements are also
obtained with the full coverage film cooling with the coolant holes located and oriented
strategically in the contoured endwall. The performance of the endwall is compared first with
that of a flat endwall with respect to heat transfer and secondary flow structure. The
performance of the film cooling-hole configuration is then compared with that of the contoured
endwall without film cooling. The following are the main conclusions drawn from the present
work.

Contoured endwall without film cooling:

1. The three-dimensional endwall is found to be effective in bringing down the total
pressure loss across the blade passage.
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2. The strength and size of the secondary vortex flow reduces with the contoured endwall.

3. The heat transfer along the contoured endwall is lower compared with the flat endwall.
The reduction in both the total pressure loss and heat transfer is a consequence of the
decrease in the near-wall pitchwise pressure gradient.

Contoured endwall with film cooling:

1. The suction side leg vortex is completely eliminated and the passage vortex strength is
reduced with the film cooling compared to that with the baseline contoured endwall.

2. Mass averaged total pressure loss is decreased with film cooling when the inlet blowing
ratio is greater than 1.60 compared to that with the baseline contoured endwall.

3. Overall total pressure loss at the passage exit for the contoured endwall with and
without film cooling is nearly half of that measured for the baseline flat endwall.

4. The cold film cooling jets can blanket the contoured endwall across the entire pitchline
better at the higher inlet blowing ratios, Mj,=1.60.

Presently, experiments are underway to measure the film cooling effectiveness on the
contoured endwall in the atmospheric blade cascade facility. Measurements are being obtained
at different blowing ratios but at a constant coolant to main stream temperature ratio of 0.93.
Soon, the contoured endwall will be replaced by a flat endwall with the film cooling holes. The
same configuration of the cooling-hole geometry as in the contoured endwall is employed in the
flat endwall. Measurements will be also obtained with the leading edge fillets placed on the film
cooled flat endwall. The same fillets that were employed in the earlier measurements will be
employed.

Also, a high speed blow down facility has been completed where two-dimensional section of
the GE-E® first stage vane is undergoing tests. The vanes, with a scaling factor of 1:1, have
been fabricated in the stereo-lithography printer at LSU. The experiments being conducted
include the axial contouring of upstream bottom endwall and in-passage bottom endwall of the
vane cascade test section. In addition, the film cooling effectiveness with film holes located
upstream of the vane passage inlet is being measured with and without contouring of the
endwall. The upstream contour has already been installed and measurements are in progress.
The computational results in the vane passage with axially contoured endwall have already been
reported in the previous reports. These results were used in selecting the test profile for the
present measurements

In addition, a hot cascade facility built by General Electric (designed by Dr. Ron
Bunker), is being set up. A no-cost extension request has been filed with SCIES to enable the
hot cascade tests to be completed.
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Tablel: Cascade Geometric Parameters

Actual chord length, C (cm) 35.86
Axial chord length, Cax (cm) 30.36
Aspect ratio (true chord length to blade span), C/S 0.77
Solidity ratio (true chord length to blade pitch), C/P 1.23
Flow inlet angle (degrees) 0

Table 2: Upstream reference properties for measurements and computations

Average upstream reference velocity, Uer (m/s) 10.10 (measurements)
10.26 (computations)
Inlet Reynolds number, Re;, 2.30x10° (measurements)
2.33x10° (computations)
Average reference static pressure, Pyair (Pa, gage) -138.0 (measurements)
-40.0 (computations)
Average reference total pressure, Pior, (Pa, gage) -78.0 (measurements)
25.0 (computations)
BL thickness, 6 (mm) 44.0 (measurements)
29.0 (computations)
Disp. thichness, 61 (mm) 5.5 (measurements)
Mom. Thickness, 62 (mm) 4.3 (measurements)
Thermal boundary layer thickness (mm) 28.0 (measurements)
18.0 (computations)
Stagnation temperature, T, i, (K) 302
Stagnation pressure, P, i, (Pa) 1.013x10° (measurements)
Upstream streamwise turbulence intensity 4.0%
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Fig. 1(a): Schematic of the cascade test facility and blade orientation in the test section.
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Figure 2(b): Non-axisymmetric endwall profile height obtained from the curves in Fig. 2(a).
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Figure 9: Normalized axial vorticity, Q4C/U,.s in pitchwise plane at X/Cax=0.085 for baseline
and contoured endwall.
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Figure 10: Normalized axial vorticity, QxC/Us.r in pitchwise plane at Xg/Cax=0.916 for baseline
and contoured endwall.
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Figure 11: Normalized pitchwise velocity, W/U,¢ in pitchwise plane at Xg/C,=0.424 for
baseline and contoured endwall.
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Figure 12: Normalized pitchwise velocity, W/U,r in pitchwise plane at Xg/Cy=0.916 for
baseline and contoured endwall.
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Figure 13: Flow Yaw angle (degree) in pitchwise plane at Xg/C,x=0.424 for baseline and
contoured endwall.
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Figure 16: Total pressure loss coefficient Cp 1055 1n pitchwise plane at Xg/Cax=0.916 for baseline
and contoured endwall.
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Figure 22: Streamwise turbulence intensity (%) in pitchwise plane at Xg/C,=0.085 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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Figure 23: Streamwise turbulence intensity (%) in pitchwise plane at Xg/Cy=0.424 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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contoured endwall without and with film injection at inlet blowing ratios Mj,=1.0 to 2.4.
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contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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Figure 28: Normalized axial vorticity, (*C/U,s in pitchwise plane at Xg/C,=0.424 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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Figure 29: Normalized axial vorticity, (*C/Us in pitchwise plane at Xg/C,x=0.916 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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Figure 30: Normalized pitchwise velocity, W/U,s in pitchwise plane at Xg/Capx=0.424 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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Figure 31: Normalized pitchwise velocity, W/U,s in pitchwise plane at Xg/Capx=0.916 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.

55



Cntao:s))s 01 02 03 04 05 06 07

Cooss 01 02 03 04 05 06 07
0.34

05 -04 -03 -02 -01

ZIP
1 0.3
0.2
0.2
/2]
— w
»= 0.1 0.1

0-/‘//’{\\/ i

1 I 1 1 T T T T T T
-05 04 -03 -02 -01 0.3-
Suction side ZiP Pressure side
Contoured endwall without 0.2
film injection
)
> 0.1
N j/ﬂ?f
M;,=2.0
] @,@
05 -04 -03 -02 -01
Suction side ZiIP Pressure side

Figure 32: Total pressure loss coefficient, Cploss In pitchwise plane at Xg/Ca.x=0.424 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.0.
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Figure 33: Total pressure loss coefficient, Cploss In pitchwise plane at Xg/Cax=0.916 for
contoured endwall without and with film injection at inlet blowing ratios M;,=1.0 to 2.4.
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Figure 35: Non-dimensional fluid temperature, 0 near endwall at X/C,=0.152 for contoured
endwall with film injection at inlet blowing ratios Mj,=1.0 to 2.0.
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Figure 36: Non-dimensional fluid temperature, 6r near endwall at X5/C,=0.493 for contoured
endwall with film injection at inlet blowing ratios Mj,=1.0 to 2.0.
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Figure 37: Non-dimensional fluid temperature, 6r near endwall at X5/C,=0.954 for contoured
endwall with film injection at inlet blowing ratios Mj,=1.0 to 2.0.
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Figure 41: Normalized axial vorticity Q,C/U,r in pitchwise plane at Xs/Cax=0.036 for baseline
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Figure 42: Streamlines superimposed on normalized axial vorticity in pitchwise plane at
Xa/Cax=0.20 for baseline and contoured endwall (computations).

120 8.0 -+0 00 +«O0 20
0.30 o - P -120 €0 40 00 40 80
0.20 = nzof — = ] =
m — Y ——m
= . — 1 = E
d ot — ————H# o ———
E "ot E! E
0.10
oook
0.00 =5e 0.00 0z2s 0.50 025 0a0
VP Y P
Baseline Contoured endwall

Computations

Figure 43: Streamlines superimposed on normalized axial vorticity Q4C/U,rin pitchwise plane
at X/C,=0.80 for baseline and contoured endwall (computations).
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Figure 44: Total pressure loss coefficient Cpyjoss In pitchwise plane at Xg/C,=0.80 for baseline
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Figure 46: Streamlines and normalized axial vorticity QC/U,r in pitchwise plane at
Xi/Cax=1.20 for baseline and contoured endwall (computations).
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Table 3: Summary Results (Computational) for Several Contoured Endwall

Profile
Cases Axial variation of contoured endwall Geometric narameters(m) and Average Results
1 Flat Endwall (Baseline) Nu= 736. Catinee = 0.2592 (exit plane)
2 c : ‘ X.=0.21, X4=0.15
E X, i X, Endwall height, Zmu=0.039m , Zpnin=-0.047m
- | 1 Nu= 710, Cpyoss = 0.2674 (exit plane)
3 g - | | 3 X=0.18, X4=0.18, Z,,=0.039, Z,in=-0.046
@ - | | Nu= 709, Cp0ss = 0.2641 (exit plane)
4 % _ } | | X=0.16, X4=0.2, Znx=0.039, Z,in=-0.045
t ;_ : eading Edge of the Blade : Trailing Edge eBI‘éde Nu: 7049 Cnt.loss = 0~2599 (eXlt Dlane)
5 : / l 3 3 X=0.13, X34=0.23, Znax=0.039, Z,in=-0.045
Y s sz‘ B Nu= 697, Cp10ss = 0.2603 (exit plane)
Streamwise Distance (m)
6 Xu=0.16, X4=0.16, SL=0.07, Z,.x=0.019,
- Zmin=-0.023
! Nu= 691, Cp10ss = 0.2585 (exit plane)
!
7 :
; X=0.16, X4=0.16, SL=0.07, Z,x=0.029,
} Zmin=-0.035
o Nu= 678, Cpl0ss = 0.2589 (exit plane)
3 L x X, ; X=0.15, X3=0.21, Z12x=0.039, Z,in=-0.046
o C A | Nu= 689, Cp10ss = 0.2596 (exit plane)
it/ |
s b/ | |
9 g - l | | X=0.10, X4=0.34, Z,1,,x=0.039, Z.,in=-0.046
gF i | | Nu= 678, Cpiioss = 0.2548 (exit plane)
T | | |
:— Le ‘ Tralg Edge of the B:Iade
B R—Y 02 03 04 05
Streamwise Distance (m)
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Abstract

Under the Advanced Gas Turbine Systems Research — High Efficiency Engines and Turbines
(AGTSR-HEET) program, Virginia Tech is developing reduced order models and control
methodologies for ultra-lean premixed combustion dynamics. Specifically, the study includes the
measurement and modeling of heat release dynamics, equivalence ratio fluctuations, high
temperature acoustics, and lean blowout dynamics. Methodologies to control flame stabilization
and thermoacoustic instabilities are also being investigated.

This report contains a detailed description of the activities which were executed in May-
November 2005. The emphasis of the work was on advancing reduced order models of the
various parts of the system, i.e., the combustor/flame, the acoustics, and the mixing process.

The activities follow the original plan as outlined in the proposal. The report also includes a
work plan for each task for the period December 2005 through May 2006.
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1 Introduction

For the HEET program, ultra-low emissions (defined in this proposal as single digit NO, and
CO) are one of the strongest driving forces. Under the prior ATS program, this led to the choice of
LP combustion, with ever increasing attempts to push the lean limit of operability. Lean operation
has in turn led to the occasional occurrence of combustion oscillations. In this situation, a burner
that has been designed for “static” operational conditions is being used under dynamic conditions,
as manifested by velocity fluctuations, equivalence ratio fluctuations, and unsteady heat and mass
transfer. Therefore, reduced order models development for ultra-lean combustion must address
both static and dynamic flame stability, as well as combustion oscillations.

There is currently a debate in the combustion community about the efficacy of reduced-order
models versus CFD models for combustor design. It is believed that highly complex CFD models
will ultimately deliver the most accurate predictions of dynamic behavior in combustors. However,
even if one assumes that available transient, reacting CFD codes are accurate; such models are
unwieldy and extremely time-consuming when used as an iterative design tool. The proposed
project, therefore, focuses on so-called “reduced-order models.” The two key reasons for this focus
are the natural link between achievable experimental measurements and reduced order models, as
well as the easy transformation of reduced order models into linear stability models. Stability
prediction is urgently needed by virtually al gas turbine designers, particularly for ultra-lean
combustor designs.

Although it is relatively easy to qualitatively “explain” why instabilities might tend to occur
under certain conditions and at certain frequencies, the problem of accurate prediction is much
more difficult. Our approach to combustor stability predictive tools is based on systems theory and
models the instability feedback loop as an interconnected set of subsystems, each corresponding to
arelevant physical mechanism. For accurate stability prediction, it is absolutely necessary that all
subsystem (dynamic) models accurately characterize the gain and phase versus frequency behavior
of the actual subsystem in physical units. For example, it is not enough to show that a model
predicts the trends of a voltage observed at the output of a transducer responding to heat release rate
— it is necessary to accurately predict the total heat release rate in J/sec. It is obvious, therefore, that
the current knowledge in this area needs to be advanced and the work tasks outlined in the
following sections describe how this will be accomplished.

Ultra-lean premixed combustor operation is significantly more susceptible to lean-blowout of
the flame. Thus, this project seeks to understand better the critical parameters that define both static
and dynamic flame stability, with particular emphasis on the dynamic coupling between
combustion oscillations and dynamic stability of the flame and the effects of fuel variability on
these phenomena. Through a series of experiments dynamic models will be progressively defined
in order to predict critical dynamic velocities that must be maintained in the combustors to ensure
stable operation.

Several control strategies, including passive, active, and a blend of both, will then be
considered in order to demonstrate the feasibility of extending the limits of flame stabilization
while simultaneously minimizing the occurrence or severity of combustion oscillations during ultra-
lean combustor operations.

The payoff from successful development of the types of models proposed here is enormous for
the gas turbine community since such models will lead to predictive capabilities that can rapidly
discern whether a specific combustor design is susceptible to unstable operation at any operating
conditions. The great attraction of these tools is the potential significant shortening of the
development cycle.



2 Executive Summary

The central goal of the proposed project is to develop dynamic models for ultra-lean
combustion in gas turbine engines. Ultra-lean combustion is intended to satisfy single-digit

NO, emission goals without degrading CO emissions across a range of operating conditions. The

primary obstacles to achieving successful ultra-lean operation for HEET platforms are static and
dynamic flame stabilization (i.e. lean blowout), as well as thermoacoustic instabilities. To answer
this need, this project will develop design-oriented modeling techniques that describe the flame-
holding and thermoacoustic combustion subsystems based on aerodynamic, geometric, and various
operating condition data. These models will then be utilized to develop passive energy absorption
strategies or active control systems that reduce occurrence and level of instabilities and enhance the
lean blowout limits. The proposed effort will encompass a broad range of HEET interests
including: flame stabilization, LBO, reduced-order modeling, dynamic effects of fuel variability,
and control system design. The project will be executed in combination and with active
participation of willing IRB members. A university-sponsored workshop will be held at the
conclusion of the project to facilitate the transition of the modeling tools to industry engineers
working on ultra-lean combustor design.

As was stated earlier, we promised that the goals of the project will lead to marked
improvements in reduced-order modeling capabilities via new investigations of: 1) three
dimensional finite element acoustic models versus duct acoustic models, 2) effects of fuel
variability on ultra-lean combustion stability; and 3 ) system models that illuminate passive and
active stabilization strategies for ultra-lean combustor operation.

The specific activities undertaken during the reporting period included:

1. Acquired al data for equivalence ratio fluctuations effect on flame dynamic heat release
rate for natural gas.

2. Acquired FRFs for velocity (mass flow rate) fluctuations and equivalence ratio fluctuations
for propane.

3. Developed a ROM for flame dynamics using an unsteady WRS (Well stirred reactor)
modeling approach.

4. Developed amodel for turbulent mixing and time lag of dispersion of f (pulse.

5. Assembled afinite element acoustic code with real boundary conditions for the turbulent,
swirl-stabilized laboratory combustor.

Executed code and compared with measurements.

The work plan for the period Nov 2005-May 2006 includes the following items:
1. Completion of a3-D finite element model for the hot combustor acoustics.

2. Develop model of coupled combustion — acoustics, i.e., closed loop, based on FRF's
obtained for the combustor acoustics and flame dynamics.

Acquire dynamics data for fuel variations, hydrocarbons and bydrogen.

Based on ROM of combustion dynamics develop control algorithm.



3 Project Description

3.1 Quantifying Heat Release Dynamicsfor Turbulent Swirled, Premixed, Lean
Flames (Task 1).

Objectives: Thistask focuses on obtaining the frequency-resolved response of the heat release
rate, in physical units, to perturbations in mass flow rate and equivalence ratio. Using the
experimental frequency response, physics-based, reduced-order models will be derived. The
models will then be validated on self-excited combustors in the Virginia Active Combustion
Control Group laboratory, the National Energy Technology Laboratory, and in industry.

Methodology: To accurately measure heat release rate, Tunable Diode Laser Absorption
Spectroscopy (TDLAS) and chemiluminescence will be used simultaneously. TDLAS methods
will be used to measure the unsteady temperature of the products in the immediate post-flame zone.
The temperature measurement is based on the ratio of the absorption of water lines at 1392 nm and
1343 nm. In this manner, the sensible part of the change in enthalpy can be obtained. Hydroxyl
radical (OH*) chemiluminescence has been shown to be an excellent indicator of chemical heat
release rate in premixed flames. Thus, it will be used to determine the chemical reaction
contribution to changes in enthalpy. Both measurements will enable true characterization of the
acoustic driving source term for thermo-acoustic instabilities.

In practical LP gas turbine combustors the onset of TA instabilities/oscillations involves
fluctuations in both mass flow rate € and the equivalence ratio, f'. Therefore the dynamic
response of the flameto M and f must be captured. Fluctuations in both will be imparted on the
flow. rfluctuations via a large speaker, and f' with a high frequency on/off meso value. The
fluctuations are quantified with an acoustic intensity meter and 3.39 nm absorption.

3.2 Modeling TimeLag and Dispersion of Equivalence Ratio Variations (Task 2).

Objectives. This task focuses on investigating the effect of time lag on flame stability and
dynamics. The time lag is defined as the time for a perturbation in equivalence ratio to result in a
perturbation in heat release rate. The effect of diffusion and turbulent mixing on equivalence ratio
variations will also be studied.

Methodology: Methane absorption of an infrared Helium-Neon laser will be used to measure
variations in equivalence ratio. The equivalence ratio will be modulated through a system
employing high-frequency solenoid valves, rotating valves, voice coils, or loudspeakers. The effect
of equivalence ratio variations on heat release rate will be measured via chemiluminescence and
TDLAS methods, as described previously. The time lag will be measured as the time from when a
perturbation is given to the equivalence ratio to the time a response is observed in heat release rate.
Computational Fluid Dynamics (CFD) will be used to model the velocities and flame location in the
combustor. This information can then be used to solve for the convective time lag and compare to
the experimental values. Using this data, observations can be made on the effects of time lag on
flame dynamics and gdability. These observations will then be incorporated into reduced-order
models. As in other tasks, the experimental methods will be verified on the laminar burner before
beginning work on the turbulent burner.

3.3 High Temperature Acoustics Validation (Task 3).

Objectives: Using experimental data acquired from actuator excitations and flow noise, 3D
FEA acoustical models for both cold, no-flow and actual operating conditions will be verified.

Methodology: FEA models of combustor acoustics, with ability to handle complex boundary
conditions, and combustor CAD models as inputs will be developed. Recent experience in
formulating FEA models of industrial combustors will serve as a baseline. Goals include
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developing a neutral file format for sharing geometric data, integration with CFD models, and
developing guidelines for partitioning models.

3.4 Premixed Flame Stabilization and L ean Blowoff Limits (Task 4).

Objectives: Thistask will focus on the measurement and modeling of static and dynamic lean
blowoff limits over a range of operating conditions.

Methodology: The flame dynamics measurements will be extended to the lean blowoff limits.
In addition, a system will be implemented to force fluctuations in equivalence ratio. The impact of
equivalence ratio perturbations on flame stability will be investigated.

3.5 Prediction of Combustor Instabilities and Dynamic LBO (Task 5).

Objectives: The entire modeling methodology will be validated through prediction of
combustion instabilities and lean blowoff limits on various combustors. Reduced-order models will
be applied to VACCG test combustors, the NETL rig, and the Solar Turbines test rig.

Methodology: Using models for combustion system components developed in the preceding
tasks, a model of the combustion instability feedback loop will be built for the target combustors.
Stability predictions will be compared to experimental data over a wide range of operating
conditions.

3.6 Control of Unsteady Combustor Operation (Task 6).

Objectives:  Control unsteady combustor performance, i.e., TA instabilities and flame
stabilization

Methodology: use developed ROM to design a control methodology for combustor
stabilization over the whole equivalence ratio range. Pulsed pilots an main fuel, and staged
premixed flames, will be considered.

4 Experimental

4.1 Experimental Apparatus

The experimental apparatus employed in continuing pursuit of quantifying heat release
dynamics in turbulent, swirled, premixed, lean flames (task 1) is detailed in the Semi-Annual
Activity Report for the period of May 2003-November 2003. A description of this apparatus in
brief follows, with a schematic available in Figure 4.1. For the studies of flame dynamic response
to velocity perturbations, an acoustic driver is used to generate a perturbation at a single frequency.
The perturbation in velocity is measured with a two-microphone probe located around five inches
below the flame. The pressure fluctuations measured by this probe are converted into velocity
fluctuations according to the one dimensional form of Euler's equation written in the direction of
the flow. The response of the flame heat release rate to this excitation is obtained through
Hydroxy! radical chemiluminescence, measured via emission from the flame by a photomultiplier
tube.

While fuel flow fluctuations were still measured using the methane laser absorption setup, a
Matrix solenoid valve was added to the system to provide actuation for two radically opposed fuel
injectors which introduced a fuel jet, creating equivalence ratio perturbations. The injectors were
located at the same axial location as the two microphone probe, directly upstream of the swirler.
The perturbations were introduced with the valve operating at a fixed frequency and a 50% duty
cycle. The magnitude of the fuel pulses was approximately 10% of the premixed fuel flow.
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Figure 4.1 - Frequency response function to velocity perturbations for varying egquivalence ratio
4.2 Data Acquisition and Observed Results

Tests were performed using LabView data acquisition software to control the speaker and fuel
supply valve, which provided the fluctuations. Measurements were taken at several equivalence
ratios for each of the perturbation types. Perturbations were introduced at a single frequency, while
time-traces were stored for measurement of the perturbation and the flame heat release. The
frequency of perturbation was varied from 10 to 400 Hz at a 10 Hz interval and data from the input
and output signals experiencing this perturbation were stored. A time trace of 180000 data points
on each channel at a sampling frequency of 3600 Hz was taken at each excitation frequency. When
the frequency of perturbation was varied, 15 seconds were alowed prior to taking more data to
allow transients to die out. The data was then processed at each frequency of excitation, calculating
the transfer function by determining individual Fourier coefficients. The Fourier coefficients were
then combined to form the full band transfer function.

The trends in this data with changes in frequency were validated through comparison to data
obtained from the raw voltage signals by a Hewlett Packard spectrum analyzer. In the case of
equivalence ratio perturbation, the HP measured signal had some uncertainty due to the inability to
account for changes n the reference intensity, but trends still showed good agreement. Further,
tests were carried out to validate the trends across mean equivalence ratio by fixing the frequency
of excitation and varying the equivalence ratio. This helped to ensure there was no corruption in
the data due to day-to-day variations in ambient environment or other factors. As before, in the
case of equivalence ratio fluctuations, the inability to account for variations in reference intensity
introduced some uncertainty, but still allowed for an overall increase in measurement confidence.

In the case of velocity perturbations, full transfer functions including coherence were found
over the equivalence ratio range of 0.48 through 0.63. The leanest case was the stabilization limit
for the flame in this experimental setup. Results for ultralean conditions showed higher scatter and
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lower coherence due to the reduced overall flame heat release and intrinsic fluctuations present as
the flame began to flicker. All of the test conditions were checked for repeatability.
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Figure 4.2 Freguency response function to velocity perturbations for varying equivalence ratio
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4.3 Frequency response function to equivalence ratio perturbations for varying mean
equivalence ratio

The FRF data for the flame has a low pass characteristic. The data for richer equivalence ratios
exhibit a slight peak immediately before rolling off around 100 Hz. This peak remains stationary
until very lean equivalence ratios are reached. The break frequency and the low frequency
magnitude decrease with decreasing equivalence ratio and the falloff becomes steeper. An acoustic



resonance is present in the system around 180 Hz and accounts for the dip in coherence at this
point. Higher order dynamics are evidenced near 200 Hz and 300 Hz, especialy in the richer cases.

Phi perturbations were introduced with equivalence ratio varying from 0.50 to 0.70. Again, low
pass filter behavior was evidenced. In this case theinitial band and roll off around 100 Hz appeared
to be first order, though as with the velocity data, some higher order dynamics were present,
especialy at higher frequencies. A very small magnitude drop was observed with the decrease in
equivalence ratio, particularly toward the leanest cases. A shortening bandwidth with decreasing
equivalence ratio is also clearly evidenced by the data at |ean equivalence ratios. The maximum
drop for the richest cases was around 20 dB while the drop for leaner cases was significantly
greater.

4.3 Planned Activitiesfor Next Six Months

Further work in the direction of this task lies in the quantification of flame dynamics for
varying fuels. This has important applications in the area of robust combustor design, with
particular interest as a result of attempts to design combustors for medium BTU fuels. While
varying blends of hydrocarbons yield one potential experimental area, application of similar
technigues to measure dynamics of hydrogen combustion provide another direction of interest.

The most immediate work to be carried out is the investigation of the dynamic response of
turbulent, premixed, swirl stabilized propane flames to perturbations in equivalence ratio and
velocity. The experimental setup required for this study isidentical to that required for natural gas.
Blends of natural gas and propane will also be considered to evaluate the effect of fuel variability
on the flame dynamics, yielding a beginning at understanding of the generalized effect of fuel
composition on flame dynamics.

For reasons of expediency, the tasks dealing with LBO, 4 and 5, will be folded into the present
both experimentally and in model devel opment.

5 Turbulent Mixing and Convective Time Delay (Task 2)

51 Motivation

Dynamic variations in the fuel-air ratio and the transport delay associated with these variations
are important characteristics of the overall combustion system model. In this section we investigate
a simple model for turbulent mixing and transport, discuss the experimental measurements of these
effects on a test combustor, and show that the model can be used to match the experimental
observations.

5.2 An Analytical Model

A simple model of turbulent mixing and transport was proposed by Scarinci and Freeman based
on concepts from the atmospheric dispersion of pollutants from a smokestack. The basic idea is
that the concentration at a point x at time t is a function of the source concentration and the
transition probability density — the probability that a particle at point X' at timet’ ends up at point x
at timet. For simplicity, only mixing in the axial direction will be considered, although the results
can be easily extended to three dimensions. Assuming stationary, homogeneous turbulence, and a
constant flow velocity, U, the transition probability Q has the Gaussian form

~ 1 & (x- x¢ U(t-t9)°0
Qb= e 0%~ =7

(5.2-1)



The fuel concentration at point x and timet can be written as

¥t

C(xt) = (‘I‘y(x,t | x¢t§S(x¢t Yt éix¢
-¥0 (5.2-2)

If the fuel is injected a distance X, upstream of the point of interest, X =0, then the response
to a unit impulse of fuel injection, S(x,t) =d (x+ x,)d(t) , is given by

1 (%-U?
h(O,t) =————e =
Jops () (5.2-3)

By taking the Fourier transform of this impulse response we can obtain the frequency response
of the mixing process and by using the convolution integral

C(0,t) = @fq(o,t)S(xo,t) dit
(5.2-4)

the time response of the concentration a¢ X =0 can be found due to a time-varying source
concentrationat X =- X;.

Tofind s (1), note that

s 2() =(X*(t)) = éav(tcpv(tm dteite
(5.2-5)

where v is the unsteady part of the x velocity and
R(t¢ t§ = (v(tyv(t®)

(5.2-6)
is known as the Lagrangian correlation function. For turbulent diffusion problems, this function
has been approximated by the simple exponential function
R(t - 1§ = v2e ot (5.2-7)

where 1/b is the correlation time and ? is proportional to the total turbulent kinetic energy of
the flow. Plugging into the previous equations and making a change of variable resultsin



s 2(t) = 284t - X)R(x) dx =2b"—22[bt- (1- e )]

(5.2-8)

If the correlation time is much less than the convection time, then bt >>1, and the previous
expression reduces to
2v?
s X(t) =—t
b (5.2-9)

leaving only one unknown parameter.

We should note at this point that the above analysis is for a varying fuel input in a fixed mean
velocity flow field. The actual problem in a combustor is for a fixed fuel input in a varying mean
velocity flow field. This latter problem is significantly more complicated to set up analyticaly as it
involves a variable time delay. We make the assumption that for small velocity perturbations the
two problems will behave similarly.

5.3 Experimental Measurements

Experimental measurements were performed on a premixed, turbulent combustor that is shown
diagrammatically in Figure 5.1. The main fuel and air enter the bottom of the combustion section
shown already well mixed. A fast solenoid valve was used to inject fuel pulses at a 50% duty cycle
into one of two ports below the swirler: position 1 is located slightly below the swirler and position
2 is located significantly below the swirler, as indicated in the figure. The fuel concentration was
measured by laser absorption at a port slightly above the swirler position.

— M easurement
Swirler . Location
Position 1

Position 2

Figure 5.1: Diagram of combustor cross section showing injection and measurement ports.

The transfer functions between the input voltage to the solenoid valve and the fuel
concentration fluctuations at the downstream measurement |ocation were measured. The results for



Position 1 are given in Table 5.1 and plotted in Figure 5.2. The convection time delay, estimated

based on the flow rate and distance traveled, is given by

Tay = L _ 4.445cm — 6.2msec
Uae 713.42cm/sec
Table 5. 1. Frequency Response Data for Position 1
Freguency Magnitude (dB) Phase (degrees)

20. -8.9 -56.8
40. -10.9 -104.4
60. -10.6 -149.7
80. -14.6 -215.1
100. -11.9 -233.2
120. -17.9 -274.2
140. -15.8 -314.2
160. -18.2 -354.2
180. -20.9 -419.3
200. -234 -490.8
220. -30.7 -612.2
240. -33.9 -669.2
260. -32.6 -643.0
280. -30.8 -651.8
300. -35.6 -637.0
320. -31.6 -639.8
340. -30.2 -588.6
360. -30.1 -590.1
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Figure 5.2.: Frequency Response for Position 1

Similarly, the results for Port 2 are given in Table 5.2. and plotted in Figure 5.3. The
convection time delay estimated based on the flow rate and distance traveled is given by

_®L L L, Q0 =398 698

6.98 &_

~=3994msec

Tdel ay —

gU avg U avg, U avg

=" 2534 48341 71342y

g €

where the three distances correspond to lengths having different cross sectional areas, and
hence different mean velocities, as shown in the combustor schematic.

Table5.2.: Frequency Response Data for Pasition 2

Frequency Magnitude (dB) Phase (degrees)

20 -17.9 -282

40 -18.0 -557

60 -20.5 -837

80 -23.7 -1107
100 -28.4 -1401
120 -35.1 -1668
140 -38.3 -1927
160 -46.0 -2243
180 -41.3 -2839
200 -39.1 -3106
220 -51.6 -3421

11



240 -53.1 -3506

260 -57.8 -3658
280 -47.5 -3838

Frequency Response for Position 2
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Figure 5.3: Freguency Response for Position 2
54 Analyss

The frequency response measurements detailed above are easier to make reliably than pulse
measurements because of the higher signal to noise ratio. But our main interest is in how a pulse of
fuel is delayed and mixed as it propagates through the mixer. Two different time delays must be
distinguished, as shown in Figure 5.2.4: pure time delay and convective time delay. The pure time
delay is the delay between when a pulse of fuel is applied and when it is first observed at the
measurement location. The convective time delay is the time between when a pulse is applied and
when the maximum change is observed at the measurement location. These two delays would be
the same for a very narrow pulse if there were no mixing, but turbulent mixing causes the delays to
be different.

From a modeling point of view, we are nterested in pure time delay so that our overall
model consists of the cascade of a delay followed by a causal dynamical system. If we use the
convection time for the delay, then our dynamical system model would have to be acausal, which
makes the modeling situation more complicated. On the other hand, convection time is easily
estimated from the mean velocity and so is the more natural delay to discuss. For our present
purposes, we will consider delay to mean convective delay.

To estimate the delay and diffusion of a fuel pulse from our frequency response data, we
will fit this data as accurately as possible with a model consisting of atime delay and an a causal
dynamical system. This will yield an estimate of the convection delay embodied in the frequency
response data and the impulse response of the dynamical system will show how an impulse of fuel
at the input position spreads out by the time it reaches the measurement position. Thisis a very
effective way of getting the pulse shape due to a very narrow pulse of fuel. In addition, it is an
effective way of estimating delay. Trying to estimate delay from looking at the phase of the system

12



is problematic since the phase has components from both the time delay and the dynamics, which
can be difficult to separate.

Pure time delay
4 »  Convective time delay

Figure 5.4: Definitions of Different Time Delays.

For position 1, the time delay was estimated to be 6.8msec and the frequency response fit and
resulting impulse response are shown in Figures 5.5 and 5.6.

Comparison of Data and Fit -- Position 1
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Figure 5.5. Frequency Response Fit for Position 1



Impulse Response -- Position 1
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Figure 5.6: Impulse Response from Position 1.

For position 2, the time delay was estimated to be 38.8msec and the frequency response fit and
impulse response are shown in Figures 5.7 and 5.8.

Comparison of Data and Fit -- Position 2
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Figure 5.7. Freguency Response Fit for Position 2.
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Impulse Response -- Position 2
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Figure 5.8: Impulse Response from Position 2.

As can be seen from the following table, the convection delay times determined by the
frequency response fits compare very well with the simple distance over mean velocity
calculations.

Table 5.3: Delay Times

Position Convection FRF
1 6.2msec 6.8msec]
2 39.9 38.6

In addition, the delay times are different by a factor of about 6 while the pulse widths differ by
a factor of about 2. From our analysis, we would expect the widths to be roughly proportional to
the standard deviation (5.1.2) evaluated at the convection time. Since the standard deviation goes

as \/f , we would expect the pulse widths to vary as \/é = 2.4, which is in reasonable agreement
with the results of the frequency response analysis.

In its simplest form, the mixing model (5.1.1-2) requires the specification of only one
parameter, the mean square turbulent velocity times the correlation time. If we take this to be
50cm?/sec and compare the model to the actual data we get the results shown in Figures 5.9-10.
The impulse response can be computed directly from (5.1.1), while the frequency response can be
computed from the Fourier transform of the impulse response. The frequency responses compare
relatively well with the measured responses. At the higher frequencies, the measured data does not
keep falling off as predicted by the model but exhibits additional dynamics. This discrepancy
might be due to the reduced signal to noise ratio at these points, acoustic or fluid mechanical
dynamics excited by the pulsed injection, or dynamics in the solenoid valve at high frequencies.
But since these variations occur at a level 20dB below the low frequency response, they will
probably be insignificant with regard to the overall loop stability.
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The impulse responses for position 2 compare quite favorably, but the reconstructed and model
responses for position 1 differ significantly in height, even after normalizing the measured

frequency responses, which have arbitrary units, to have a dc gain of 1/U,

(At very low

frequencies, the amount of fuel injected per unit time at the injection point must pass the
measurement point without attenuation). Since narrow pulse reconstruction will depend critically
on the high frequency portion of the measured frequency response, the measurements and fit in this
region are most critical while at the same time most likely to be in error.

On the whole, this simple model appears to give very reasonable results, especially considering
that the flow goes through area/velocity changes and a swirler prior to measurement.

Comparison of Measured and Modeled Frequency Responses
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Figure 5. 9: Comparison of Turbulent Mixing Model and Measured Frequency Response for
positions 1 and 2.
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6 Combustor Acoustics

6.1 Introduction

Thermoacoustic combustion instabilities are often associated with large pressure amplitudes
leading to serious performance degradation and severe structural damage. This problem has been
studied for a long time; however, due to the complexity of this phenomenon, it is still not well
understood.

The motivation for this project is to develop a process or methodology that industry can use to
predict thermoacoustic instabilities for gas turbine combustor design purposes. In previous studies
(Bloxsidge, 1988), it has been postulated that instabilities can be understood and predicted from a
knowledge of the transfer function of the flame and the acoustic impedance on either side of the
flame. This research istaking a similar approach. The flame transfer function is derived from first
principles using a reduced order model and is discussed in a different section of this report. The
acoustic impedance is discussed in this section and is described with a frequency response function
(FRF) between the pressure at the flame to the particle velocity at desired locations.

Since currently the combustor is open at the top, the FRF downstream of the flame is
disregarded. Upstream of the flame, two FRFs are required to account for the unsteady velocity
approaching the flame and the equivalence ratio fluctuations at the fuel lines. Figure 6.1 shows a
simple block diagram of the system. The diagram demonstrates the two ways in which the
acoustics couple with the flame model to produce instabilities.

Acoustics Flame
T 1 i ________________ j:
| 1 I 1
1| Velocity | : u : +(
I SRS | i :
| 1 : : o
—: Velocity ' o i Er E
: Mixing i 3

Figure 6.1: Block diagram for combustor model
6.2 Overview

Acquiring the frequency response functions mentioned above is accomplished by using a one
dimensional acoustic finite element model. The focus of this section of the report will be devoted
to discussing research progress, results, and issues of the acoustic finite element modeling task for
this project period. Specifically, the following sections of the report focus on the motives for using
“one dimensional” acoustic finite element models, modeling techniques, and a comparison with
experimental results. Acoustic mode visualization is discussed and the experimental procedure is
described. The frequency response functions for the “cold” combustor are shown and discussed.
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Future work in temperature mapping and “hot” combustor modeling is also explained. Lastly,
future goals and issues on hot combustor modeling and testing will be discussed.

6.3 OneDimensional Finite Element Modeling

6.3.1 One Dimensional M odel

Originally, it was believed that a three dimensional finite element model was requisite to
accurately predict the acoustic behavior of combustors. However, due to the decreased degrees of
freedom inherent in reduced order modeling, it has become apparent that a one-dimensional
acoustic model would be more appropriate.

The basis for a one-dimensional model is the fact that the frequency range of interest is
typically very low. The reason for the low frequency range is due to the flame's low pass filter
characteristics. In general, frequencies above about 250 Hz do not excite the flame and therefore
do not produce significant enough dynamics to be considered important for reduced order
modeling.

In the low frequency range of interest, plane wave /'I
behavior will be the dominant acoustic response. A plane —

wave is an acoustic wave that propagates in only one
direction, longitudinally along the axis of the combustor and || Flame
has no variation in properties over its cross-section. The || Locetion 'Y
plane wave assumption is valid until the frequency range
exceeds the cut off frequency of the first cross mode. The

equation for the cutoff frequency for a combustor of circular
Cross section is given below.

Where c is the speed of sound in the medium and d is
the largest diameter in the combustor. For the laboratory
gaseous combustor under study in this project, the cutoff
frequency is about 1,364 Hz. In general, the plane wave
assumption works well when the cutoff frequency for the
first cross mode is less than the cutoff frequency of the
flame (about 250 Hz).

6.3.2 Finite Element Modeling Techniques D

As discussed above, the acoustic response of the
combustor consists of plane wave interactions. In order to
capture these interactions accurately, two parameters are
required: the equivalent cross-sectional area, and the
corresponding length of each section.

Once the equivalent geometry is known, it is used to _\

o I

create the structure for the finite element model. The | ———  —
ABAQUS finite element package is used in this research;
however, other commercial codes may also be adequate. Figure 6.2: Schematic of combustor rig
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In ABAQUS, aone dimensional deformable fluid structure of variable cross-sectional area was
utilized. This structure was meshed with one-dimensional quadratic acoustic elements. There are a
total of 1,097 elements in the finite element mesh. A higher number of elements produce no change
in the results. In fact, it is likely that fewer elements are needed for the finite element solution to
converge.

Rigid boundary conditions were enforced everywhere except at the top of the combustor where
an open duct impedance condition was specified. Lastly, a constant volumetric drag of

50 N>s/m*was specified as material property of the air to make the finite element model lightly
damped.

6.4 Experimental Comparison

Figure 6.2 shows a simple schematic of the combustor rig used for experimental validation.
The three places numbered on the schematic represent three different locations where the finite
element model was compared with experimental results. The results were compared using
frequency response functions formed by dividing the pressures at the four different locations in the
rig by the pressure at the idealized location of the flame.

Figures 6.3, 6.4, and 6.5 on the following pages show the FRF's predicted by the acoustic finite
element model vs. the experimental FRF's at the same locations. It should be noted that the data
being compared in the following graphs is only used as a means for validating the accuracy of the
finite element model. It is not the actual data that will be input into the reduced order model; that
data will be discussed in detail later in the “Velocity/Impedance Measurements’ section of the
report.

The frequency range displayed in the figures below goes from 25 to 650 Hz. Notice that in all
three figures, the peaks in the FRF are approximately at the same frequencies. These frequencies
are the first five natural or resonance frequencies of the combustor and each one has a
corresponding mode shape that will be discussed in further detail in the “Mode Visualization”
section.
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Figure 6.3: Frequency response function between pressure at location 1 and the pressure at the
idealized flame location.

The frequency response function shown in Figure 6.3 is taken at location one (referenced in
Figure 6.2), about 3.5 inches upstream from the flame. It can be seen from the figure above that
both magnitude and phase of the FRF are very accurately predicted from the one-dimensional finite
element model. It should also be noted that at the anti-resonance frequencies, the coherence is
poor. This occurs because the FRF magnitude is so low at these locations that the inherent noise in
the signal shows up and drives the coherence down.

The resonance freguencies are the most critical things to capture in the FRF's. These
frequencies have been numbered in Figure 6.3 for convenience and will be referred to by the
numbers in the future. Table 1 below compares the experimental and finite element resonance
frequencies listing the frequencies, the difference between experimental and finite element, and the
percent error. The percent error is calculated from the following equation.

M easured-Predicted
Measured |

100

Percent Error =

Table 6.1: Resonance Frequency comparison between experimental and finite e ement model

Number Measured Predicted Error
| Py | Mesured-preciie |
(H2) (H2)
1 39 42 3 7.7
2 190 192 2 1
3 250 250 0 0
4 440 444 4 9
5 594 602 8 1.3
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The table above shows that the first resonance frequency has the largest percent error with a
value of 7.7%. However, it should be realized that the percent error calculation is more sensitive to
differences at lower frequencies. The other resonance frequencies all have errors of less than two
percent. These errors are very low, and fall within the acceptable range error established at the start

of the project.

Figures 6.4 and 6.5 below are comparisons made at two other locations in the combustor and
have essentially identical resonance frequencies and consequently the same small amount of error.
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FE model
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Figure 6.4: FRF between pressure at location 2 and the pressure at the idealized flame location.

The frequency response function shown in Figure 6.4 is taken a location two (refer to Figure
6.2), about 11 inches upstream from the flame. Once again, the finite element model does an
accurate job in predicting the magnitude and phase of the FRF. It should be noted that there is
some extra noise in the experimental magnitude and phase plots around 360 Hz, as well asadrop in
coherence in this region. These affects are attributed to the resonance of a thin aluminum plate
used to cap off the middle side branch where a speaker is sometimes placed (see Figure 6.2). To
eliminate these affects the thin plate should be replaced with a significantly stiffer plate.
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Figure 6.5: FRF between pressure at location 4 and the pressure at the idealized flame location.

The frequency response function shown in Figure 6.5 is taken at location 6.3 in Figure 6.2,
about 40 inches upstream from the flame. The finite element model still does an excellent job at
predicting magnitude and phase of the FRF. The overall magnitude of the FRF has been
significantly reduced compared to te magnitudes in Figures 6.3 and 6.4. A large part of this
magnitude reduction is due to a honeycomb and perforated plate section placed in the lower end of
the combustor for flow straitening purposes. The result is that only a fraction of the acoustic wave
is transmitted through. In the finite element model the honeycomb and perforated plate were
modeled simply as an equivalent cross-sectional area reduction. It is evident from the high
accuracy in the predicted FRF in Figure 6.5 that the equivalent area reduction works very well
when modeling this type of obstruction.

As mentioned previously, there appears to be extra noise in the experimental data near 360 Hz
due to the vibration of the thin auminum plate. This again results in low coherence at these
locations.

6.5 Summary of Finite Element Modeling

The accuracy of the one-dimensional finite element model is remarkable. This is especially
evident when one looks at some of the geometric complexities in the feed lines, swirler, perforated
plate, and aoss sectional area changes shown in Figure 6, a picture of the actual combustor. In
addition to the one dimensional model having excellent accuracy, it is also substantially easier to
create than a three-dimensional model. For example, once the equivalent geometry and boundary
conditions are known, it would take an experienced user of ABAQUS roughly two or three hours to
create the finite element model. The one dimensional model also requires significantly less
computational time to solve. For a three-dimensional finite element model of the combustor, t
takes several hours on a super computer to solve. In comparison, it takes about one minute on a
desktop computer to solve the one-dimensional combustor finite element model. Because of the
very good accuracy and efficiency of the one-dimensional finite element model it is recommended
that it be used in place of the three-dimensional model when ever possible.
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6.6 ModeVisualization

The five resonance frequencies shown in Figures 6.3 through 6.5 correspond to the first five
modes or dominant standing wave patterns of the combustor. These modes can be visualized by
spatially plotting the real part of the acoustic pressure at the resonance frequency. The ability to
visualize each acoustic mode aids in understanding the contribution and coupling of each geometric
subsystem and how it affects the overall acoustics of the combustor. The visualization of modes
can also be beneficial for both designing the geometry of the combustor, as well as, for creating
passive control devices for controlling the thermoacoustic oscillations. The first three acoustic

modes of the laboratory combustor are shown in the figures below.

1) 142Hz ? First axial mode, only the

overal length of the combustor
affects this mode. Thismodeis
approximately a quarter wave,

| /4, mode.

2) 192Hz ? Second axial mode, this mode
is once again a function of the
overal length slightly coupled
with the lower side branch. This
mode is approximated as a 3| /4
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3) 250Hz ? Third axial mode, thismodeisalso a
function of the overall length and is strongly
affected by the dimension of the middle side
branch. This mode is approximated as a

51 /4 mode.

The mode visualization technigue shown in the plots
above is particularly useful in designing the geometry of the
combustor. One can simply modify the geometry that a
given acoustic mode is most sensitive to, and consequently
modify the resonance frequency and amplitude of the mode.
One example of this was observed with the resonance
frequency associated with the third axial mode. When the
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dimensions in the combustor. As mentioned above, this process can be used as an important tool in

the design of combustors.

6.7 Experimental Validation

Figures 6.3 through 6.5 show experimental results that were acquired on the gaseous laboratory
combustor at Virginia Tech’s Active Combustion and Control laboratory. A picture of the test
apparatus has been attached below along with its specifications.

Table 6.2: Specifications for VACCG Laboratory-Scale Combustor

Combustor Type Swirl and dump & enables
turbulent flame stabilization

Air Flow rate 200 SCFM

Power 400 KW

Reynolds Number 100,000 max

Swirl Number 0.4-1.8

Pressure Atmosphere to 10 bar
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Type R Thermocouple

ﬂfﬁ < Quartz Combustor
Microphone Insertion Ports

Radial Fuel Injection Ports

Tangentia Air Inlets
Acoustic driver
Axial Air Inlets

Movable Central Fuel
Injection Port

Figure 6.6: The VACCG Laboratory-Scale Combustor.

The purpose of the experiments was to determine the “cold” acoustic behavior of the
combustor. A speaker was used to excite the acoustics with white noise at the top of the combustor.
The speaker was placed in alocation spatially consistent with the flame and can be considered as an
acoustic source representing the flame. High precision microphones were used to measure the
acoustic pressure at the several spatial locations in the combustor rig including the three locations
referred to in Figures 6.3 through 6.6. The data from these experiments was used to reconcile the
“cold” acoustic model, explore additional acoustic properties in the combustor, and provide
frequency response functions used in the closed-1oop reduced-order model.

Plans are currently being made to develop experimental procedures to verify the “hot” acoustic
response of the combustor. The main challenge is to find ways to mount microphones so that they
will not be damaged by heat.

6.8 Velocity/l mpedance M easurements

As mentioned in the introduction, the desired outputs of the finite element model are the
frequency response functions between the pressure at the flame to the particle velocity at desired
locations. These FRF's are input into the reduced order flame model and play a significant role in
predicting the thermoacoustic instahilities.

Two figures are shown below. Figure 6.7 shows the FRF immediately upstream of the flame.
Figure 6.8 represents the FRF at the fuel lines.
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Velocity FRF Immediately Upstream of Flame
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Figure 6.7: Particle velocity frequency response function between the pressure at the flame and the
particle velocity directly upstream of the flame.

The above frequency response function describes the relationship between the pressure when
the flame acts as an acoustic source and velocity fluctuations that occur in the air fuel mixture being
fed to the flame. These velocity fluctuations essentially give the flame an unsteady air-fuel mixture
which in turn causes heat release fluctuations. The unsteady heat release becomes the main cause
of the thermoacoustic instabilities.

Velocity FRF at Fuel Lines
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Figure 6. 8: Particle velocity frequency response function between the pressure at the flame and the
particle velocity at the fuel lines.

The frequency response function shown above represents the relationship between the pressure
when the flame acts as an acoustic source and velocity fluctuations that occur at the fuel lines.
These fluctuations cause the equivalence ratio to vary and consequently variations in the heat
release rate. Once again the heat release fluctuations are the main cause of thermoacoustic
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instabilities. It is also interesting to note that the third resonance frequency at 250 Hz does not show
up in this velocity FRF.

As mentioned previously, the FRF's shown in Figures 6.7 and 6.8 are the outputs from the
finite element model which are input into the reduced order model.

6.9 Hot Combustor Acoustics M odeling

The current acoustic finite element model of the combustor has been validated to accurately
predict the “cold” acoustic response of the combustor. Additionally, the impact of coupling
different subsystems attached to the combustor on the overall acoustic behavior has also been
explained. The last phase of the study is to incorporate temperature gradients into the acoustic
model. Steep temperature gradients associated with combustion can cause both reflection and
refraction of incident sound waves. These effects can cause the resonance frequencies to move. To
account for this in the finite element model, temperature changes can be represented by changes in
the bulk modulus and density of the medium. Both of these quantities are temperature dependent
and can be spatially mapped to the finite element model once the spatial temperature distribution is
known.

An approximation to the temperature distribution of the gaseous laboratory combustor is shown
in Figure 6.9. The temperature distribution is based on experimental data taken on the combustor
and from other combustors in the VT Combustion Systems Dynamics Laboratory.

170 /150 300

Figure 6.9: Approximate temperature distribution for combustion rig

The temperature profile above is an approximation of the actual temperature profile in the
combustor under study. A more accurate distribution will be obtained in this phase of the study
through the use of either computational fluid dynamics or actual experimental measurements on the
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rig. As mentioned above there will also be a need to validate the “hot” acoustics experimentally.
There is till a significant amount of work to be done on characterizing “hot” acoustics. This will
become the focus of research in the upcoming months.

6.10 Statusand Work Plan

The entire focus of this project is to develop a design-based methodology or process whereby
industry can predict instabilities at the design level itself. Developing this process will help in
predicting instabilities in both large scale and industrial scale combustors.

Figure 6.10, shown below, indicates the state of the acoustics tasks in the overall project. All
the green tasks have been completed which refer to the development of the “cold” finite element
model. Currently, work is being done to complete the yellow and red tasks. The task associated
with mapping temperatures from either CFD code or experiments is well underway. Code has
already been developed and the first significant revision has been made to that code for mapping
temperatures onto the nodes of the acoustic finite element model; however, further refinement is
planned.

The “hot” acoustic model is to be completed and coupled with the acoustic flame model by the
end of April.
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Figure 6.10: Flow diagram for acoustic Finite Element modeling for hot combustors
7 Prediction of Combustion Instabilities

7.1 Introduction

Thermo-acoustic combustion instabilities occur due to a dynamic coupling between a flame and
the acoustic response inside the combustion chamber such that the two inherently stable phenomena
produce an unstable system. To add to the complexities that are inherent to a reacting flow
problem, the manner in which these couplings occur varies with a number of parameters. It is the
unfortunate result that much of the work on modeling combustion instabilities in gas turbine
engines is either combustor specific or utterly non-physical and only good for qualitative analysis.

This work is targeted to developing simplified equations that capture the significant physical
elements of thermo-acoustic instability in a gas turbine combustor such that they may be applied to

28



numerous geometries in order to predict instability. Such models are of interest to academic and
industrial communities since not only do predictive models provide invaluable influence in the
design of new products and the modification of existing ones, but, as this discussion will show, can
aso provide unique insights into the physical phenomena that cause these instabilities.

Dissection of the System into Physical Components

The system can be modeled with general equations, treating spatial variations in species,
pressure, temperature, density, etc... with partial differential equations. In additional to keing far
too cumbersome to hope for any sort of analytical solution, it would be difficult to even extract any
meaningful, non-combustor-specific information from the model. It has become a common
practice, therefore, to conceptualize thermo-acoustic combustion phenomena as consisting of two
separate but interacting physical components — the flame and the acoustics.

Though this may seem so intuitive as to be obvious, the ability to decouple the two physical
dynamic events and model them independently is an important step that presents some unique
challenges of its own. The manner in which these components interact is dependent on a number of
factors, including but not limited to fuel type (gaseous or liquid), injection method (direct or
premixed), flow regime (turbulent or laminar), and numerous complications that can be brought on
by the combustor geometry itself.

Works of Note

Works bearing resemblance to this are not uncommon in the literature. Lieuwen® et. al. of
Georgia Tech have published multiple papers using models similar to ones presented in this
document to model a dynamic combustor. Similarly, Gohniem? et. a. of MIT have even gone so
far as to develop a closed-loop analysis with exactly the flame-acoustic decoupling mentioned
above. Despite novel suggestions as to the potential causes for combustion instahilities, the
simplified flame models often have difficulty matching the observed frequency response
characteristics for physical flames. The MIT group has released papers using more advanced
chemical kinetics that demonstrate reasonable bandwidths and that serve as a potential retort to the
aleged limitations on the work.

This document treats the detailed development of one particular type of flame model, targeted
specifically to the reasonably accurate prediction of dynamic phenomena. First, general governing
integral equations are developed for the dynamic flame and later applied specificaly to a Well-
Stirred Reactor. These equations are developed, however, with the strict intent that they be general
enough to be applied to other reactors as well. An appropriate chemical kinetic model is developed
for the model. Lastly, various means for constraining the flame geometrically and the potential
impacts on the model’s dynamic response are investigated and compared with physical
measurements.

7.2 Declaration of the Governing Equations

The Well Stirred Reactor's (WSR) governing equations are obtained by neglecting spatial
variations in the flame region and integrating the full reacting flow equations to obtain the
equations below. Since the only spatial change in properties that is permitted occurs at the inlet, the
properties at the outlet are assumed to