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ABSTRACT

A quarter-scale cold model of American Electric Power's 70 MW, Tidd pressurized
fluidized bed combustor (PFBC) has been constructed based on a simplified set of scaling
parameters. Time-varying pressure drop data from the hot combustor and the cold model
were used to compare the hydrodynamics of the two beds. Excellent agreement between
the dimensionless probability density functions, the mean solid fraction profiles, and the

bed expansions, provide a verification of the scaling parameters for commercial bubbling
PFBC.

Some controversy has surrounded the importance of matching the solid-to-gas density
ratio when scaling bubbling beds. Hydrodynamic scaling comparisons were conducted
with all the scaling parameters matched with the exception of the density ratio. The
comparisons indicate that to reliably scale the hydrodynamics of bubbling beds it is
essential to match the solid-to-gas density ratio.

Bubbles provide the motive force for solids mixing in bubbling fluidized beds, prompting
an investigation of the bubble characteristics in the cold model of the TiddPFBC. A
unique optical bubble probe design was used to measure bubble rise velocities, mean
pierced lengths, and bubble frequency. Gas through-flow and bubble-growth rates appear
to be significantly lower in pressurized beds than in atmospheric fluidized beds.

A thermd tracer technique has been implemented in the cold model of the Tidd PFBC.
The technique involves thermally tagging bed particles, injecting them into the bed, and
tracking their motion using an array of thermistors, The thermal tracer data suggest that
the tube bank within the bed restricts solids mixing, making adequate mixing in the tube-
free zone at the bottom of the bed of paramount importance. Increasing gas superficial
velocity is shown to increase both axia and lateral mixing beneath the tube bank.

A mechanistic model of solids mixing in bubbling fluidized beds has been developed.
Axid solids mixing is attributed to bubbles transporting solids vertically as they rise to the
surface of the bed, while lateral mixing is associated with the lateral motion of bubbles as



they move to coal esce with neighboring bubbles. Comparisons of model with the thermal-
tracer data and data from a previous study are encouraging; reasonable predictions of the
data are achieved without adjusting the parameters of the model to fit the data,
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1. Introduction

Initial interest in using fluidized beds for coa combustion developed during the late 1960s
in response to environmental concerns related to burning fossil fuels (Tung and Williams,
1987). Fluidized beds offer the capability to simultaneously bum coal and clean the
combustion gases, significantly lowering sulfur oxide (SO;) emissions. They aso operate
at significantly lower temperatures than conventional pulverized-coal plants preventing the
formation of thermal nitrogen oxides (NOy). Both pollutants are thought to contribute to
acid rain.

The United States has significant coal reserves, some estimate a 300 year supply (Whitney,
1992), making coal an important strategic energy resource. It became apparent during the
energy crisis of theearly 1970s that the U.S. needed to reduce its dependence on foreign
energy sources. Fluidized beds represented an environmentally acceptable way of
exploiting U.S. coa reserves, prompting an increase in research and development related
to fluidized-bed coa combustion.

Although the underlying interest in fluidized beds is primarily related to their
environmental performance, the hydrodynamics of a fluidized bed significantly influences
both its environmental and thermal performance. Hence, understanding the
hydrodynamics of fluidized beds is essential to fully capitalize on the benefits of fluidized-
bed combustion. Pressurized fluidized bed combustors (PFBC) represent a new
technology that offers higher cycle efficiencies than traditional atmospheric-fluidized-bed
and pulverized-coal combustors. This study focuses on the hydrodynamics of pressurized

fluidized bed combustors.
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1.1 Background

1.1.1 Advantages of Fluidized Bed Combustors

Fluidized bed combustors (FBC) offer severa advantages over conventiona pulverized-
coa (PC) combustors. These advantages include: greater fuel flexibility, improved
environmental performance, and smaller boiler size.

High solids mixing rates promote temperature uniformity within the bed, even in the
presence of highly exothermic combustion reactions. These high mixing rates and the
large thermal inertia of the bed givefluidized beds the capability bum a broad range of
fuels of varying quality; possible fuels include inexpensive coals, lignites, wood, and
waste products (Carpenter et a., 1991). In contrast, pulverized-coal combustors require
much higher gradefuels. High mixing rates also make it possible to burn coal at relatively
low temperatures. Fluidized bed combustors typically operate at temperatures of around
1100K, this is approximately haf the combustion temperature commonly found in
pulverized-coa plants. The low combustion temperatures prevent the formation of
thermal nitrogen oxides, reducing overall nitrogen oxide emissions by up to 75% over PC
plants (Carpenter et a., 1991).

Due to the high sulfur content of many coals, sulfur dioxide (S0,) is a common byproduct
of coal combustion, As mentioned previoudly, sulfur dioxide isan environmental pollutant
that is believed to contribute to acid rain. PC plants typically use flue-gas scrubbersto
control sulfur-dioxide emissions. Fluidized bed combustors have the advantage that they
can bum coal and capture the sulfur dioxide in the combustion gases simultaneously.
Fluidized bed combustors typically use CaO-based materials, such as limestone, for the
bed solids (sorbent). The sulfur dioxide is captured by sulfation reactions with the bed
material to form products such as calcium sulfate(Tung and Williams, 1987). These

sulfation reactions are particularly effective at fluidized bed combustion temperatures.
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The resulting sulfated sorbent is a much more manageable dry solid waste in comparison
to the wet sludge produced by conventional flue-gas scrubber systems (Carpenter et al.
1991). Current fluidized-bed combustor designs can capture 90-98% of the sulfur
released by the coal during combustion (Alvarez Cuenca and Anthony, 1995).

Fluidized beds offer heat transfer rates that are four to five times higher than those in
conventional PC plants (Dept. of Energy, 1990). These high heat transfer rates provides
the potential for significant reductions in boiler size. Bubbling beds have the heat transfer
surface (boiler tubes) immersed within the bed and in water-cooled wails, permitting a
particularly compact boiler design.

1,1.2 Pressurized Fluidized Bed Combustors (PFBC)

Pressurizing afluidized-bed boiler provides the added potentia for operating in a
combined-cycle configuration. Conventional atmosphericfluidized bed combustors serve
asthe boiler for a Rankine cycle. Steam is generated as water flows through tubes
immersed in the bed. PFBC plants use compressed air (up to 20 Mpa (Gogolek and
Grace, 1995)) to fluidize the bed. The coal combustion in the bed increases the enthalpy
of the air, providing the opportunity to expand the pressurized gases through a gas turbine
to extract additional work from the system, Hence, PFBC plants typically operate with a
Rankine cycle on the steam side and an open Brayton cycle on the gas side. Figure 1
illustrates a smple PFBC cycle. Direct coal-fired combined cycles have the potentia to
provide plant efficiencies of 40-43% (HHV) (Alvarez Cuenca and Anthony, 1995).

Due to their high energy release rates per unit bed volume, PFBC boilers have much
deeper beds than atmospheric fluidized bed combustors. They aso tend to have lower gas
velocities (several timesthat required tofluidize the bed). These factors provide increased
residence times, improving combustion efficiencies and sulfur capture over atmospheric
designs.
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1.1.3 Regimes of Fluidization

Fluidized bed combustors typically operate in either bubbling or circulating regimes of
fluidization. The circulating regime of fluidization is also commonly referred to as the fast
fluidization regime. Figure 2 illustrates the two flow regimes.

Bubbling Regime Circulating Regime

Figure 2: Bubbling and Circulating Regimes of Fluidization (Grace, 1982)

In bubbling beds, gas bubbles format the distributor and rise through an emulsion of
fluidized solids. The emulsion istypically assumed to be close to minimumfluidization
conditions (i.e., the point at which the drag on the particles equals their weight). As
bubbles rise through the bed, they can grow by coalescing with neighboring bubbles.
Bubble growth is often limited by the presence of tubes immersed in the bed; the in-bed
tubes have a significant effect on the bed hydrodynamics. The eruption of bubbles at the
surface of the bed, gects particles into the freeboard region above the bed surface. These

particles undergo significant lateral dispersion across the surface of the bed.
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In circulating fluidized beds (CFB) the bed has no distinct upper surface; particles are
transported upward and out of the bed, captured using cyclone separators, and then
recycled to the bottom of the bed. The hydrodynamics of aCFB are often described in
terms of acore-annulus structure. Gas and particles, both single particles and particle
clusters, flow upward in the core of a CFB. At the walls of the bed, an annulus of particle
strands (frequently referred to as clusters) flows downward, but the net solids flux in a
CFB is upward. Particle exchange takes place between the core and annulus regions
through deposition and entrainment processes. Combustion can be staged in circulating
fluidized bed making further reductions in NO. emissions possible.

1.2 Thesis Research Objectives and Motivation

The work presented in this thesis focuses on two areas related to the hydrodynamics of
pressurized bubbling fluidized bed combustors-hydrodynamic scaling and solids mixing.

1,2.1 Hydrodynamic Scaling

One of the most challenging problems encountered by a fluidized-bed designer is assessing
how changes in bed geometry and operating conditions affect combustor performance.
Typicaly, new combustor designs are based on operating experience from small pilot
plants with power outputs in the neighborhood of 2 MW,. Commercial fluidized bed
combustors can generate well over 100 MW, of power. (As of 1991, the largest
atmospheric bubbling-bed plant was the Tennessee Valley Authority’s Shawnee steam
plant in Kentucky, which produces 160 MW, of power (Makanski, 1991).) Henceit is
essentia that designers have the capability to reliably scale up pilot plant performance to
commercially viable levels. Hydrodynamic scaling provides a rationa approach to address
this scale-up issue.
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Hydrodynamic scaling aso provides away for designers to construct a laboratory-scale
cold model that can be used to simulate the hydrodynamics of a hot combustor. A cold
model of a combustor represents an inexpensive and convenient platform for conducting
detailed hydrodynamic studies that would otherwise be impossible in the hostile
environment of afluidized bed combustor. For example, bubbles in bubbling fluidized
beds play a central role in solids mixing and in gas flow patterns through the bed. Yet it is
virtually impossible to measure the characteristics of the bubblesin a hot combustor. In
contrast, the literature is replete with measurements of the bubbles in cold laboratory-scale
fluidized beds (e.g., Olowson and Almstedt, 1990; Werther and Molerus, 1973a,b),
athough few studies have paid attention to proper hydrodynamic scaling to ensure that the
data are relevant to the hydrodynamics of a hot combustor. Therefore, hydrodynamic
scaling makes it possible to conduct fast and inexpensive tests, in the convenience of the
laboratory, to evaluate the effects varying bed geometry and operating conditions on bed
hydrodynamics.

The first objective of this study was to identify and verify a set of parameters for scaling
the hydrodynamics of commercial-scale pressurizedflvidized bed combustors(PFBC).
Data from the Tidd PFBC 70MW, combustor were used as the basis for the scaling
comparison. The data from the Tidd plant provide the unique opportunity to verify a set
of scaling relationships for a truly commercial-scalefluidized bed combustor. The Tidd
PFBC is afirst-of-a-kind PFBC combined-cycle plant in the United States. Only two
similar plants exist in the world-the Virtan plant in Sweden and the Escatrén plant in
Spain. The Tidd plant is owned and operated by American Electric Power Company, Inc.
and is located on the banks of the Ohio River in Brilliant, Ohio.

One of the scaling parameters used to scale the Tidd PFBC was the ratio of the solid
particle density (ps) to the density of the fluidizing gas (pg). This scaling parameter has
been found to be essential for scaling circulating fluidized (Glicksman et al. 1993), but
some controversy remained over itsimportance for scaling bubblingfluidized beds. For
example, Horio et a. (1986) and Horio et al. (1989) contend that the solid-to-gas density
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ratio (ps/p;) is unimportant for scaling fluidized beds. This motivated an investigation to
assess the importance of matching the density ratio when scaling bubbling fluidized beds.

1.2.2 Solids Mixing in Pressurized Bubbling Fluidized Beds

Coal is pumped into a PFBC in the form of a paste through fuel nozzles positioned near
the bottomof the bed. The mixing of solids within the bed distributes the fuel. Although
the complete combustion of the coal takes roughly 10 minutes, the coal devolatilizes in
approximately 6 seconds (Andrei et a., 1985). The devolatilization time is comparable to
the mixing times (Gogolek and Grace, 1995). Inadequate solids mixing can lead to the
depletion of the oxygen in the vicinity of the fuel nozzles, producing plumes of unburned
volatiles that rise through the bed into the freeboard. Once the volatiles reach the
freeboard, there is sufficient oxygen for the volatiles to burn, Post-bed combustion can
produce unsatisfactorily high freeboard and cyclone temperatures. An additional problem
with the combustion in the freeboard is that there isinsufficientsorbent in this region to
adequately capture the sulfur dioxide produced by the combustion, This problem can be
solved by reducing the fuel feedrate, but this reduces the capacity of the boiler.
Alternatively, additional fuel feed points can be added, but this can substantially increase
the cost of the boiler (-$250,000 for each feed-point pump). So there is a trade-off
between performance and cost. An understanding of short-term solids mixing inPFBCs is
required to estimate the location where the volatiles are released and the necessary feed-
point spacing.

Early in its operation, Tidd experienced severa problems related to insufficient solids
mixing (McDonald, 1992). Failure to achieve sufficient distribution of the fuel led to
plumes of volatiles burning in the freeboard and in the cyclones. Tidd also experienced
high carbon carryover at low loads causing dip-leg fires. Baffles were installed above the
fuel nozzles, among other measures, to improve the lateral distribution of fuel (McDonald,
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1992). Hence, inadequate .solids mixing is a very real and practical problem in PFBCs, and
it is essential to obtain a better understanding of how solids mix in a PFBC.

Asdiscussed in Section 1.2.1, cold scale models offer a convenient platform for
conducting detailed hydrodynamic studies. In this study, the rare opportunity exists to use
acold model of an actual PFBC combustor-the Tidd PFBC-to investigate solids mixing in
PFBCs.

1.3 Organization of Thesis

This thesisis divided into eleven chapters, including this introduction, followed by the

appendices, Each chapter has its own nomenclature and reference sections for increased
reader convenience. In an attempt to make the information in this thesis more accessible,
experimental setups and experimental results are generally described in separate chapters,

Chapters 2 through 5 present the work done on hydrodynamic scaling. After a brief
review of dimensiona analysis and similarity, Chapter 2 presents a development of the
scaling parameters used in this study and reviews previous experimental work on
hydrodynamic scaling in both bubbling and circulating fluidized beds. Chapter 3 describes
the experimental setups for both the Tidd plant and the cold model. Detailed information
regarding the tube bank geometry has been omitted dueto its proprietary nature. Chapter
4 presents the results of the hydrodynamic scaling comparisons. Findly, Chapter 5
discusses some small-scale tests that were conducted to investigate the importance of
matching the solid-to-gas density ratio when scaling bubbling fluidized beds.

Chapters 6 through 10 address the work related to solids mixing in PFBCs. Chapter 6
reviews the relevant literature related to solids mixing in bubblingfluidized beds. As
described in Chapter 6, the characteristics of the bubbles in the bed play a central rolein
the mixing of solids. This motivated the measurement of the bubble characteristics in the
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cold model using a unique optical probe design. The results of these measurements are
presented in Chapter 7. A thermal tracer technique has been used to study the motion of
the solids within the cold model. This method of investigating solids mixing is described
in Chapter 8, and the results are presented in Chapter 9. Chapter 10 presents the
development of a mechanistic model of solids mixing in bubbling fluidized beds. Many of
the bubble characteristics described in Chapter 7 are used as inputs to the model. The
model described in Chapter 10 represents a completely new approach to modeling solids
mixing in bubbling fluidized beds.

Finally, Chapter 11 summarizes the conclusions from both the hydrodynamic scaling and

the solids mixing work presented in this thesis. This is followed by recommendations for
future work.
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2. Review of Fluidized Bed Hydrodynamic Scaling

2.1 Overview of Work Related to Hydrodynamic Scaling

After briefly reviewing dimensiona analysis and similarity, this chapter presents the
development of a set of hydrodynamic scaling parameters. These parameters were used to
specify the geometry and operating conditions of a cold model intended to simulate the
hydrodynamics of the Tidd PFBC. Thisis followed by areview of the work done to
experimentally verify hydrodynamic scaling for both bubbling and circulating fluidized bed
hydrodynamics. Chapter 3 describes both the Tidd PFBC and the cold-model
experimental setups, And Chapter 4 summarizes the work done to verify a set of
hydrodynamic scaling parameters for use with commercial pressurized bubbling fluidized
bed combustors. Finally, Chapter 5 presents the results from some additional small-scale
experiments that were conducted to demonstrate the importance of matching the solid-to-
gas density ratio. when scaling bubbling fluidized beds.

2.2 Dimensional Analysis and Similarity

Dimensional analysisis a powerful analytical technique, particularly in situations where the
eguations governing a physical problem are either unknown or not easily solved.
Dimensional analysis reduces the number of independent parameters on which a physical
problem depends. The independent parameters are those that affect the value of
dependent variable, and each independent parameter can be set without affecting the other
independent parameters, Dimensional analysis is also useful for generalizing experimental
results and aiding in their correlation. For example, dimensional analysis can be used to
show how the friction factor (nondimensional wail shear stress) in turbulent pipe flow is a
function of Reynolds number and dimensionless roughness height, or similarly how the lift
coefficient (nondimensional lift force) for aerodynamic bodies depends on Reynolds
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number and angle of attack, There area number of dimensional analysis techniques,
Buckingham's pi-theorem (Buckingham, 1914) and the method of nondimensionalizing the
governing equations and boundary conditions (inspectional analysis) will be discussed.

Experiments on a full-size commercia prototype are often prohibitively expensive and
complex. One of the additional benefits of dimensional analysisis that it provides a way of
properly scaling between a full-size prototype (target) and alaboratory scale model. By
.matching the appropriate dimensionless parameters, whichzesult from the dimensional
analysis, between the model and the target prototype, dynamically similar behavior
(similarity) will be achieved when it is expressed in the proper nondimensional form.
These laws make it possible to obtain useful information regarding the behavior of a full-
size prototype using a properly scaled model.

2.2.1 Buckingham Pi Theorem

Buckingham's pi theorem provides a simple method of forming the dimensionless

parameters that govern a physical process. The resulting dimensionless parameters are the
so-called pi groups.

Buckingham's pi theorem states that if a physical process depends on n independent
parameters, it can be simplified to a relationship between (n-k) dimensionless parameters
(pi groups). k is the number of dimensionally independent parameters, which is less than
or equal to the number of dimensions (e.g., M=mass, L=length, t=time) in the origina n
parameters.
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2,2.1.1 Buckingham Pi Theorem Procedure

The pi theorem is best demonstrated by an example; consider the case where the minimum
fluidization velocity (ux) IS the dependent parameter. Buckingham pi reduces the -
dependence of the minimum fluidization velocity on the relevant independent parameters

to its smplest form.

Thefrost step is to identify the complete set of dimensional independent parameters that
are pertinent to the physical problem. It should be emphasized that the physics must be
correct; if an important independent parameter is left out, the dimensional analysis will fail.
Similarly, spurious independent parameters unnecessarily complicate the results of the
dimensional analysis and reduce its utility. Again, the independent parameters are those
that affect the value of a dependent parameter or variable, but can be set independent of
each other. Typica examplesinclude geometric or operating parameters that can be
controlled independent of each other. In this particular example, it can be argued that the
minimum fluidization velocity depends on the dominant forces on the particles and the
particle geometry. We will assume that the dominant forces on the particles are: the force
of buoyancy [(Ps-pe)8). viscous forces (u), and fluid inertia forces (pg). Note that gravity
appears combined with the difference in densities in the buoyancy term, not as a separate
independent parameter. The particle geometry can be characterized by the mean particle
diameter (d.), the minimum fluidization voidage (&), and the particle sphericity (¢s).
Particle inertia, which would require the inclusion of p; in the list of independent
parameters, is assumed to be small for conditions near minimum fluidization.

Un=fen{(Pi-pg)g, M» Por dp, Emis §s) (1)
The next step is to list the dimensions of both the independent and the dependent
parameters, The most common dimensions are mass (M), length (L), time (t), and
temperature (T). In the case of the minimum flvidization velocity,
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[umd = L/t (1] = M/Lt [(ps-pe)gl = M/L%?
[pg] = M/L? [d]=L lem] =1 (2)
[q)s] :1.

Temperature does not appear in this case.

A dimensionally independent subset of the independent parameters must be specified; the
dimensionally independent parameters are used to nondimensionalize the remaining
‘parameters. In order for the parameters to be dimensionally independent, it should not be
possible to construct a dimensionless parameter (pi group) from them. Typically, the
number of dimensionally independent parametersis equal to the number of dimensionsin
the problem. Selecting pg(M/L’), p (M/U), and d, (L) as the dimensionally independent
parameters, and nondimensionalizing the remaining independent parameters and the
dependent parameter using these gives

Py Ume d (o, - PP, 803
Pglmt dp o0 (%,emf,¢s | 3

)

This can be written more concisely as,
Remf = fcn(Ara Emf, ¢s), (4)
whereRe,y is the particle Reynolds number at minimumfluidization, and

Ar= ﬁF}g PgJP;lgd,’,mjis the Archimedes number. A functional form for this
relationship is given by the Ergun equation (Ergun, 1952), which at minimum fluidization
conditions is given by

17n ., 150(1 - €m)

i + Rens = AT. 5
e'3“(. ¢‘ emf e?nf ¢§ mf ( )

Wen and Yu (1 1966) assumed that &q is only afimction of ¢, and showed that over a wide

range of conditions 1/(¢; ex’) and ( 1-ex)/(ds’ex) are approximately constant, Solving for
Rens and assuming that the coefficients are constant gives

. Rems = \lC)z + CAr - G, (6)
where Grace (1982) recommends values of 27.2 and 0.0408 for Cl and C,, respectively,
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This example illustrates the application of the Buckingham pi approach of dimensional
analysis. It also shows how with additional physical insight into the problem
simplifications are possible. If pg, Ps, and g had been listed individually as independent
parameters, which would have occurred if no additional physical insight had been used,
two additional independent dimensionless parameters would have resulted. The larger the
number of independent dimensionless parameters the more complicated the task of

correlating experimental data.

2.2.1.2 Application of Buckingham Pi to Fluidized Bed Hydrodynamics

The Buckingham pi procedure, presented in Section 2.2,1.1, can be applied to determine
the dimensionless groups that govern the hydrodynamic behavior of fluidized beds. If we
take the pressure drop as the dependent parameter of interest, we can useBuckingham pi
to determine the independent dimensionless parameters on which it depends.

To maintain generality, we will resist the temptation to simplify and take the complete list
of the independent parameters to be

Ap = fen(u,, g, D, L, dy, Pss Pas 11 05)- (7)
These parameters have the dimensions:
[Apl=M/(L1") [uo]=L/t [g)=L/t*
DL [L=L [6J=1 ®
{psJ=M/L [pJ=M/L? [u}=M/(Lt).

[dp)=L
Choosing u, (L/t), D (L), and p, (M/L%) as the dimensionally independent parameters and

nondimensionalizing the remaining parameters with these gives.

Ap
P, u2

= fen = = ,—,—, . s¢“ 9
[Pg u% D dp 1 ) ()

This set of dimensionless parameters is identical to the scaling laws devel oped by
Glicksman (1984), which resulted from the nondimensionalization of the Jackson (1971)
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equations of motion for fluidized beds. The number of nondimensional independent
parametersis fixed unless simplifications can be justified, but they can be arbitrarily
arranged in different forms. For example, the Archimedes number when ps>> pg (Which is
common in gas fluidized beds) results from

w- 52 (3]

It isimportant to note that Ar cannot be used to replace the three parameters, it can only

be substituted for one such that the number of independent parameters remains the same.
Simplifications result from physical insight, not mathematical manipulation.

2.2.2 Nondimensionalization of Governing Equations and Boundary Conditions

The Buckingham pi approach to dimensiona anaysis quickly and easily produces a set of
dimensionless parameters, but it provides no way of determining whether the initial list of
independent parameters is complete. The method of nondimensionalization of the
governing equations and boundary conditions does not suffer from this limitation if the
governing equations and boundary conditions can be completely specified.

If the scales of the problem can be identified, nondimensionalizing the governing equations
using the scales normalizes the equations such that each term is of order unity or less.

This makes it possible to look at the order of magnitude of each term for a particular
Situation to determine when certain terms are negligible relative to others (referred to as
order-of-magnitude or scae analysis). Order-of-magnitude analysis can aso provide
information regarding the functional form of the solution to the equation. Order-of-
magnitude arguments are used, for example, tosimplify the Navier-Stokes equations in the
development of the boundary layer equations. Kline (1965) provides a detailed discussion
on nondimensionalizing the governing equations and boundary conditions.
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The first step in nondimensionalizing the governing equations is to define the
dimensionless dependent variables. Next, each term in the governing equations and the
boundary conditions must be written in terms of the dimensionless variables. Finaly, the
coefficient of aterm in each governing eguation and boundary condition is chosen and
each term in the equation or boundary condition is divided through by it. The resulting
dimensionless coefficients of the terms in the normalized equations and boundary
conditions are the relevant dimensionless independent parameters. This procedure is
followed in the development of the hydrodynamic parameters presented below.

The more complete the governing equations and boundary conditions are, the more widely
applicable the results of the dimensiona analysis will be. It isimportant to realize the
limitations of the method of nondimensionalizing the governing equations. As with the
Buckingham pi method, if al the important terms representing the independent physical
processes are not included in the equations, the dimensional analysis will be incomplete or
it will fail.

2.2.3 Similarity

One of the benefits of dimensional analysisis that it provides the scaling laws between a
model and a target prototype such that the two systems will exhibit dynamically similar
behavior.

Geometric Similarity is a prerequisite to dynamic similarity. A model and a prototype are
geometrically similar when all of their linear dimensions are related by a constant scale
factor. They also must have the same shape (e.g. all angles must be preserved, etc.). In
the fluidization example in Section 2.2.1.2 the nondimensional groups L/D and d,/D are
terms that would have to be matched between a model and a prototype to achieve
geometric similarity.
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A model and atarget prototype will exhibit dynamically similar behavior if they are
geometrically similar and if all the values of the relevant independent dimensionless
parameters are matched between the two, In terms of the Buckingham-pi dimensional
analysis, by matching all the independent pi groups the nondimensiona dependent
variables will be identical, Using the dragon an arbitrary body as an example, if the model
and the prototype are geometrically similar, and the Reynolds numbers of the flows over
the two are identical, the drag on the target prototype is related to the dragon the model
by

b = o UL

"(pur?),

where the subscript mis for the model and t is for the target prototype. In other words,

; (11)

the nondimensional drag force on the model and the prototype are identical.

Similarly, if the same dimensionless governing equations and boundary conditions govern
both a full-size target prototype and a scale model, the dimensionless solution will be
identical. Hence, if the dimensionless parameters in the nondimensional governing
equations and boundary conditions are matched between the prototype and the model,
they will exhibit similar behavior when it is expressed in nondimensional form,

2.3 Development of Hydrodynamic Scaling Parameters

2.3.1 Two-Fluid Modeling

Two-fluid models represent the state-of-the-art in modeling two-phase flows. Two-fluid
models involve separate mass, momentum, and energy conservation equations for each
phase. This resultsin two sets of conservation equations, one set for each phase (i.e., six
equations total), that are coupled through interaction terms. The gas (subscript g) and
solid particle emulsion (subscripts) are the phases in fluidization. Due to the considerable
uncertainty that exists in the location of the individual phases at any particular instant in
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time, averaging methods are typically used to develop the governing equations. The
averaging process transforms, whatIshii (1975) calls the “local instant” equations, which
represent two phases that aternately occupy a spatial location, into averaged equations
that represent two interpenetrating continuous phases simultaneously existing at each
point in the flow. Averaging eliminates essential characteristics of the flow that must be
reintroduced into the equations through appropriate constitutive equations. Thisis
analogous to the need to constitute the Reynolds-stress term in turbulent single-phase fluid
mechanics. The identification of satisfactory constitutive-equations continues to be an
important area of research. In general, limitations in constitutive equations continue to
hamper efforts to accurately predict the hydrodynamics of gas-solid flows.

A two-fluid model of a gas-solid suspension will be nondimensionalized to identify the
scaling parameters that govern the hydrodynamics of bubblingfluidized beds. Drew
(1992) provides the detailed development of the governing equations. Drew’ s equations
are comprehensive and general. Assumptions are made, particularly with respect to
constitutive relationships, to make the governing equations specific to fluidization. The
approach to nondimensionalizing these equations is similar to that of Glicksman (1984)
and Glicksman €t al. (1993b).

The validity of the continuum assumption can be debated, particularly in the leaner regions
of bubbling beds and in circulating fluidized beds. Glicksman et al. (1994) develop the
same set of scaling relationships using the equation of motion for a single particle,
demonstrating that it is not necessary to make the continuum assumption.

2.3.2 Governing Equations

Asdiscussed in Section 2.3.1, two-fluid modelsinvolve separate conservation equations
for each phase. Vigorous mixing influidized beds provides arelatively uniform
temperature distribution throughout the bed; this feature of fluidized beds is often
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exploited in fluidized-bed chemical reactors. Assuming that the fluidized bed is'isothermal
eliminates the need for an energy equation. Hence, only continuity and momentum
equations are considered for scalingfluidized-bed hydrodynamics.

Neglecting mass transfer between the phases due to chemical reaction, the gas ancsolid-
phase continuity equations are given by

%(apg)+v-(epg ig)=0 (12)

and

%[(l—e)ps]+v-[(l-e)psﬁs]=0, (13)

respectively.

Similarly, each phase has its own momentum equation, Drag is the dominant gas-solid
interaction force and is assumed to be the primary source of momentum exchange between
the phases. Other forces, such as virtual mass and history effects, and the gas-phase shear
stress are negligible in gas-fluidized systems (Clift and Rafailidis, 1993). The drag
between the phases is expressed in the form of a particle-assembly drag coefficient, B.

The resulting gas-phase momentum equation is given by

[}

0
2o v-0,08) - veferpg-pla-s). 09

Defining an appropriate solid-phase momentum equation is more difficult due to the
additional complication of constituting a solid-phase stress tensor. Inviscid flow theory
has been used extensively influidization. For example, Davidson’s (1961) semina model
of asingle bubble rising in an infinite bed used potentia flow theory to treat the movement
of the dense phase around a spherical bubble. Davies and Taylor ( 1950) used inviscid
flow theory to derive an expression for the rise velocity of a gas bubble in a liquid.
Davidson et al. (1959) showed, experimentaly, that this expression was also valid for gas
bubbles rising in a fluidized bed, Unlike solid bodies, the free surface of bubbles have an
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extremely small shear stress. Bagnold ( 1954) found, experimentally, that the intér-particle
shear stress should become small in regions where the shear rate is zeroClift and
Rafailidis (1993) use these observations to explain why the particle phase moves like an
ideal fluid around the upper surface of a bubble and to provide support for the use of
inviscid flow theory to model certain phenomenon in fluidization. But they also concede
that the high shear rates in bubble wakes invalidate the ideal fluid assumption in this
region. Hence, although high effective viscosities have been measured in fluidized beds,
modeling the solids-phase as an inviscid flow has-been shown to provide useful
information on aspects of fluidized-bed hydrodynamics,

The solid-phase shear stress has been treated several ways in computationa studies. In
some early investigations (e.g., Gidaspow and Ettehadieh, 1983), it was assumed that the
normal component of the solid-phase stressis a function of the voidage(e). Experimental
data were then used to establish the functional dependence of the normal stress on
voidage. Massoudi et al. (1992) showed that the empirical fits used in different
investigations differ by orders of magnitude, and yet the numerical results were shown to
be insensitive to thefit that was chosen. This raised serious questions over the validity of
this approach. More recently, granular flow theory has been used to develop expressions
for the solid-phase stress tensor (e.g., Ding and Gidaspow, 1990). Granular flow theory
attributes the stress in the solid phase tointer-particle collisions and is based on the kinetic
theory of dense gases (e.g., Chapman and Cowling, 1970). But Clift and Rafailidis (1993)
refute the notion that interactions between particles produce significant particle-particle
stress. Based on the data of Campbell and Wang (1991) and Rathbone et al. (1989) they
conclude that solid-phase stress is due primarily to the momentum of “packets’ of

particles transported by bubbles, not kinetic interactions between individual particles.

There is currently no satisfying model of the solid-phase stress tensor in fluidization.
State-of-the-art computational programs use elaborate stress-tensors based on granular
flow theory. But asjust discussed, it is not clear that thisis the correct model for the
stress in the solids phase. And even these elaborate models require bold assumptions to
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simplify Boltzmann’s equation to provide a workable expression for the granular
temperature. (The granular temperature is a dependent variable in the model which
characterizes the kinetic energy of the random particle fluctuations.) The solid-phase
stress tensor has been omitted from the following momentum equation for clarity. When
the granular-flow-based stress tensor used by Boemer et a. (1995) is nondimensionalized,
the coefficient of restitution is the only parameter that arises in addition to what will be
referred to as the full set of scaling parameters. Litka andGlicksman ( 1985) found that
the coefficient of restitution had & negligible effect-on the hydrodynamics-of bubbling
fluidized beds. For this reason, it has been excluded from the list of scaling parameters. If
particle-particle interactions were the primary mechanism of the solids phase stress, one
would anticipate that the particle coefficient of restitution would have a significant effect
on the hydrodynamics. Litka and Glicksman's results raise additional questions over the
validity the granular flow model of solid-phase stress, Glicksman (1984) presented the
first systematic development of the full set of scaling parameters; this development omitted
the solid-phase stress tensor. Since then, these relationships have been verified extensively
for atmospheric fluidized beds, as will be discussed in Section 2.4. This at least suggests
that the dependence of the solid-phase stress tensor is embodied in the current list of
scaling parameters.

The following solid-phase momentum equation is used in the subsequent scaling-
parameter development.

—a%-[(l-e)psﬁs]+'v-[(l—e)psﬁsﬁs]=(1-e)ps§+[s(ag-as). (15)
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2.3.3 Full Set of Scaling Parameters

2.3.3.1 Nondimensionalization of the Governing System

Let the dimension D represent a reference bed dimension, such as the tube pitch. The

superficial gas velocity, u,, Will be used as the reference gas velocity. It is assumed that
the solids velocity is related to the upward motion of bubbles and that the bubble size (dy)
is defined by the tube pitch (D). Hence, the functiona form of Davies and Taylor’s (1950)

bubble rise velocity, which is proportional to J gdy , will be used as the referencesolid-

phase velocity. The pressure drop in a bubbling bed is dominated by the weight of the bed

materia (i.e., hydrostatic); the reference pressure is defined as such, The dimensionless

forms of the variables in the governing equations, in terms of these independent reference

parameters, are given by:

V=DV, (16)
)
t=t D ’ (17)
iy ==L, (18)
0
TR G and (19)
§ Jg_D [}
P
20
P'= D (20)
Assuming both phases are incompressible, the governing equations-(12) through(15)-
written in terms of the dimensionless variables given by ‘(16) to (20) are:
o _, (.,
+V (ei)=0 (21)
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——(1- )+(‘/_]v [(I- e)d’, (22)

a =y =y
w7 ew)= {2 Blore >+e(_g.)-(pﬁgo)[g—:](a;-4§? e
f‘""\ (
5at—,[(1-e) ]+( }V' fa-o)u,w4] = - e)""‘l')" (—B—D—) = a'g-ﬁ's)(w

The dimensionless parameters that result from nondimensionalizing the governing
equations are

v op

gD .p_ ps uO |

But B is not a constant, and hence, the dependence of the dimensionless drag term must be
given further consideration. The drag expression proposed by Ergun( 1952) is frequently
used for bubbling beds and will be used here. It isimportant to note that other drag
relationships have been shown to give the same results (e.g.,Glicksman et al., 1994).

Thus the scaling relationships do not hinge on a specific drag relationship. Ergun’s (1952)
drag expression is given by

1-e) p © + Pgltig— T
B=150( Y u JIZS(LG)M

© (o) (a)

Writing (26) in the dimensionless form found in (25) gives

BD _  (-eP(P)  m (D) _ ES_[L-,_\/—BB-.,
psuo-lso € (ps)pguo@’sdp) ¢SdP +175(1 e) ps ¢sdP e Uo us‘

Upon inspection of (27), equation (25) can be rewritten as

(26)
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In order to get the same dimensionless solution to the governing equations, the
dimensionless boundary conditions must also be the same for the two beds. Hence, the
boundary conditions must aso be nondimensionalized. Geometric similarity is one scaling
requirement that arises from nondimensionalizing the boundary conditions. For example,
consider the no-dlip boundary condition for the gas velocity (i.e., i = O) at an arbitrary
solid boundary at z=L, say, where z is the direction opposite gravity.

Nondimensionalizing this boundary condition in terms of the dimensionless variables given
in {16) and (18) gives:

L o,
at Z’:ﬁ' i'g=0. (29)

The dimensionless scaling parameter L/D reflects the need for the hot and cold-model
beds to be geometrically similar.

Boundary conditions must be specified and nondimensionalized for the four dependent
variables: i, iis, €, and p. Let the subscripts x and y denote the directions tangential and

normal to a surface, respectively.
. Gas-phase velocity., i,

At the distributor, ug,=0 and u,y =u,/A, where A isthe fraction of open areain the

distributor (i.e., Aopen’Axs)- NO Nnew groups arise from the first boundary condition. A
appears when the second boundary condition is nondimensionalized and reflects the
need for geometric similarity. At all other solid surfacesug=ug=0, which introduces
no new parameters.

+ Solid-phase velocity, s
The solid-phase velocity boundary conditions are less obvious. The solid phase
velocity normal to a surface (u,) can be assumed to be O, introducing no new
parameters. Tangential to a surface, two assumptions are common-no-slip (ux=0) and
free-dlip boundary conditions (a ux/dy = O). Again neither of these limiting
conditions introduces any new parameters. Boundary conditions involving the particle
and wall roughness can be envisioned; these additional factors are not considered here.

45



e Voidage, €
Voidage is a dimensionless variable. Hence, nondimensionalizing boundary conditions
on the voidage (e.g., Dirichlet or Neumann) will only produce parameters requiring
geometric similarity.

L Eressure, P
Considering variations in pressure along the vertical axis of the bed, the freeboard is
typically treated as a constant pressure outflow boundary (e.g.,Syamlal et al. 1993).
But the absolute pressure does not change sufficiently to influence the thermodynamic

properties of the fluid; hence, parameters that depend on the absolute pressure are
neglected in this devel opment.

Finaly, (28) can be expanded to give

2 ud
Yo ES_ L 2. _I_‘. ¢s PSD. (30)

These dimensionless groups will be referred to as thefull set of scaling parameters. The
first two parameters arise directly from nondimensionalizing the governing eguations
(Egns. (21)-(24)). The particle Reynolds number must be matched in order for the
dimensionless drag to be the same between two beds (Eqn. (27)). The remaining
parameters are statements requiring geometricsimilarity between both the bed and the
particle geometry. D/d,and ¢s appear in the dimensionless drag term; ¢s and d, are
separated to maintain geometric similarity between the particles. Similarly, the
dimensionless particle size distribution (PSD) is listed as an independent parameter to

ensure geometric similarity between the distribution of particle sizes of both the hot and
cold-model beds.
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2.3.4 Simplifications to the Full Set of Scaling Parameters

2.3.4.1 Motivation for Pursuing Simplifications

The full set of scaling parameters have been verified extensively for atmospheric fluidized
bed combustors (see Section 2.4). A scale model of an atmospheric fluidized bed
combustor based on the full set of scaling parameters and fluidized with ambient air has
dimensions that are one-quarter those of the hot combustor. But the full set of scaling
parameters provides no size reduction for a scale model of a PFBC fluidized with ambient
ar. Thisis most easily demonstrated with an example.

Consider a pressurizedfluidized bed combustor with the following geometry and
operating conditions.

Operating/Geometric Vaue
Parameter
P (atm) | 10
T (K) 1100
Pg (kg/m®) 321
1 (kg/m-s) 4.5X10°
v, (M/s) 1
D (m) 1
d, (mm) | 1

Only three of the dimensionless groups in (30) are required to determine the scale factor
provided by the full set of scaling parameters-u,/gD, p;u.d,/n, and D/d. For this
example, these three groups have the following values.
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u,’/gD | 0.102 |
WRTRT) | 71.3
DId, | 1000 |

Now consider defining a cold model fluidized with ambient air and pressure that has the
same values for these three groups, Matching these groups fixes the cold model:
superficial gas velocity (u,), overall bed dimensions (D), and mean particie size {d,). The
cold model geometry and operating conditions that satisfy the full set of scaling
parameters are summarized in the following table.

Operating/Geometric Vadue |
Parameter

p (atm) 1 |

T (K) 300 |

Ps (kg/m®) 118 |

1 (kg/m-s) 1.9 10° |

u, (m/s) 1.05 |

D (m) 11 |

dp (mm) 11 |

The cold model has dimensions that are 10% larger than those of the hot combustor (i.e.,
Dead/Dior=1. 1). For alarge pressurized combustor, such as the Tidd PFBC scaled in this
study, the required size of the cold model is impractical, Hence, it is desirable to identify a
reduced set of scaling relationships that permits a scale factor to be supplied as a scaling
input rather than determined by the scaling parameters themselves. The so-called
simplified set of scaling parameters, which are developed in the next section, provide this
additiona flexibility.
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2,3.4.2 Simplified Set of Scaling Parameters

The simplified set of scaling relationships arise by considering the dimensionless drag term,
given by (27), in the limits of low and high particle Reynolds number. This behavior is
clarified when (27) is written in terms of the minimum fluidization velocCity (ung).
Expressions for the minimum fluidization velocity in the two Reynolds number limits are
developed using the Ergun ( 1952) drag equation. At minimum fluidization, the weight of
the bed material is balanced by the drag On the particles, hence

(l_8 f)2 HUms (1_ 8mf) pgu?‘nf
~Em) = 150N o/ ETml o 75— B 31
ps g(l emf) 150 e?nf (¢§dp)2 g?nf ¢Sdp ( )

At low particle Reynolds numbers, the first term on the right hand sideof(31) dominates.
Neglecting the second term and solving for ug gives the following expression, which is
valid in the limit of low particle Reynolds numbers.

Y
0,8 en (6,d,5) @
‘M150(1 - Emp) -
At high particle Reynolds numbers, the second term on the right hand sideof(31)
dominates. Neglecting the first term and solving for une gives the following high particle

Reynolds number uys expression.

b (9,dp)P, R (39
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Similarly, at low particle Reynolds numbers, the first term on the right hand side of (27)

dominates. Neglecting the second term on the right hand side of (27) and combining this
with (32) gives

BD el (1—C)*{ RN _gB) (34
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At high particle Reynolds numbers, the second term on the right hand side of (27)
dominates. Neglecting the first term on the right hand side of (27) and combining this with
(33) gives
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Comparing (34) and (35) shows that in the limits of both low and high Reynolds numbers,
(25) can be rewritten as

L ow P u

- - PSD, 36
D gD pg Ums ¢sv ()

where ¢, and PSD are included to match € between twobeds. The groups listed m {36)
are referred to as the simplified scaling parameters. The assumption behind the
simplified set of scaling parametersis that since the parameters are exact in the limits of
high and low particle Reynolds numbers, they should beat |east approximately valid for
intermediate Reynolds numbers. There is an error associated with using the simplified set
of scaling parameters at intermediate particle Reynolds numbers. The particle Reynolds
number is no longer matched between the two beds, producing a mismatch in the
dimensionless drag term, (27). An expression is developed in the following section to
assess the magnitude of this error.

2.3,4.3 Evaluation of the Error Due to the Simplifications

Although the simplified set of scaling parameters give the same results in the limits of low
and high particle Reynolds numbers, an error is introduced for intermediate Reynolds
numbers. Equation (27) can be recast to evaluate this error. Dividing the left hand side of
(27) by the first term on its right hand side gives

2
( BD ) ep,uo(0dp) . 1.75( e¢s) Pued,) gD . -
PuoJ150(1-)?uD 150{1-e) w | w T
Performing the same operation on(31) gives
p; g eI31‘If (¢sdp)2 1'75¢S Umf pg U, dp
=1+ . (38)
150(1 = € e )L Epur 150(1 - £ )\ U6 m
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Defining the particle Reynolds number as

P, u,d
Regp = —%’ (39)

and dividing (37) by (38) and introducing (39) gives

175( e¢, -, ,/g .,
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The error in the dimensionless drag parameter can be evaluated using (40) to calculate

B’ coia/B hx Over a range Of Reg,, Where B’ =BD/P,u, . The particle Reynolds number for
the cold model is different from that of the hot bed because the particle diameter is not
scaled down by the scale factor. Hence, even at a condition where all the simplified
scaling parameters are matched, the particle Reynolds numbers between the two beds will
be different. Chapter 3 presents an evaluation of the error associated with using the
simplified set of scaling parameters to scale the Tidd PFBC.

2.4 Experimental Verification of the Hydrodynamic Scaling Parameters

A summary of the work done to experimentally verify hydrodynamic scaling in bubbling
and circulating fluidized beds is presented below, Three unique sets of scaling laws were
used in the experimental studies. To be consistent with the previous scaling law
development, they will be referred to as: thefull set of scaling laws (equation (30)), the
simplified set of scaling laws (equation (36)), and the viscous-limit scaling laws. The
viscous-limit scaling parameters are equivalent to the simplified set of scaling parameters
except that they do not include the solid-to-gas density ratio. They are based on the
assumption that the gas convective termsin (14) are negligible at low particle Reynolds
numbers. The CFB scaling law proposed by Horio et a. (1989) can be shown to be
equivalent to the simplified set of scaling laws. Horio et al. (1989) aso discussed
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simplifications to this set of scaling laws in which the solid-to-gas density ratio is omitted.
This simplified law is equivalent to the bubbling bed scaling laws proposed earlier by
Horio et a. (1986a) and have been shown by Glicksman (1988) to be equivalent to the
viscous-limit scaling laws. As will be shown in Chapter 5, the solid-to-gas density ratio is
not a parameter that can be omitted when scalingfluidized beds.

A number of studies have been conducted to establish the validity of the scaling
relationships. Tables 1 and2 give the values for the full set of scaling parameters for the
bubbling bed and the circulating bed experimental studies, respectively. The values of
other parameters used for scaling are included in the “ Other Parameters’ column. It was
not the objective of all the studies to match each of these parameters, but the tables
provide a summary of what groups were matched and how closely they were matched for
each of the studies. Table 2, the circulatingfluidized bed scaling summary table, includes
the dimensionless solids flux (Gy/psu,), which is an additional parameter that must be
matched when scaling circul ating fluidized beds, G; is the solids flowrate recycled to the
riser from the cyclone exit.

52



Table 1: Scaling Parameter Values for Bubbling Fluidized Bed Experimental Studies

Keterence HotCold | pu,D/p | U™ /8D | ps/pg | L/D|D/dp | s Scaling d, (um) | Other Parameters
Laws
Fitzgerald and | Cold 8915-11138 | .018-.027 | 126 1.0 234 N/A Full 2068 Rey,=38.1-47.6
Crane (1980) Cold 9259-11562 | .018-.026 | 110 1.0 235 240 Reg;=39.4-49.2
Fitzgerald, Hot 28881 0.33 8224 3.0 915 N/A Full 2000 Rey,=31.6
Bushnell, Cold 32000 0.31 8214 3.0 920 500 Re4,=34.8
Crane, and
Shieh (1984)
Nicastro and Hot 4658 0.143 7280 7.21 901 0.80 Full 6717 Reg,=5.2
Glicksman Cold 4781 0.145 5920 7.21 897 0.80 170 Reg,=5.3
(1984)
Horio, Non- Cold 3514 0.021 2117 Scaled | 638 N/A Simplified 376 Reg=5.5 u/une=2.00
aka, Sawa, and | Cold 954 0.022 2117 328 305 Reg=2.9 u/u,=1.97
Muchi (1986a) | Cold 247 0.021 2117 174 236 Reg=1.4 u/u,=2.00
Horio, Taka- Cold 4448 0.0024 2203 0.325 | 3297 N/A Simplified 182 Regp=1.4 u/u,=4.4
da, Ishida, and | Cold 1520 0.0023 2203 0.327 | 2000 150 Req,=0.8 u/u,~4.6
Tanaka Cold 537 0.0023 2203 0.333 | 1163 129 Regp=0.5 us/un=5.3
(1986b) Cold 105 0.0024 2203 0.340 106 Regp=0.2 u/un,=4.7
Newby and Cold 1134-2523 ~m::-$;: 2091 1.67 1800 N/A Full 200 Re4;=0.63-1.40 uy/uy,=1.0-2.2
Keaims (1986) | Cold 1134-2523 | 00062-.0032 2484 1.67 1800 200 Reg,=0.63-1.40 u/u,=1.1-2.5
Cold 1059-2406 2332 1.67 1800 100 Reg=0.59-1.34 u/up~1.1-2.5
Zhang and Cold 65784 0.135 2208 0.462 | 1137 Matc | Simplified 805 Regp=58 u/um=1.8
Yang (1987) Cold 12658 0.135 2208 0.422 | 529 hed 577 Reg=24 u/u,~1.8
Cold 77147 0.185 2208 0.462 | 1137 805 Re4p=68 uy/uni=2.1
Cold 14792 - 0.184 2208 0.422 | 529 577 Regp=28 u/un=2.1
Cold 88510 0.244 2208 0.462 | 1137 805 Reg=78 u/um=2.4
Cold 16984 0.243 2208 N4’ | 8”9 877 Re. =12 1n/n._=24
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Table 1; Scaling Parameter Va ues for Bubbling Fluidized Bed Experimental Studies

| Reference | Hot/Cold | p.u./u lul/eD lo./ | L/D ID/ lo. | Scaling Laws |d. (,n) [Other Parameters
Pz dp
Roy and Hot 923 0.462 6667 | N/IA 225 | N/A | FulVis 600 Reg=4. 1 Ugfuy,=5.2
Davidson Cold 1375 0.490 5882 250 cous Limit 180 Reg=5.5 Uo/umi=5.0
(1989) Cold 297Q 2.100 5882 9% 500 Reg=33 Uofu,=1.6
Cold 5250 5.950 5882 50 900 Reg=105 Uofun=1.3
Cold 1388 0.436 2041 188 240 Reg=7.4 Uofug,~6.1
Cold 5835 0.026 3030 1167 240 Reg=5 u/u=13.5
Cold 6664 0.026 3448 833 120 Reg=8 Uo/ug,=16.0
Cold 1250 0.029 2041 833 120 Reg=1.5 u/un~8.5
Cold 4667 0.032 2041 1167 240 Regp=4 U/un=4.6
Cold 11636 0.058 3448 182 550 Reg=64 ugfu,=2.7
Cold 2184 0.084 2041 182 550 Reg=12 ufu,=2. 1
Almstedt and | Hot 54135 0.21 913 3.13 811 0.82 [ Full 962 Re,,=66.8
Zakkay(1990) | Cold 53861 021 1068 | 3.12 811 0.75 486 .| Rey,=66.4
Cold 53861 0.21 911 3.12 811 0.82 486 Rey,=66.4
Cold 53861 0.21 911 312 |40 [o82 962 Reg=131.4
Di Felice, Cold 1468-8922 | .009-331 | 1126 |N/A 322 10 | Full 597 Reg=4.6-27.7U/Un=1 0-53
Rapagna, and | Cold 1351-§025 | .010-.340 1128 305 10 348 Reg=4.4-26.3 u/fun=1.0-5.4
Foscolo Cold 1395-8367 | .009-333 | 1136 313 1.0 158 Re;=4.6-26.7 uy/un=1.0-5.0
(1992a) Cold 11737330 | .007-290 | 1007 304 |06 163 Resp=3.9-24.1 ufun=0.4-2.7
Cold 1468-8809 | .009-.323 | 24444 552 1.0 348 Reg=2.7-16.0 W/up=1.1-6.5
Di Felice, Cold - (2L sm0° 1769 55 3536 | N/A | Full 14 Reg;=0.0009-0. 14
Rapagna, Cold 18.4-402.6 | (- 1469 100 | 794 45 2824 68 Re4,=0.007-0. 14
Foscolo, and
Gibilaro Cold 2078-6928 | go6. oas | 1100 | 2856 | 305 348 Rey,=6.8-22.7
(1992b) Cold 2186.7765 | .o2-.240 | 1105 | 2832 | 322 597 Reg;=6.8-24.1
* dugging Cold 15242-35564 | 346-1 .89 | 2000 | 100200 | 112 950 Reg,=136.1-317.5
Cases Cold 24714-37895 | @341 96 | 2036 | 11217 | 115 2400 Re,=214.9-329.5
Glicksman and | Hot 188330 0.025 898 scaled [ 3995 [ 082 [ Simplified 851 Regp=47.1 u/up=3.8
Farrell (1995) | Cold 22637 0.025 8 35 1396 | 0.85 609 Reg;=16.2 u/ug=3.8
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Table 2: Scaling Parameter Values for Circulating Fluidized Bed Experimental Studies

Reference | Hot/Cold | pu,D/p [u,’/gD | p,/pg [L/D | D/d. | Gdpsus | ¢s Scding | d, Other Parameters
Laws (pm)

Horio, Ishii, Cold 9885-16063 | 0.33-0.86 | 1508 | 8 2528 | .0028-0052 | NFA | Simplified | 79 Reg;=3.9-6.4 u/un,229-371
Kobukai,and | Cold 1236-2008 | 0.33-0.86 | 1508 | 8 816 -0028-.0052 61 Regp=1.5-2.5 u/un,=190-310
Yamanishi
(1989)
Ishii and Cold 0885-14827 | .326-.734 | 1508 | N/A | 3263 | .0056-0037 [ N/A | Simplified | 61 Reg,=3.0-4.5 ufu,=381-571
Murakami Cold 1236-1853 | .326-.734 | 1508 1078 | 0056-0037 46 Reg=1.1-1.7 uo/un=333-500
(1991)
Tsukada, Cold 1518 0.510 1534 |8 1078 [ 0.0067 [N/A | Viscous 46 Reg=1.4 Ufun=417
Nakanishi, Cold 2736 0.510 852 8 1078 | 0.0067 Limit 46 Reg=2.5 Ufun=417 :
Takei, Ishii, Cold 5327 0.510 437 8 1078 | 0.0067 46 Reyx=4.9  ufun,=417
and Horio
(1991)
Glicksman, Hot 6984 66.94 8700 | 487 | 822 0.0017 N/A | Full 185 | Reg,=8.5
Westphalen, Cold 6785 66.54 6000 48.0 | 646 0.0016 N/A 52 Reg=10.5
Brereton, and
Grace (1991)
Chang and Cold 15630 13.84 4800 |35 855 0.0044 0.69 | Full 234 | Fr=131M=21
Louge (1992) | Cold 22977 9.34 49%1 |35 1835 | 0.0042 1.0 109 | Ar'=45 R=~4880

Cold 53454 4.20 4966 | 35 2985 | 0.0020 0.73 67 Fr'=131 M=10

Cold 22977 9.34 491 |35 1835 | 0.0020 1.0 109 | Ar'~47 R=~4964
Glicksman, Hot 29170 5.26 8500 | 1143 | 2917 | 0.0013 N/A | Full 240 | Reg=10.0
Hyre, and Cold 30349 5.63 6200 | 11.25 | 2759 | 0.0011 58 Reg,=11.0
Westphalen
(19933)
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Table 2: Scaling Parameter Values for Circulating Fluidized Bed Experimental Studies

ﬂReference Hot/Cold [ puo,D/p [uo’/gD |ps/pg |[L/D|D/dp | Go/psuo |f s Scaing [ a, utner rarameiers
Laws (um)

Glicksman, | Cold 3211-5352 [ 7.1-19.7 [2117 [142 [412 @D 110 | Viscous %=7’8'—B'@_0_79 Req=1.8-13.0 Ugu,~106-176
Hyre, and Cold 3211-5352 || 7.1-19.7 [ 1167 142 326 #-710 .6-8 | Limit 100 | Reg=9.9-16.5 u/un,=176-294
Woloshun 5
(1993b) Cold 2569945146 |7.1-19.6 | 2117|141 | 1158 G |10 | simplified | 112 | Reg=22.2-39.0 uo/up=104-174

Cold 3171-5286 | 7.2-19.9 |2117 |144 407 1.0 79 | Rey=7.8-13.0 uyfu,~106-176

-3
Cold 2030400 71196 | 1167 [ 141|900 O es | 6-8 |simplified |145 | Rey=26.7-47.8 ujun=200-333
Cold 31885313 195099 |1167 |144 |322 6-8 100 | Rey=9.9-16.5 w/u,~176-294
5 (:5-1.8)107

Hot 7536958 | sc09  |sa00 |122 [2116  |(samor |NA | Full/ 243 | Reg=10.3-13.6

Cold 3891.5075 | 7-1-12.5 | 6200 [141 2253 (518010° | 6-8 | Simplified |58 [ Regp=11.1-14.2 upfun=214-286

Cold 57-102 | 6200 | 144 | 1538 6-.8 26 | Rey=2.5-33  ujun=200-267
Glicksman, | Hot 43430 3.66 758 | 409 | 1230 0.016 | 084 | Simplified | 165 | Reg=35.3 UJun=113
Hyre, Torpey, | Cold 12530 3.62 758 | 409 |s64 0.016 | 085 180 [ Regy=22.2 ujun=107
and Wheeldon
(1995) Hot 53149 4.40 681 | 409 |1230 0.016 | 0.84 | Simplified | 165 | Regy=43.2 ufug=124

Cold 13771 4.38 758 | 409 | 564 0.016 | 085 180 | Reg=24.4 w/u,=118

Hot 48228 4.02 718 | 409 | 1230 0.015 | 084 |Simplified | 165 | Rey=39.2 ufun=118

Cold 13207 4.01 758 | 409 | 564 0.015 | 085 180 | Regy=23.4 ujun=113

Hot 49212 3.85 688 | 409 | 1230 0.0035 | 0.84 | Simplified | 165 | Rey=40.0 uj/u,=116

. - PP - PP A A~ 10n NVa =AM 0 .0 he =111
YUm
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2.4.1 Bubbling Fluidized Beds

Fitzgerald and Crane (1980) performed one of the first evaluations of the full set of
hydrodynamic scaling parameters. They compared the hydrodynamics of two scaled beds
using pressure fluctuation measurements and movies. In one bed, cork particles were
fluidized with air; the other consisted of sand flvidized with pressurized refrigerant-12
vapor. Movies showed qualitative agreement between bubble growth and thesolids flow
in the beds. The ratio of the bed minimum fluidization vel ocities was within 20% of the
theoretical value; the difference was attributed to the angular shape of the cork particles
(95 was not matched between the beds). The fast Fourier transform of the pressure
fluctuations was used to determine the average frequency of the fluctuations. The ratio of
average frequencies for the two beds wasin fair agreement with the theoreticalvelocity-
time scale factor. The pressure fluctuation data were taken with a single bed pressure tap.
This may be responsible for level of agreement in the frequency ratios. Some additional
qualitative slugging comparisons were made using movies of bed behavior; the slugs
appeared to have the same scaled lengths and velocities.

Fitzgerald et al. (1984) measured pressure fluctuations in an atmosphericfluidized bed
combustor and a quarter scale cold model. The full set of scaling parameters was matched
between the beds. The autocorrelation function of the pressure fluctuations was similar
for the two beds but not within the 95% confidence levels they anticipated, The amplitude
of the autocorrelation function for the hot combustor was significantly lower than that for
the cold model. Also, the experimentally determined time-scaling factor differed from the
theoretical value by 24%. They suggested that the differences could be due to
electrostatic effects. Particlesphericity and size distribution were not discussed; failure to
match these could also have influenced the hydrodynamic similarity of the two beds. Bed
pressure fluctuations were measured using a single pressure point which may not
accurately represent the local hydrodynamics within the bed. Similar results were obtained
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between two two-dimensional beds-a bed of reacted limestonefluidized with helium and a
half-scale bed of copper fluidized with air.

Nicastro and Glicksman (1984) experimentally verified the full set of scaling laws for
bubbling fluidized beds. They compared the time-resolved differential pressure
measurements from a bubbling fluidized bed combustor and a scaled cold model. Good
agreement was obtained between thespectral content and the probability density
distribution of thedifferential pressure fluctuations of the hot combustor.and the cold
model. They concluded that hydrodynamic similarity had been achieved between the hot
combustor and the cold model. When actual hot-bed material was used in the cold model,
aviolation of the scaling laws, the model’s behavior was shown to be different from that of
the hot bed.

Horio et al. (19864) used three geometrically similar bubbling beds, fluidized with ambient
air, to verify their proposed scaling laws. The solid-to-gas density ratio was not varied in

the experiments athough it was not one of their proposed scaling parameters. By

including the density ratio, Horio et a. (1986a), in essence, used the simplified set of

scaling parameters. Video analysis of bubble eruptions at the bed surface was used to
determine the cross-sectional average: bubble diameter, bubble diameter distribution, and
radial distribution of superficial bubble velocity. Similarit;: was achieved in these
hydrodynamic parameters when bed Froude number, density ratio, and the ratio of

superficial-to-minimum fluidization velocities were matched.

Horio et al. (1986b) verified Horio's ( 1986a) bubbling bed scaling laws for solid mixing
and segregation. Sand was used as a bed material in straight and tapered bed geometries.
A bed sectioning technique was used to measure the transient radial dispersion coefficient
and the distribution of float tracers. They concluded that bed mixing and the behavior of
floating bodies obey the scaling laws in both straight and tapered beds. The solid-to-gas
density ratio was held constant in the tests, satisfying the simplified set of scaling laws.
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Newby and Keairns (1986) made bubbling bed scaling comparisons between two cold
models using the full set of scaling laws. One bed flvidized two different 200pm glass
powders using ambient air. The second bed, which was a haf-scale model of the first,
used pressurized air to fluidize 100 pm steel powder. High-speed movies showed good
agreement between the nondimensional bubble frequencies in the two beds. They also
found reasonably good agreement between the nondimensional amplitudes of the pressure
fluctuations in the beds.

Zhang and Y ang (1987) carried out scaling comparisons between two two-dimensional
beds with u./gD and u/uyy matched between them. They also inadvertently kept the
solid-to-gas density ratio constant and thus matched the simplified scaling parameters.
They found, through photographs, that the beds appeared qualitatively similar. The beds
also had similar dimensionless freeboard entrainment rates and dimensionless bed heights

over arange of uy/ugy.

Roy and Davidson (1989) considered the validity of the full and viscous limit scaling laws
at elevated pressures and temperatures. The nondimensional dominant frequency and
amplitude of the pressure-drop fluctuations were used as the basis of the comparison.
They concluded that when the full set of scaling parameters is matched, similarity is
achieved. They also suggested that it is not necessary to match the density ratio (p/p;)
and d/D for particle Reynolds numbers (Reg,) less than 30 (i.e., viscous limit scaling),
Although, the run with Reg, of 33 had the same density ratio as the low Regp runs. These
conclusions may be open to different interpretations. As shown in Table 1, thescaling

parameters were neither matched closely nor varied in a systematic manner.

Almstedt and Zakkay (1990) made scaling comparisons between a hot PFBC and a

pressurized cold scale model using the full set of scaling laws. A capacitance probe was

used to measure the mean values of the: bubble frequency, mean pierced length, bubble “
rise velocity, and bubble volume fraction. Scaling comparisons were made using the
dimensionless form of these dependent hydrodynamic parameters. Three different bed
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materials were used in the cold bed-Olivine sand and two different size distributions of the
hot-bed material. One of the hot-bed material size distributions was properly scaled and
the other was out of scale. The sand had alower sphericity and higher density than the
hot-bed material, making it possible to investigate the sensitivity of the scaling to small
variations in the density ratio and the particle sphericity. The out-of-scale hot-bed
material was also used to illustrate thesensitivity of the scaling to the D/d, parameter.
The nondimensional form of the capacitance probe measurements agreed within 25% for
the sand and the properly scaled hot-bed material; the agreementwas best in the upper
part of the bed. The properly scaled hot-bed material showed only dightly better
agreement than that for the sand, but the mismatch in the density ratio and the sphericity
for the sand was small. The improperly scaled hot-bed material had a maximum deviation
of 38% from the hydrodynamics of the hot-bed combustor. They concluded that a
properly scaled cold model can be used to achieve hydrodynamic behavior that is similar
to that of a pressurized fluidized bed combustor.

Di Felice et al. (1992a) investigated the validity of the full set of scaling laws for bubbling
and slugging fluidized beds. They used an experimental facility that permitted the
pressurization of different diameter test sections to match the scaling parameters.
Minimum fluidization measurements, video measurements of bed expansion, and pressure
fluctuation data were used to compare the similarity of five different bed configurations.
Three of the beds were scaled properly, the fourth had a mismatched particlesphericity,
and the fifth bed was purposely mis-scaled relative to the others (see Table 1). The
voidage at minimum fluidization was found to be the same for all the beds except the one
with the different particle sphericity. |n the bubbling regime, good agreement in the
nondimensiona bed expansion measurements was obtained for al but the bed with the
mis-scaled particle sphericity. The lower particle sphericity increased ugs for the system
which effectively shifted the bed expansion curve for this case. The pressure fluctuations
for the three properly scaled beds in the bubbling regime showed good agreement, while
the mis-scaled beds exhibited poor agreement with the other three. The two sets of data
that deviate from the other three correspond to the mis-scaled beds.



In the slugging regime Di Felice et a. (19928) found that the bed expansion characteristics
were similar to those in the bubbling regime, but the pressure fluctuation characteristics
for all five beds were in poor agreement with each other. They attributed thisto the
importance of particle material properties and particle-particle interactions, which are not
accounted for in the full set of scaling laws.

Di Felice et a. (1992b) evaluated the full set of scaling laws for three different Geldart
(1973) powder categories(A,B, and D) in the bubbling and slugging fluidization regimes.
Pressure fluctuations were used as the basis for the scaling comparisons. In the bubbling
regime, the RMS and dominant frequencies of the pressure fluctuations showed good
agreement for al three powder categories, Only Geldart groups B and D were considered
in the slugging regime. They exhibited fair agreement in theRMS of their pressure
fluctuations, but their dominant frequencies agreed poorly. They found that the full set of
scaling laws are valid for bubbling bedsfluidizing powders in Geldart groups A, B, and D.
They also concluded that the full set of scaling laws should not be used for slugging beds
where particle-particle interactions are thought to be important.

Glicksman and Farrell ( 1995) verified the simplified set of scaling parameters for use with
pressurized bubbling fluidized bed combustors. Chapters 3 and 4 describe thiswork in
detail.

He et al. (1996) investigated hydrodynamic scaling in spouted beds. They found that it
was necessary to supplementGlicksman’s (1984) full set of scaling parameters with two
additional dimensionless groups-the internal angle of friction and the loose-packed
voidage. These parameters characterize the particle-particle interaction forces that are
believed to be important in the annulus of spouted beds, which behaves like a moving
packed bed. They found that when the original full set of scaling parameters plus the
internal angle of friction and the loose-packed voidage were matched between two
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spouted beds, good agreement was obtained between their maximumspoutable bed
height, spout diameter, fountain height, and longitudinal pressure profiles.

2.4.2 Circulating Fluidized Beds

Horio et al. (1989) experimentally verified their proposed circulating fluidized bed (CFB)
scaling laws. The solid-to-gas density ratio wasanot varied in the tests, hence they
effectively verified the simplified set of scaling laws. Two cold scaled CFBS fluidized

using ambient air were used in the verification. Good agreement in the axial solid fraction
profiles was obtained for most of the conditions tested. A “choking-like transition” was
found to occur for cases with higher solids fluxes and lower gas superficial velocities. A
discrepancy in the “choking” transition point for the two beds was attributed to differences
in the geometry of the bed exit and the solids recycle lines, The transition point was found
to be very sensitive to the particle-size ratio, An optical probe was used to verify
similarity in the annular flow structures and the cluster velocities.

Ishii and Murakami ( 1991) evaluated Horio et al.'s (1989) CFB scaling relationships using *
two cold CFB models. Solids flux, pressure drop, and optical probe measurements were
used to measure a large number of hydrodynamic parameters to serve as the basis for the
comparison. Fair-to-good similarity was obtained between the beds. Dependent
hydrodynamic parameters such as. pressure drop and pressure fluctuation characteristics,
cluster length and voidage, and the core diameter were compared between the two beds.
The gas-to-solid density ratio was not varied between the beds. As seenin Table 2, the
dimensionless solids flux decreased as the superficia velocity was increased because the
solids flux was held constant,

Tsukada et a. (1991) applied Horio et al.'s (1989) CFB scaling laws at severa different

elevated pressures (viscous-limit scaling laws). A single bed and bed material were used in
the study. A pressure vessel was used to vary the gas pressure. The bed was fluidized
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with ambient temperature air at three different pressures (O. 1,0.18, and 0.35MPa). Axial
solid fraction profiles and optical probe measurements were used as the basis for their
similarity comparison. They found that as the pressure was increased the axia solid
fraction profile changed, indicating a change in the hydrodynamics. It was suggested that
the effect on the axial solid fraction profile could be due to reaching a Reynolds number
limit; e.g., the upper boundary for the viscous limit. They also suggest that it could be due
to a change in gas bypassing between the riser and the downcomer. The only parameter
that wasnotmatched in this study thathad been matched in previous verifications of
Horio et al.'s ( 1989) scaling relationships is the solid-to-gas dengity ratio. It is likely,
based on the recent results of Glicksman et al. (1993b), that thisis the cause of the
pressure effect on the bed hydrodynamics.

Glicksman et al. (1991) made scaling comparisons between an experimental circulating
fluidized bed combustor and a scaled cold model based on the full set of scaling laws. The
time-resolved pressure fluctuations and the time-averaged pressure drop were measured.
Due to uncertainties in the hot-bed solid circulation measurements, the cold-bed solids
flux was adjusted until the average bed solid fraction matched that of the hotbed. The
vertical solid fraction profiles, and the probability density function and the Fourier
transform of the pressure fluctuations were compared between the hot and cold bed.
Good agreement was obtained between the vertical solid fraction profiles except near the
top of the beds. It was suggested that the differences in the solid fraction profiles at the
top of the bed could be due to protrusions or wall roughness in the hotbed that were not
modeled in the cold bed. Good agreement was also obtained in the comparison of the

probability density distributions and the Fourier transforms of the pressure fluctuations.

Chang and Louge (1992) carried out tests on a circulating bed in which they could vary
the gas composition. By combining this with particles of different density and size, they
are able to scale a series of different size hot commercial beds with diameters up to five
times larger than the cold bed. Comparisons between glass and plastic particles show
identical mean vertical solids fraction profiles. Fr'=u2/gd.d, was matched in the
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comparisons, whereas Froude number based on bed diameter(D) could not be matched
since the experimental bed diameter was fixed in the tests. The inability to ater the bed
diameter also made it impossible to match the D/d.scaling parameter. Particle sphericity
Is not explicitly included as an independent parameter, rather it is included with the particle
diameter based on a combination of the gas-to-particle drag coefficient. The values of the
parameters matched for scaling are presented in the “ Other Parameters’ column of Table
2. Steel and glass particles were also compared. The level of agreement when steel and
glass wereused was poor because the bed using the steel particles was choked while the
bed with glass particles was not. Yang's (1983) correlation indicates that choking isa
strong function of the Froude number based on bed diameter (Frp). Frp could not be
matched between the beds, which caused them to choke under different conditions.

Glicksman et al. (1993a) evaluated the full set of scaling laws for circulating fluidized
beds. Solid fraction data were obtained from the 2.5 MW, Studsvik CFB prototype. The
full set of scaling laws were evauated through solid fraction profile comparisons between
the Studsvik bed and a 1/4 scale cold model. Fairly good agreement was obtained; the
profiles most closely matched in the top of the beds. Differences between the profiles
were attributed to uncertainty in the hot-bed solid flux measurements and to the mismatch

in the solid-to-gas density ratio.

The viscous-limit scaling laws were a so evaluated by Glicksman et al. (1993b) in a series
of two tests with circulating beds. Scaling was attempted between glass-steel and glass-
plastic (i.e., different density ratios) in the same bed. The average solid fraction profiles,
the solid fraction probability density functions, and the power spectral densities were all in
poor agreement. It is believed that the beds were operating near the point of incipient
choking condition, as predicted by the Yang (1983) correlation. Because this correlation
indicates that choking is a strong function of the solid-to-gas density ratio, it was
concluded that the viscous-limit scaling parameters are unable to model bed
hydrodynamics near the boundary between different flow regimes. They concluded that
sin(;e low u, is required for the viscous-limit scaling to be valid, while sufficiently high u, is



required to prevent choking, the applicability of the viscous-limit scaling parameters for
CFBs is limited.

The simplified set of scaling laws were used by Glicksman et al. (1993b) to scale between
properly-sized plastic and glass particles in two geometricaly similar beds. The average

solid fraction profiles showed excellent agreement. The probability density functions and
power spectral densities also agreed well, In contrast to the viscous-limit scaling results,

the simplified scaling laws gave good agreement even for conditions where Yang's (1983)
correlation predicted the beds were choked.

Glicksman et al. (1993b) verified the ssimplified scaling laws for hotbeds by comparing the
solid fraction profiles for the Studsvik CFB prototype, the 1/4 scale cold model, and a
1/16 scale cold model. The average solid fraction profiles were in good agreement for
most of the conditions tested. The agreement was excellent between the 1/4 scale cold
model, which utilized the full set of scaling laws, and the 1/16 scale model, which utilized
the simplified set of scaling laws. Hence, any disagreement between theStudsvik bed and
the 1/16 scale model is not due to the simplifications of the full set of scaling laws. The
density ratio was not matched exactly between the hot bed and the two cold beds, which
may have affected the agreement. They concluded that the simplified set of scaling laws,
which includes the solid-to-gas density ratio, gives acceptable results over a wide range of
particle densities and bed sizes, even when the length ratio is as small as 1/16.

Glicksman et al. (1995) verified the simplified set of scaling parameters for use with
pressurized circul ating fluidized bed combustors in a study done in parallel with this thesis.
They compared the hydrodynamics of a Foster Wheeler pressurized CFB and a half-scale
cold model. The dimensionless pressure fluctuations were compared between the two
beds. Good agreement was obtained between the solid fraction profiles, the probability
density functions, and the fast Fourier transforms of the pressure data from the two beds.
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The validity of the full set of scaling parameters has been demonstrated for bubbling and
circulating fluidized beds. The viscous-limit scaling parameters do not appear generally
applicable. The simplified set of scalingparameters, which includes the viscous-limit
scaling parameters and the solid-to-gas density ratio, has been verified for atmospheric and
pressurized circulating beds. The verification of the smplified set of scaling parameters
for pressurized bubbling beds is the subject of the present work.
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2.5 Nomenclature

Aqen Open area of distributor

Ar  Archimedes number %p, - p,)p,8da/1>
«  bed cross-sectional area

reference bed dimension

mean particle diameter

b drag force

ne o>

Froude number based on reference bed dimenﬂoﬁ,uozlgD

Fry

g acceleration due to gravity-9.807 /s

G, CFB solids flux

L bed dimension

p gas pressure

p dimensionless gas pressure p.gD

PSD dimensionless particle size distribution

Re, particle Reynolds number at minimum fluidization conditions
Re,, particle Reynolds number at operating superficial gas velogjty, u

t time

t’ dimensionless time = }#D

T temperature

ﬁg gas-phase velocity

ﬁ’g dimensionless gas-phase velocity'ig/u0
u, superficial gas velocity

Uy minimum fluidization velocity

T solid-phase velocity

T dimensionless solid-phase velocitytz/y/gD
Greek Symbols

B particle-assembly drag coefficient

B’ dimensionless drag coefficientb/p.u,
A fraction of distributor area that is open
Ap differential pressure drop

€ local voidage

e, Vvoidage at minimum fluidization conditions
(0} particle sphericity

M gas viscosity

Py gas density

P, solid density
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3. ‘Experimental Setup for Hydrodynamic Scaling Studies

3.1 Tidd PFBC Experimental Setup

The Tidd plant is afirst-of-a-kind PFBC combined-cycle plant in the United States that
can generate up to 70 MW, of power (79% steam cycle/21 % gas cycle). The Tidd PFBC
boiler operates at roughly 10 atm of pressure and a temperature between 838 and 860°C

(McDonald, 1990).

Figure 1is a schematic of the Tidd boiler, As shown in the figure,

boiler tub s pass through the bed in a serpentine arrangement to generate steam, and there

isalarge freeboard

region above the tube bank. Fuel and sorbent are injected into the

bottom of the bed beneath the tube bank. At full load, the expanded bed height is 3.6 m

(McDonald, 1990),
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Figure 1: Tidd Boiler Schematic ‘McDonald, 1990)
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3.1.1 Tidd Pressure Measurement Setup

The Tidd PFBC is a demonstration plant, and as such, is equipped to provide
measurements that would not typically be available from a standard boiler. The Tidd plant
IS equipped with 8 experimental pressure taps positioned vertically aong the boiler wall.
The taps protrude approximately 46 cm into the bed and have a 1.3 cm inner diameter.
These taps were used to obtain time-varying pressure drop data, In addition to the
experimental taps, the bed is fitted with pressure taps@ proevidedata for plant operations.
The so-called POPS(Plant Operational Performance System) system provides static
pressure drop measurements over severa elevationsin the bed, The POPS system
provides the opportunity to cross-check data taken from the experimental taps. Aswill be
discussed in Chapter 4, the POPS system data were also used to estimate the voidage in
the bottom of the Tidd plant, due to problems with the experimental taps in this region.
Figure 2 shows the relative location of the two sets of pressure taps. H represents the
height of the tube bank, and z is the distance above the distributor.
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Figure 2: Tidd Pressure Tap Locations

3.1.1.1 Tidd Pressure Line Characterization

The Tidd pressure lines are quite long; Babcock& Wilcox estimated their length to be
approximately 15 m (Fuller, 1995). This raised concerns over whether the pressure lines
could transmit a dynamic pressure signal without significantly distorting it. Babcock&
Wilcox (Fuller, 1995) conducted some limited tests to obtain more information on the
effects of the pressure lines on atime-varying pressure signal. An anaytical model of the
pressure-line dynamics has been devel oped; the details of the model are given in Appendix
A. Babcock& Wilcox's test results have been used in conjunction with the model to
assess the frequency response of the Tidd pressure lines.
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During a shutdown of the Tidd PFBC boiler, Babcock& Wilcox tested the Tidd pressure
line-dynamics at ambient conditions. They applied a 30 Hz sinusoidal pressure signal to
the boiler-end of a pressure line while simultaneously measuring both the pressure signal
into and out of the line. The 30 Hz pressure signa was generated using a modified vane
pump. Three purge-air configurations were tested. (Purge air isintroduced through a“T”
in the pressure line. The third leg of the “T” contains a critical-flow orifice that
experiences the line pressure on one side and the pressure-vessel pressure on the other.
Purge air is used to prevent the pressure taps from becoming plugged during boiler
operation.) The configuration with the purge-air line blocked off was experimentally
found to alter the pressure signal either comparably or more significantly than the other
two configurations and is the simplest to model. Hence, the following discussion and the
analytical model developed in Appendix A are based on the Tidd pressure lines with no
purge air effects. Fuller (1995) provides additional analysis of the data with simulated
purge air.

The model of the pressure lines presented in Appendix A is alinear lumped-parameter
model that includes the effects of: fluid inertance, capacitance, and resistance. The
constitutive equations for each fluid-system element were taken from Rowell and

Wormley ( 1994). The resulting model is a second-order system with an undamped natural

1

frequency, ®a» and a damping ratio, §.

Figure 3 shows a segment of the Tidd pressure line test data. The data designated “Input”
were taken from a pressure transducer positioned at the source of the 30 Hz pressure
signal. The “Output” data were taken from a pressure transducer connected to the
opposite end of the pressure sensing line. As shown in Figure 3, the pressure line
amplifies the 30 Hz input signal by approximately a factor of 2.3. Based on the model
developed in Appendix A, the pressure line should behave as a second-order system.
Underdamped second-order systems will amplify a sinusoidal input signal when they are
excited near their undamped natural frequency (con ). According to the pressure line

model, the damping ratio () for the pressure line at the test conditions is approximately
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0.06. Thisis alow damping ratio, suggesting that the pressure line should behave like an
underdamped system (i.e., 0<€<1). Thisimplies that the undamped natural frequency of
the pressure lines is in the vicinity of 30 Hz at the test conditions. The shape of the
“Output” data shown in Figure 3, which are for a frequency that is much higher than those
typical of fluidized-bed hydrodynamics, is not significantly distorted from the input signal.
This suggests that nonlinear effects are not very important, in this case, and provides
support for using a linear model of the pressure-line dynamics.
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Figure 3: Segment of Data from Pressure Line Characterization Tests

A system’s frequency response relates the magnitude of its output to the magnitude of a
sinusoidal input over arange of frequency. Bode plots are the standard way of plotting
system frequency response (Rowell and Wormley, 1994). Figure 4 presents the Bode plot
for the Tidd pressure line based on the analytical model; the input parameters for this
analysisare given in Table 1. The conditions presented in Table 1 are for air at ambient
temperature and pressure, which correspond approximately to the conditions of the
pressure-line tests. The ordinate on the Bode plot isthe ratio of the system output
magnitude to the input magnitude in decibels. For example, if the ratio of the output and
input magnitudes is unity, the “Gain” in decibels is 20logo( 1 )=0 dB. Hence, Figure 4
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shows that the magnitude of the output equals the input (i.e., O dB Gain) for low angular
frequencies (m). Figure 4 is given in terms of the angular frequency (0)); angular
frequency is related to the frequency in Hz (f) by

o =2nf . (1)
According to the test data, the input isamplified by a factor of 2.3, or approximately 7 dB,
at afrequency of 30 Hz; this corresponds to an angular frequency of 188 s-]. Although the
model predicts the underdamped behavior of the pressure line (i.e., the amplification of the
input), a comparison of the measurements with the model shows thatit clearly does not
predict the frequency at which this behavior occurs. Figure 4 shows that the model
predicts an undamped natural frequency of roughly 21 S, or 3.3 Hz, which is far from the
measured frequency of 188 S| with a gain of 7 dB. The model involves three lumped
fluid-system parameters: inertance, capacitance, and resistance. Deficienciesin the
model’s predictive abilities may be due to limitations in the constitutive relationships used
for the inertance and capacitance of the fluid in the lines (see Appendix A for the details);
the natural frequency is independent of the resistance. It is desirable to find away to
“correct” for the model’s deficiencies to permit an assessment of the pressure line
frequency response under normal boiler operation.

According to the model, the undamped natural frequency for the pressure lines is given by

mn=‘f7'f2"‘1. )

Equation (2) implies that the undamped natural frequency, the quantity the model

predicted poorly, depends on:, gas properties (y and R), temperature (T), and pressure-
line length (). Of particular interest is the dynamic behavior of the pressure lines at the
elevated temperature they experience during boiler operation. In an attempt to
compensate for the model’s deficiencies, while accounting for the effect of temperature on
o,, an effective pressure line length(l.x) will be calculated to match the model to the data
at the pressure-line test conditions. This effective line length should provide better
predictions of the pressure line dynamics under the conditions the lines experience during
boiler operation.
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Figure 4. Bode Plot for Pressure Line Model at Test Conditions

Table 1: Model Inputs at Pressure Line Test Conditions

| Model Parameter ’ Value

| 1(m) | 15.0
d (m) 0.0127
1 (kg/m-s) 1.8x10°
Y 14
p (N/m?) 1.013X10°
T (K) 300
p; (kg/m®) 1.18
R (J/kg-K) 287

the peak frequency (COP ) on the Bode plot (i.e., @, = 0, for low& since
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For low damping ratios, the undamped natural frequency corresponds approximately to

®p = O, F2-0);*Assuming the model predicts the behavior around the natural



3
frequency, just not the actual value of the natural frequency, Figure 4 shows that the ratio
of the frequency at which the gainis 7 dB ( @748 ) and the peak/natural frequency is

748

=12 &)

Experimentally, Babcock & Wilcox found that w44 = 188 s-'. Using this experimental
result and (3), the undamped natural frequency of the pressure lines at the test condition is
157 s’. Using this value for @, , (2), and the valuesin Table 1, gives an effective pressure

line length of

Iy ‘RT

ol - 2.2m. 4

legr =

This effective line length can now be used as an input to the analytical model to predict the
frequency response of the Tidd pressure lines during boiler operation. The pressure lines
run between the boiler enclosure and the wall of the pressure vessel. The temperature
inside the pressure vessel while the Tidd PFBC boiler is running is approximately 590 K.
The boiler operates under pressurized conditions, hence the absolute pressure in the lines
Is approximately equal to the boiler pressure, which is typicaly around 10 atm. Table 2
summarizes the pressure line model inputs parameters to simulate conditions during boiler
operation. The effective pressure line length was used to calculate the fluid inertance and
capacitance. The actual estimated pressure line length (f) was used to calculate the fluid
resistance, The frequency response was also determined usingl. to calculate the
resistance; this was found to have a very small effect on the results.
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Table 2: Model Inputs at Boiler Operating Conditions

Model Parameter Value
lex () 22
1(m) 15.0
d(m) 0.0127
p (kg/m-s) 29.4x10"
Y 14
p (N/m?) 1.013x10°
T (K) 590
pg (kg/m’) 6
I R (Jkg-K) ‘ 287

Figure 5 presents the Bode plot for the pressure line at the conditions listed in Table 2.
The fidelity of the input signal is maintained by the pressure lines out approximately to an
angular frequency of 80 s-’, or 13 Hz. According to the model, components of the
pressure signal at this frequency would be amplified by 15%. Chapter 7 describes
measurements of the bubble characteristics in a cold-scale model of the Tidd PFBC. At -
the scaled Tidd operating conditions, the maximum bubble frequency was measured to be
approximately 7 Hz. If scaled properly, the dimensionless bubble frequency in the cold
model should be equivalent to that in the Tidd PFBC. Thisimplies that

fD D

— — e |
t—4

Yolgyg  Uo

(5)

hot

As will be discussed in Section 3.2, the cold model has dimensions one-quarter those of
the Tidd PFBC (i.e., a scale factor of 4); hence Deas=Dia/4. IN order to match the Froude
number between the two beds, the cold model superficial velocity must be equal to the
Tidd PFBC superficial velocity divided by the square-root of the scale factor (i.e.,

Uolcom = uolhm / Ja). Using these scaling requirements in (5) gives

81



"] B T ®

Since fes®7 Hz, (6) implies that fia®3.5 Hz. Thus, the mean bubble frequency in the Tidd
PFBC should be well below the frequency at which the pressure line begins to amplify the

pressure signal. Aslong as the frequency of the signal is not too broadband, the pressure

line should not significantly alter the input pressure signal.

Although there are some unsatisfying aspects to the previous analysis, it sheds some light
on the Tidd pressure line dynamics and the possible pitfalls associated with their length.

The analysis suggests that the expected dominant frequencies of the pressure signal should

be transmitted by the Tidd pressure lines unamplified. And Babcock& Wilcox's data
suggest that the signal should remain undistorted. But it al'so implies that higher frequency
components of the pressure signal could be artificialy amplified due to resonance in the
pressure lines. It is anticipated that these effects would manifest themselves in the power
spectrum of the Tidd pressure signal. Aswill be discussed in Chapter 4, the Tidd power
spectrum has unusual features; the pressure lines are a possible source of the observed
aberrant behavior,
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Figure 5: Bode Plot for Pressure Line Model at Boiler Operating Conditions

3.1.2 Tidd Data Acquisition System

The time-varying pressure drop data from the Tidd PFBC demonstration plant were
acquired using a personal-computer-based data acquisition system, A 486-33MHz

personal computer equipped with a 12-bit analog-to-digital conversion board was used to
sample the pressure transducer output. The Tidd data were obtained using a single, O-5

psi, differential pressure transducer connected to a pressure manifold system. The

manifold system permitted any two of the eight experimental pressure taps to be

connected to the pressure transducer. An electronic filter was installed between the data
acquisition system and the pressure transducer to prevent aliasing and to eliminate any

high frequency noise.
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3.2 Hydrodynamic Scaling Calculations

Table 3 lists the Tidd PFBC geometric and operating parameters. The particle density

(ps) was determined by measuring the displacement of aknown massof the Tidd bed
material (dolomite). The particle sphericity (¢¢) was determined by evaluating a digitized

picture of the Tidd bed material; image-analysis software’ was used to estimate its average
apparent circularity. Chang and Louge (1992) found that the square of the apparent
circularity provided a good estimate of the particle sphericity. Additional detailson the
particlesphericity measurements are provided in Appendix B. The minimum fluidization
velocity was predicted using an expression proposed by Grace (1982). Experiments were
conducted at ambient conditions that showed that this expression predicts the minimum
fluidization velocity of the Tidd bed material well. The surface-volume mean particle
diameter (dp=851pm) was determined through sieve analysis of a Tidd bed sample taken

from the sorbent reinfection vessels during testing. (The surface-volume mean particle
diameter is used since the friction on the particle is proportional to its area, and the
gravitational forceis proportiona to its mass,) It is not currently possible to obtain a
sorbent sample from the center of the bed. This introduces some uncertainty in the exact
size of the particles within the bed, Detailed information on the Tidd PFBC particle size
distribution is given in Appendix C. The dimension D is an arbitrary reference bed
dimension; the value for Din Table 3 is the width of the scaled section of the TiddPFBC.
(The scaled section isillustrated in Figure 6.)

The vaues of the parameters listed in Table 3 were used to calculate the values of the
simplified scaling parameters for the Tidd PFBC. Table 4 lists the values of the simplified
scaling parameters for the Tidd PFBC. These dimensionless groups must be matched
between the combustor and a cold model in order for the model to smulate the
combustor’s hydrodynamics. In addition to the parameters listed in Table 4, a cold model
must be geometrically similar to the Tidd PFBC, and the dimensionless particle size

"'Image 1.47 developed by the U.S. National Ingtitutes of Health
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distribution (PSD) must be matched between the two beds. Geometric similarity requires
that all length scales change by the same scale factor. Thisis equivalent to matching L/D

between two beds, where L is any bed dimension.

Table 3: Tidd PFBC Operating Parameters

Parameter Value of Parameter
for Tidd PEBC
T (K) 1135
P (N/m3-abs) 90.04X 10°
 (kg/m-s) 4.6x1(Y°
pg (kg/m®) 2.8
ps (kg/m®) 2513
s | 0.82
Ut (111/5) 0.24
u, (111/9) 0.91
D (m) 3.4
dp (Lm) 851

Table 4: Tidd PFBC Simplified Scaling Parameters

Scaling Parameter Tidd PFBC
P/Ps 898
uozlgD 0.025
Uo/Uns 3.8
s 0.82

The procedure for determining the dimensions and operating conditions for a cold model
using the values of the simplified set of scaling parameters for the kot combustor follows.
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1. Calculate the cold model particle density that matches the hot-bed solid-to-gas density

ratio;
P
cold| Py ha'

2. Choose ascalefactor. In this case, for example, a quarter-scale cold model was
constructed;

psLold = pg

Dior
Desa = >

Hydrodynamic similarity requires that the cold model be geometrically similar to the
hot bed, Hence, al the dimensions of the hotbed must be scaled down by the scale
factor and all angles must be maintained (e.g., Leo=Liod4)- In this case,dpisnot
scaled by the same factor.

3. Calculate the cold-model gassuperficial velocity that matches the hot-bed Froude

number;
u I u l Dcold
[+ = Up
cold ha"’ Diot *

4. Cadculate the cold-model minimumfluidization velocity that matches the hot-bed

Vo Ut}

0
cold

‘mf cod”
(uo/umf hot

5. Calculate the cold-model particle diameter that, using the particle density calculated in
Step 1, agrees with ugys calculated in Step 4. The expression proposed by Grace
(1982) was solved for particle diameter (d,) in the current study. Grace’s Uns
relationship is

mrd P (P —P; e d
3%2 = J(27.2)2 + 0.0408%—‘—)—3 -272.

6. Thedimensionless particle size distribution (PSD) and the particle sphericity (¢;) must
be matched between the hotbed and the cold model.
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A cold-scale model of a section of the Tidd PFBC has been constructed using the
smplified set of scaling laws. Figure 6 illustrates the scaling from the Tidd PFBC to the
cold model. A two-dimensional slice of the Tidd boiler enclosure isillustrated in Figure 6.
The dashed lines represent the section of the Tidd combustor that was scaled. The cold
scale moddl, including the tube bank, has linear dimensions that are one-quarter those of
the section illustrated in Figure 6. The decision to scale only a section of the combustor
was based on the observations of Glicksman and McAndrews (1985) and Glicksman et al.
(1987). They found that the bubble distribution is nearly uniform throughout the bed
“cross-section for large-particle bubbling fluidized beds containing a large array of
horizontal tubes. The walls have a minimal influence on the conditions near the center of
the bed when the bed diameter is 3-4 times larger than the maximum bubble size.
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Table 5 summarizes the results of the scaling exercise described previoudly for the quarter-
scale cold model of the Tidd PFBC. The second column in Table 5 lists the values for the
cold model geometry and operating parameters required to exactly satisfy the scaling

relationships; the adjacent column gives the values that were actually achieved. A granular
linear low-density polyethylene manufactured by Union Carbide (GRSN 7047) was chosen

as the cold bed material; it has a solid densityof918 ke/m3 versus the 988 kg/m3 required
to exactly match the solid-to-gas density ratio. The cold-bed material particle sphericity is
0.85. 1ts value-was measured inthe same mamner as for the Tidd bed material; the
measurement procedure is described in Appendix B. The particles were segregated in an
attempt to achieve the required scaled particle size; the deviation between the exact and
actual mean particle diameter are small enough that it has a negligible effect on the
minimum fluidization velocity.

Table 5: Cold Model Operating Parameters

| Parameter Value for Exact Vaue for Actual
| Cold Model Cold Model
T (K) 311 311
p (N/m?-abs) 1.01X10° 1.01X10°
t (kg/m-s) 1.9x 10° 1.9X10-5
| ps (kg/m') | 1.1 | 11
| o kg | 088 | 018
s 0.82 0.85
U (IN/S) 0.12 0.12
u, (In/s) ' 0.46 0.46
D (m) 0.85 0.85
d,(pm) 581 609
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Table 6 compares the values of the simplified set of scaling parameters for the Tidd PFBC
and the cold model. The polyethylene bed materia allows the hot-bed density ratio to be
matched within 8%, and the particle sphericity matches the Tidd bed value within 4%. An
attempt was also made to match the dimensionless particle size distribution. Figure 7
compares the dimensionless particle size distributions (PSD) of the Tidd PFBC and the
MIT cold model; the PSDS of the two beds matched closely. The details of both the Tidd
and the cold-model particle size distributions are provided in Appendix C.

Table 6: Comparison of Simplified Scaling Parameters

Scaling Parameter Tidd PFBC Cold Mode
PJ/Pe 898 835
u,/gD 0.025 0.025
Uo/Ups 3.8 3.8
L/D geom. Similar geom. Similar
os 0.82 0.85
PSD matched matched
—o— Tidd PFBC
0.3 //8\— --0 - - Clold Model H
;. 0.25 / \\
_—8; 0.2 i,
i ‘
K 0.15 . =
g 7 \5& ;
s 01 1 \
0.05 gﬂ \o =
0 ~ﬂ=0/
0 0.5 1 1.5 2 2.5 3
dpi/dp

Figure 7: Comparison of the Tidd PFBC and the Cold Model Particle Size Distributions
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3.2,1 Error in Drag from Using the Simplified Set of Scaling Parameters

In Chapter 2, it was shown that the simplification in going from the full to the simplified
set of scaling parameters introduces a scaling error because the particle Reynolds number
is no longer matched between the two beds. Failure to match the particle Reynolds
number produces a mismatch between the hot-bed and cold-model dimensionless drag
parameters (~' eBD/p, uo ). An expression was developed in Section 2.3.4.3 to compare

the dimensionless drag parameters over a range of particle Reynolds number. This
relationship is given by
_, D _,

ug'— lls
o

1
BD _[e?nf) (1—8)2 (Q)( uo) +]_5 I-fe u (7)
Pelo \ E J(1=Em)\ 12 Nums 175  um 9 ‘

7150 0y (1mea) "

1.7% €9, )Red
p

Evaluating (7) for the Tidd PFBC and the cold model requires assumptions for the gas and

solids velocities (ug and ug). Two limiting conditions are considered.

1. For the drag due to the gas flow through the particle emulsion, it is reasonable to
assume that ug=uy/e and v=0.

2. For the drag associated with the motion of the bubbles, the gas velocity can be
assumed to be the bubble rise velocity plus 3ugy (i.€., ug=uy+3uysand u=0).
Measurements in the cold model (see Chapter 7) indicate that at the scaled Tidd
operating condition uy=0.9 m/s. According to the scaling relationships, this would
correspond to a bubble rise velocity of 1.8 m/sin the Tidd PFBC.

For the frost case, assuming that e=g,y, there is no error in the dimensionless drag terms
introduced by using the simplified set of scaling parameters. Figure 8 shows the error for
the second case over arange of hot-bed particle Reynolds numbers. The hot-bed has a
particle Reynolds number of 48. As shown in the figure, at this Reynolds number the
dimensionless drag coefficient for the cold model i1s31% lower than that of the hot bed.
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The figure also shows that, as discussed in Chapter 2, in the limits of both hi gh:and low
particle Reynolds numbers, the dimensionless drag terms are equivalent because the

simplified set of scaling relationships are equivalent to the full set of scaling relationships
in these limits.

2
=2 .
2 070 1069 N\ | /
g 070 === RN A
Redp=48‘
0.60
0.50 A—mtmitsss it bbbt
1.00E+00 1.00E+02 1.00E+04 1.00E+06

Redp

Figure 8: Error in Dimensionless Drag Parameter

The results of these two limiting cases suggest that the error in the dimensionless drag
term at different locations in the bed should vary roughly between O and 31%. Although
in bubbling beds, most of the drag is associated with the gas flow required to fluidize the

particle emulsion and not the bubbles, this does not provide any information on how any
error affects the local hydrodynamics.
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3.3 MIT Cold Model Experimental Setup

Figure 9 is a sketch of the MIT cold model. A blower supplies air to the cold model
through 6 in. PVC piping. The blower is capable of supplying up to 1200 cfm at 12 psi.
Under typical operating conditions, the cold model requires 380 cfm at roughly 4 psi. The
arflow to the bed is regulated by a valve in the airline upstream of the bed.

Airfrom the blower enters the inlet plenum of the model and then passes through a
perforated plate distributor. The distributor is constructed of two perforated steel plates
with 48% open area. Two layers of cloth and alayer of 325 mesh screen are sandwiched
between the two plates to support the particles and provide a pressure drop sufficient to
achieve a uniform flow distribution.

The cross-section of the cold model is 0.85 m wide and 0.46 m deep. The bed is
constructed of% in. plywood, supported by a steel Dexion’frame. Wooden dowels were
used to smulate the presence of the boiler tubesin the Tidd PFBC. The cold model dowel
array was constructed to be geometrically similar to the Tidd tube bank; the detailed tube
bank geometry is not provided due to its proprietary nature.

“Dexion Incorporated, Woodside 77, NY.
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The air leaving the bed passes through a cyclone to capture anyelutriated bed material.
The cyclone was approximately 33 cm in diameter and 96 cm tall and was manufactured
by Pemm Corp®. Only a small amount of solids are carried out of the bubbling bed,
making it unnecessary to continuously reintroduce the captured solids back into the bed.
The solids captured by the cyclone collected in a vertical 6 in. PVC pipe connected to the
bottom of the cyclone. To avoid significantly altering the particle size distribution in the
bed, the collected solids were periodically removed from the pipe through a drain at its
bottom andmint.reduced into the bed.

After leaving the cyclone, thefluidization air passes through afilter box prior to
exhausting into the laboratory

3.3.1 Cold Model Pressure Measurement

The cold model pressure taps are positioned at the same dimensionless elevations (z/H) as
the Tidd experimental taps shown in Figure2. The cold-model taps were flush with the
wall, while the Tidd taps extended 46 cm into the bed, The effect of having the taps
protrude into the bed was evaluated in the cold model and found to have a negligible
effect on the pressure-drop data. The lines to the pressure taps were short lengths (< 30
cm) of plastic tubing. Plugging of the pressure taps was not a problem. The pressure lines
wereblown out prior to conducting atest; tests were repeated several times to verify the
repeatability of the data.

The cold model is instrumented to simultaneously measure the pressure drop between all
the successive pressure taps, but the final time-varying data were filtered prior to
digitization using a single-channel analog filter. This required that the cold model data
used in the scaling comparisons presented in Chapter 4 be obtained using a single, O-5 in.
H,0, fast-response pressure transducer. Therefore, as with the Tidd differential pressure

*PEMM Corp Process Equipment & Mfg. Corp., Cold Spring, NY.
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data, the data for each level in the cold model were taken sequentially rather than
simultaneously. The pressure transducers were made by AutoTran, Inc.* (Series 600).

3.3.2 Cold Model Data Acquisition System

The cold model data acquisition system is illustrated in Figure 10. The time-varying
pressure drop measurements from the MIT cold model were sampled using a persona
computer-based data acquisition system. A 386SX-33MHZ Dell computer equipped with
Keithley-Metrabyte's DAS-1601 data acquisition board and EASYEST LX™ data
acquisition software were used to sample the pressure transducer signal. The DAS-1601
is ahigh-speed 12-bit analog-to-digital converter that can accommodate up to 16 single-
ended inputs.

12 Vpe
Power Supply

M
Computer with data Low-pass
acquisition board

Cold Model

Figure 10: MIT Cold Model Data Acquisition System

As mentioned in Section 3.3.1, the data from the cold model were electronically filtered
prior to digitization. A D68L8B-100HZ analog anti-aliasing filter manufactured by

* AutoTran Incorporated, Hopkins, Minnesota
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Frequency Deviceswas used. Thefilter is an 8-Pole low-pass Butterworth filter with a
100 Hz cutoff frequency (-3 dB). The 8-Pole Butterworth filter was chosen for its flat
pass band and steep 48 dB/octave roll-off. The performance of the cold-model anti-
aliasing filter was evaluated using an electronic signal generator. The attenuation provided
by the filter was verified by supplying sinusoidal inputs over a range of frequencies and
measuring the attenuation of the input amplitude. Figure 11 presents the measured
performance of the electronic filter.
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Figure 11: Measured Performance of Electronic Filter

3.3.3 Cold Modd Air Flow Measurement

The air flowrate through the cold model was measured using a concentric-bore orifice
plate manufactured by Meriam Instrument The orifice plate was made of 304 stainless

*Frequency Devices Inc., Haverhill, MA
¢ Meriam |nstrument, Cleveland, OH
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steel and had a bore of 2.7794 in., giving it a diameter ratio ( By = dbor/dzipe ) of 0.458.

The orifice plate was installed between a pair of orifice flanges, also manufactured by
Meriam | nstrument, that were equipped with comer pressure taps for measuring the
pressure drop across the orifice plate. The orifice pressure drop was measured using a
water manometer. As recommended by the manufacturer, the orifice plate was installed
with aminimum of 10 pipe diameters of straight pipe upstream of the plate and 5 pipe

diameters of straight pipe downstream from the orifice plate.

The air flowrate was calculated using measurements of the orifice pressure-drop, the
temperature of the air in the line, and the gage pressure in the line, in conjunction with the
procedure described in Chapter 9 of the Flow Measurement Engineering Handbook
(Miller, 1989).
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3.4 Nomenclature

D reference bed dimension
d pressure line diameter
dwr. diameter of holein orifice plate
d,pe  diameter of the pipe in which the orifice plate isinstalled
d surface-volume mean particle diameter
mean aperture of adjacent sieves

dp,
f frequency (Hz)

g acceleration dueto gravity, 9.807 my/s?

H distance from the distributor to the top of the tube bank
1 pressure line length

Legs effective pressure line length

L bed dimension
P pressure
PSD dimensionless particle size distribution

R perfect gas constant for air=287 Jkg-K

Res,  particle Reynolds number based on the gassuperficial velocity
T absolute temperature

up bubble rise velocity

ug local gas velocity

U, gas superficia velocity

U Minimum fluidization velocity

U, solid velocity

X, fraction of particle sample massin interval i

z distance above the distributor

Greek Symbols

B, particle-assembly drag coefficient

B dimensionless particle-assembly drag coefficient
Borr Orifice plate diameter ratio=dpore/dpipe
& local voidage

€«  Minimum fluidization voidage

Os particle sphericity

Y ratio of specific heats, c/cy

V) gas viscosity

® angular frequency (s")

Wy undamped natural frequency

, , pesk frequency on Bode plot

Pe gas density

Ps solid density

S damping ratio
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4. Verification of Hydrodynamic Scaling for PFBC

4.1 Basis for Scaling Comparisons

Numerous techniques have been used to experimentally verify hydrodynamic scaling in
fluidized beds. The ultimate objective of these techniquesis to measure the important
dependent hydrodynamic phenomena for use as a basis for comparing scaled beds. When
two fluidized beds are hydrodynamically similar, their dependent hydrodynamic
phenomena when expressed in dimensionless form will be identical. In bubbling beds,
methods such as video analysis (e.g., Newby and Keairns, 1986) and capacitance probe
methods (e.g., Almstedt and Zakkay, 1990) have been used to directly measure bubble
properties such astheir: diameter, growth rate, diameter distribution, frequency, and rise
velocity. Similarly, optical probes have been used in circulatingfluidized beds to measure
variables such as cluster velocity and length to serve as a basis for scaling comparisons
(e.g., Ishii and Murakami, 1991). With these methods, the approach is to directly measure
local dependent hydrodynamic variables,

A second approach, which is more common due to its ease and accuracy, iSto usetime-
resolved differential pressure measurements as the dependent hydrodynamic phenomena.
In generd, thisis the only viable approach when scaling hot commercial beds. In this
approach, pressure measurements are used to characterize the hydrodynamics of the
fluidized bed, Lirag and Littman (197 1) used statistical analysis of pressure fluctuations to
estimate the average size of bubbles leaving a bubbling bed. Fan et a. (1981) concluded
that bubble motion and coalescence are responsible for pressure fluctuations in flvidized
beds. They also found that the amplitude of the pressure fluctuationsis related to bubble
size. Hence, pressure fluctuations reflect bed hydrodynamics. To characterize local bed
behavior, the differential pressure measurements should be made over a modest bed level.

Roy and Davidson (1989) found that the maximum pressure difference between two
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closely spaced pressure taps is related to the bubble diameter at that level in the bed. Use
of a single bed pressure point can make it difficult to interpret results since pressure
fluctuations can be due to local effects, bubbles erupting at the bed surface, or even
fluctuations in the air supply system. For example, Roy and Davidson (1989) found that
pressure fluctuations measured using a single pressure point are primarily due to surface
bubbles. They also concluded that the dominant frequency and amplitude measured at a
single pressure point are independent of position in the bed.

Differential pressure drop measurementswere employed in the current study. Time-
varying pressure drop measurements were obtained from both the Tidd PFBC
demonstration plant and the cold-scale model. The experimental setups for both beds
were described in Chapter 3. When scaling between two |aboratory-scale models, using
either direct measurements of the hydrodynamics or differential pressure measurements
are equally viable. But the Tidd PFBC is alarge power-producing (70 MW,) commercial
boiler. It is neither practical nor permissible to insert probes into the bed to measure the
local bubble characteristics. In this instance, differential pressure measurements provide
the only way to characterize the hydrodynamics of the TiddPFBC.

4.2 Experimental Data Analysis

4.2.1 Solid Fraction Calculation

Differential pressure drop (Ap) isone of the few quantities that can& measured relatively
easly and accurately influidized beds. Assuming that the weight of the particles between
two pressure taps (say, taps 1 and 2) is the sole contributor to the pressure drop (i.e.,
negligible contributions from friction or acceleration), the solid fraction ( 1-E) between the
tapsis given by

"' Bendat and Piersol (1986) provides an excellent discussion on data analysis; this book served as the
primary reference for Sections 4.2.2-4.2,3.

102



) - 05 \__ A "1_2( ) ’ L
[l - e(t)]l_z = —pg"___ps + (ps—p-—)— ”A l"ll—-Z (1)

where Ah,.,is the elevation between taps 1 and 2. Gravity dominates the pressure drop in
bubbling fluidized beds, and for gas fluidized beds where Ps» P, (1) can be simplified py
neglecting pg With respect toPs giving

. Ap. . (1)
[1-ew), pgg- Al 2

As discussed in Chapter 2, scaling comparisons must be made on a dimensionless basis.
Hydrodynamic scaling provides similarity between the dimensionless dependent variables
from the two beds under consideration. Differential pressure dropis a dependent variable.
Solid fraction is a dimensionless form of differential pressure drop that physically reflects
the voidage or porosity in the interval. Hence, solid fraction is an important characteristic
of fluidized bed hydrodynamics, and because it is dimensionless, provides an appropriate
basis for comparing the hydrodynamics of two scaled beds. Note that even when the solid
fraction is not given by (1), such as when friction or acceleration are not negligible,
variations in the dimensionless pressure drop still provide a useful basis of comparison
since pressure drop is a dependent hydrodynamic phenomenon.

The time-varying solid fraction (pressure drop) measurements are ergodic (i.e., stationary
and random) and can be characterized in several ways. The most obvious characteristic of
the time seriesis its mean value. The mean solid fraction in an interval can be calculated
from a series of discrete measurements using

— 1 N
(1-¢)= --El(l-a),, (3)

where N is the number of solid fraction measurements. By acquiring pressure drop data at
several levelsin the bed, the solid fraction profile can be constructed. The solid fraction

profile shows how the voidage varies vertically as a function of distance from the
distributor.
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The mean pressure measurements can also be used to calculate the expanded bed height
(Hy). The fluidizing gas causes the bed to expand from itsinitial |oose-packed state to
accommodate bubbles. Thus, the expanded bed height is related to, and a reflection of,
the bed hydrodynamics. More specificaly, it reflects the overall bed voidage. For the
same scaled bed inventories, hydrodynamically similar beds will have the same
dimensionless expanded bed heights.

Beyond using the mean pressure drop data to compare the solid fraction profiles and the
dimensionless expanded bed heights of two scaled beds, additional comparisons are
possible by considering the fluctuating nature of the data. In this study, two additional
characterizations-the probability density function and the power spectral density function—
have been calculated for the dimensionless pressure-drop data, These analyses are
discussed in Sections 4.2.2 and 4.2.3.

4.2.2 Probability Density Function Analysis

The probability density function (PDF) characterizes the distribution of solid fraction
values, or aternatively void values, in the solid fraction data, The distribution of voidage
vauesisrelated to the size of the bubblesin the bed. Hence, beyond the mean solid
fraction, the PDF shows how broadly the magnitudes of the fluctuations are distributed
about the mean. It also shows the shape of the distribution (e.g., normal or otherwise).
So the PDF provides a much more complete statistical characterization of the solid
fraction data than the mean value alone.

The PDF is a normalized histogram; a histogram is simply a plot of the number of solid
fraction measurements that fall in specified solid fraction intervals. For example, out of
100 measurements, 5 lie between 0.1 and 0.2,20 of the 100 lie between 0.2 and 0.3, etc.
The value of the probability density function over a finite solid fraction interval, is the
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probability per unit interval width that the solid fraction at any time t will have avaluein
the interval. By normalizing the probability by the interval width, the area under the PDF
curveisunity.

Bendat and Piersol (1986) present a detailed procedure for calculating the probability
density function. This procedure is summarized below.

Consider.a series of N discrete solid fraction measurements (i.e., {1-€); where i=1,N),
where it is desired to construct the PDF over solid fractions ranging from ( 1-€)w to (1 -€)w.
The subscripts “Ib” and nub” refer to the lower and upper bounds of the range of solid
fraction over which the PDF is to be constructed. These bounds are defined by the
analyst, and may or may not correspond to the minimum and maximum solid fraction
values in the data under consideration. Divide the range of solid fraction into K equal-
sized intervals; the width of each interval can be calculated using

(1-g),, —(1-¢)
W= b " lb“ (4)

Let Ni represent the number of the(1-€); measurements that lie in the interval k, where
k=0,(K+1). The probability density function defined at the midpoint of interval k is given
by

Ny
NW (5)

Equation (5) shows that the PDF is just the probability (N/N) per interval width (W) that

(1-€)i will lie between [(1-€)w + (k-1) .W] and [(1-€)w+k*W]. The values of Ny can be

determined for each value of (1-g); asfollows.

1. For (1-&)i £ (1-&), No=Np + 1.

2. For (1-&)n < (1-€)i £ (1-8)w, Calculate L=[(1-€)i-(1-€)w)/W. The interval index k is
the largest integer that is less than or equal to Lek. Ni=Ny+1.

3. For (1-&)w < (1-€)iy Ngs1= Niar 1.

PDFy =
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It should be noted that the PDF is not unique, it depends on the value specified for K. If
K istoo small, the PDF will provide only a course resolution of the distribution.
Conversaly, if K istoo large, there may be intervals in the middle of the distribution that
contain no samples, leading to an erratic distribution. When comparing two PDFs, the
number and width of the intervals should be kept the same. In the current study, solid
fraction intervals 0.02 wide were found to provide detailed and well-behaved PDF curves.

4.2.3 Power Spectral Density Analysis

4.2,3.1 Power Spectral Density

The power spectral density, P«(f), describes the rate at which the mean squared amplitude
of aquantity x varies with frequency, f. P,(f) shows how the “power” in x is distributed
over the range of frequencies. For example, the power spectral density of asine wave
with a frequency f, involves a delta function at fo. This indicates, not surprisingly, that all
the power in the sine wave lies at a single frequency.

To caculate the power spectral density, it is first necessary to convert x(t), in the time
domain, to X(f), in the frequency domain. This is accomplished by Fourier transforming
the data. The Fourier transform of x(t) is given by (Press et a., 1989)

X(f) = [ x(t) - e, (6)

where | =&, and X(f) is generally a complex number. But for discrete data, x(t) will

only be known over afinite time interval, say between O and T. In this case, the Fourier
transform of x(t) is

T
X(f,T) = g x(t)- e¥™dt (7)
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When x(t) is represented by discrete values, the transformation expressed in (7) is typically
accomplished using fast finite Fourier transform (FFT) procedures on a digital computer.
The (one-sided) power spectral density of x(t) can be calculated using

lim 1 9
Pu(f)=2 w-f(IX(f.T)I ) (8)

X(f,T) is the magnitude of X(f,T), and (') represents the ensemble averaging operation.
Real data have afinite T, and hence the averaging can only be done for afinite number of
ensemble elements. The ensemble averaging is accomplished by breaking a record of
length, T, into n continuous segments of length T, where Tr=n -T. Each segment is then
Fourier transformed, and the expected value for | X(f) |* is estimated by averaging the
values for every segment at each frequency. Increasing the number of data segments
reduces the random error in the power spectrum estimate (more specifically, it reduces the

standard deviation of the estimate by 1//n ). But for afixed record length, T,, increasing

the number of segments reduces the resolution of the estimate. Thus, longer record
lengths reduce the random error in the power spectrum estimate while making it possible
to maintain resolution.

Thediscontinuities at the beginning and end of afinite digital data record can cause power
in the spectrum to “leak”. This power leakage can distort the spectrum, causing the
power at frequencies on either side of a Spectral peak to be overestimated, This problem
is addressed by applying awindow function to the data that eliminates thediscontinuities
at the ends of the time-history data, Many window functions have been proposed (e.g.,
see Press et al., 1989), one of the most common is the Harming window. A Harming
window was used in the power spectrum estimates for this study.

One problem with applying a window to the data is that it reduces the resolution of the
analysis. This resolution can be recovered by increasing the segment length T for each
FFT. But for afixed record length, this results in fewer data segments, increasing the
random error in the power spectrum estimate, Thisis prevented by dividing the record

107



into segments that overlap, typicaly by 50%. The one disadvantage of overlapping is that
it doubles the number of FFTs that must be calculated.

The power spectral density estimates shown in this study were calculated using MATLAB
which is a mathematical analysis software package developed by The Mathworks, Inc.
(The MathWorks, Inc., 1993). The power spectrum estimates presented in this chapter
are based on approximately 30,000 data points. Segment sizes ranging from 256 to 2024
points were evaluated. Segments of 256 points were found to satisfactorily resolve the
features of the power spectrum while minimizing the random error. As mentioned
previously, a Harming window was used in the power spectrum estimates. The data
segments were overlapped by 50% to compensate for the reduced resolution caused by
the window.

In summary, the solid fraction power spectral density estimates presented in Section
4.5.3.1 are based on 128 Hanning-windowed, 256-point, overlapping data segments.

Finaly, it is important to make one additional observation. Remember that P(f) describes
the rate at which the mean square amplitude of a quantity x varies with frequency, f. This
implies that if the input quantity under consideration were voltage as a function of time,
for example, the units on the power spectral density would be volts’/Hz. Here we are
interested in the power spectral density of solid fraction as a function of time. Since solid
fraction is dimensionless, the units on the power spectral density are UHZ, or seconds.
Hence, the power spectral densities of solid fraction data from two scaled beds reguire
additional nondimensionalized before they can be compared. The power spectral densities
and frequencies compared in Section 4.5.3.1 are nondimensionalized by the factor (uy/D).
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4.2.3.2 Filtering to Avoid Aliasing

When sampling an analog signal, the higher the frequency to be resolved, the higher the
sampling rate required, For example, one would need to sample at a much higher rate to
capture the features of a 60 Hz sine wave than would be necessary to resolve a 3 Hz sine
wave. In the lower limit of a steady signal, only one sample isrequired. The Nyquist

frequency (fn) defines the highest frequency accurately resolved for a specified sampling
rate. The Nyquist frequency is given by

fs 1

N g ®

where f; is the sampling frequency, which can alternatively be expressed as the time
between samples (At). So, for example, the 60 Hz sine wave requires a sampling rate of
120 samples per second (i.e., At=0.0083 s) to be accurately sampled.

One additional problem is that if the sampling frequency is insufficient for the bandwidth
of the analog signal, the frequencies above the Nyquist frequency (i.e., >£/2) will appear
as lower frequencies in the digitized data. This phenomenon is referred to asaliasing.

In the case of the solid fraction measurements, the exact bandwidth of the signal is not
known a priori. The best approach to prevent aliasing is to limit the bandwidth of the
continuous signal by analog filtering. Analog filtering the signal prior to digitization
defines the signal bandwidth. The signal can then be sampled at a rate above theNyquist
frequency corresponding to the specified bandwidth. As discussed in Sections 4.3.1 and
4.3.2, the data acquired from both the Tidd PFBC and the cold-scale model were
electronically filtered prior to digitization.
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4.3 Experimental Test Procedures

4.3.1 Tidd PFBC Test Procedure

The Tidd PFBC time-varying pressure drop data were taken by a team of engineers from
Babcock & Wilcox's(B&W's) Alliance Research Center. A summary of their effortsis
provided inFuller (1995). Although B&W acquired the data from the Tidd plant, the
Tidd data were analyzed as part of this study.

Prior to digitization, the signal from the pressure transducer was electronically low-pass
filtered (50 Hz) to prevent aliasing and to eliminate any high frequency noise. It was also
high-pass filtered (O. 1 Hz) to remove the mean from the data, leaving only the fluctuating
component of the signal. The static differential pressure drop was subsequently measured
by resetting the filters to remove the dynamic component of the signal At each level in
the bed, 30000 points were acquired at a sampling rate of 294 Hz (i.e., 102 seconds of
data).

Asdiscussed in Chapter 3, because the TiddPFBC is a demonstration plant, it is equipped
to provide measurements that would not typically be available from a standard boiler. One
of these special featuresis a set of 8 experimental pressure taps. These taps were used to
obtain the time-varying pressure drop data. One problem that arose during testing at Tidd
was that the lowest experimental pressure tap was plugged. But pressure-drop
measurements in the bottom of the bed were of particular interest. There are no boiler
tubes in the bottom of the bed, creating a region with unique hydrodynamics. In addition
to the experimental taps, the bed is fitted with standard pressure taps for plant operations.
The so-called POPS (Plant Operational Performance System) system provides static
pressure-drop measurements over severa elevations in the bed. The POPS data served
two purposes, First, they made it possible to independently check the mean pressure
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profile measured using the experimental taps and the high-speed data acquisition system.
And second, they provided some limited information on the hydrodynamics of the bottom
of the bed (i.e., the mean solid fraction).

4.3.2 MIT Cold Mode Test Procedure

The data from the cold model were filtered priorto digitization. The filter could only
accommodate one channel at a time, hence the cold model data were obtained using a
single, O-5 in. H;0, fast-response pressure transducer. Therefore, as with the Tidd
differential pressure data, the data for each level in the cold model were taken sequentially
rather than ssimultaneoudly. At each level in the bed, 33000 points were sampled at 500
Hz (i.e., 66 seconds of data). Fluidized-bed hydrodynamic frequencies are modest,
typicaly less than 10 Hz (Gogolek and Grace, 1995), so a sampling rate of 500 Hz is
excessive. But individuas from Babcock & Wilcox were interested in performing data
analyses that they felt required high sampling rates (Fuller, 1995); the 500 Hz sampling
rate was chosen to accommodate their request.

4.4 Experimental Test Conditions

Table 1 summarizes the test conditions for the Tidd PFBC and the MIT cold model scaling
comparison.
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Table 1. Summary of Tidd PFBC and MIT Cold Model Test Conditions

Tidd PFBC MIT Cold

Model
T (K) 1135 311 |
p (Pa-abs) 9.04X10° 1.013X10° |
p (kg/m-s) 4.6x10° 1.9X10- l
p, (kg/m3) | 2.8 1.1 1
pe (kg/m?) 2513 S
s | 0.82 0.85 |
ung (111/9) 0.24 0.12 |
U, (M/S) 0.91 0.46 |

D (m) 3.4 0.85

dp (pm) 851 609

As shown in Table 1, the Tidd data were taken at a bed temperature of 1135 K (1583 “F)
and 9 atm. pressure. The cold model fluidizing air was essentially at ambient temperature
and pressure. The Tidd PFBC uses dolomite as a sorbent material. A granular
polyethylene was used in the cold model to closely match the solid-to-gas density ratio
between the two beds. D represents the bed width; Table 1 shows that the cold model
dimensions are one-quarter those of the Tidd PFBC. Note that the bed dimension chosen
for D is arbitrary since al dimensions are scaled down by afactor of four. The simplified
set of scaling parameters relaxes the requirement that the particle size also scale down by
the scale factor. The error associated with using the simplified set of scaling parameters
was evauated in Section 3.2.1. The cold model particle size was chosen to matChuy/uy,
between the hot bed and the cold model.

Table 2 compares the values of the simplified set of scaling parameters for the two beds.
The values of the § mplified scaling parameters were closely matched between the cold
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model and the Tidd PFBC. The granular polyethylene used in the cold model matches the
hot-bed solid-to-gas density ratio within 8%, and it matches the particle sphericity (¢s)
within 4%. In addition, the dimensionless particle size distribution (PSD) was matched
between the two beds (see Section 3.2).

A detailed discussion on calculating the cold-bed geometry and operating parameters
listed in Table 1 is given in Chapter 3, Section 3.2.

Table 2: Summary of TiddPFBC and MIT Cold Model Simplified Scaling Parameters

Tidd PFBC MIT Cold
Model
Ps/ Pe 898 835
u’ /gD 0.025 0.025
U, / Upy 3.8 3.8
L/D geom. Similar | geom. similar
s 0.82 0.85
PSD matched matched

The Tidd plant operates at a fixed volumetric flowrate. Due to seasonal changesin the
ambient air density, mass flowrate limitations prohibit the Tidd PFBC from operating at
full bed height during the summer months. The expanded bed height at full load coincides
approximately with the top of the tube bank (H). The data used in the following scaling
comparisons were taken at a single operating condition with reduced bed load and bed
height, The expanded bed height in the Tidd plant at the tested operating condition was
2/H=0.58, where H is the height of the tube bank relative to the distributor. Since the bed
was not operating at its full height, comparisons of the time-resolved pressure drop data
were only made at three bed elevations (measured midway between the pressure taps):
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z/H =0.22, 0.34,0.50. The four taps used to take the pressure drop data were located at:
z/H = 0.17,0.28,0.40, and 0,61 (see Figure 2 in Chapter 3).

4.5 Hydrodynamic Scaling Comparisons

4.5.1 Voidage Comparisons

4.5.1,1 Solid Fraction Profile Comparisons

Solid fraction can be calculated from differential pressure drop measurements using (1).
The solid fraction represents the fraction of the total volume between two pressure taps
that is solid. Or, alternatively, thesolid fraction is one minus the voidage (the fraction of
the total volume that is gas), The local mean solid fraction is an important characteristic
of fluidized-bed hydrodynamics.

Figure 1 compares the cold model and the Tidd PFBC solid fraction profiles. The upper
dashed line denotes the location of the bed surface, and the lower dashed line identifies the
bottom of the tube bank, Two sets of data from the Tidd plant are plotted on Figure 1.
One set was taken using the experimental taps ("Expt. Taps’) used to obtain the time-
varying pressure drop data, and the other data set, designated “Plant Taps’, is plant
operating data from the POPS system. Figure 2 in Chapter 3 shows the relative location
of the two sets of taps. Data from the plant taps were used since, as discussed in Section
4.3.1, the lowest experimental tap was plugged. The POPS system only provides time-
averaged data.
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Figure 1: Comparison of Tidd PFBC and Cold Model Solid Fraction Profiles

Figure 1 shows that the agreement between the cold model and the Tidd Expt. Taps solid
fraction profilesis extremely good. Good agreement is also obtained in the bottom of the
bed between the plant-data solid fraction profile and the cold-model profile. The solid
fraction is lower (higher voidage) in the bottom of the bed most likely due to the presence
of many small, slow moving bubbles. As the bubbles coaesce, they rise faster causing an
increase in the solid fraction (reduced voidage). The tube bank tends to restrict further
bubble growth causing a flattening of the profile. The presence of the bed surface in the
uppermost pressure drop interval leads to a reduced solid fraction at the top bed location.
The numerical data used to generate Figurel are given in Appendix D.

4.5.1.2 Bed Expansion Comparisons

Figure 1 compares thelocal solid fractions, or aternatively voidages, between the Tidd
PFBC and the cold model. The bed expansion reflects the integrated, or overall, bed
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voidage. For the same scaled bed solid inventories (i.e., Vscas=Vs1o/4®), if the cold model
Is scaled properly, it should have the same dimensionless expanded bed height. The bed
expands to accommodate rising bubbles, and thus the expanded bed height reflects the
hydrodynamics of the bed. '

Although the solid inventories of the two beds were not measured, they can be deduced
from the expanded bed height (Ha) and the solid fraction profile, each determined from
pressure-drop measurements. Since bed height and solid fiction are easier to measure
than bed solid volume, the particle inventory in the cold model was adjusted until the
measured expanded bed height matched the properly-scaled bed height (i.e., H_,,= H,.
na/4). The solid fraction is the solid volume per total volume (gas plus solid), In this case,
by setting the expanded bed height, the scaled total volume was matched since the
dimensions of the cross-section were scaled. The solid volume was then calculated using
the measured solid fractions. The objective was to show that if the scaled total volumes
were matched, the solid volumes would also scale properly. Since the total volume
consists of gas and solid, this is another way saying that the overall bed voidage should be
the same between the hot bed and the cold model.

The expanded bed heights were determined from the pressure profiles in the beds. The
pressure-drop data were plotted in the form (p(z)-p,) versus distance from the distributor
(2), wherepy, is the freeboard pressure. The expanded bed height was found by linearly
extrapolating the pressure profile to the elevation where (p-ps)=0. The expanded bed
height (H,) is the distance from the distributor where the pressure (p) equals the freeboard
pressure (pw). The expanded bed height of the Tidd PFBC was estimated to be 2.13 m,
requiring the cold model bed inventory to be adjusted to achieve a bed height of 53 cm.

The Tidd bed total volume (Vrsa) under consideration is 13.866 m”. This corresponds to
acold bed tots] volume (Vr.cas) Of ().217 m’, such that

\Y
- = 4=64. (lo)
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The bed total volumes were calculated by taking the product of the expanded bed height
and the area of the bed cross-section under consideration. Assuming that the solid
fraction in the bottom of the Tidd PFBC is that measured by the POPS system and using
the data from the experimental taps for the other levels in the bed, the volume of solids in
each pressure-drop interval can be calculated. Table 3 summarizes the local and total solid
volumes for the Tidd PFBC and the cold model. The volume of solidsin an interval isthe

product of the local solid fraction, determined from pressure drop measurements, and the
total volume (solids @gas) of the interval { Vq, ).

Table 3: Solid Volume in Pressure Drop Interval

z/H Tidd PFBC Tidd PFBC Cold Model Cold Model
(1-e) Vsi=(1-8)ir V1-hoi; (1-e) Vsi=(1-€)is V—calq;
0.09 0.22 3.051 0.203 0.044
0.22 0.278 3.855 0.267 0.058
0.34 0,246 3411 0.246 0.053
0,50 0.188 2.607 0.192 0.042
Vsn=12.924 m’ Vseog=0. 197 m’ ¢

If the cold model perfectly simulates the Tidd combustor, Vsaa/Vscas Would equal 64.
The actud ratio is 65,6 which is within 2.5% of the theoretical value. This is well within

the experimental uncertainty and reflects the overall agreement between the solid fraction
profiles shown in Figure 1.

4.5.2 Probability Density Function Comparisons

Figures 2 to 4 present the probability density functions of the solid fraction data for the
three bed elevations, The largest disagreementoccurs between the standard deviations at
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z/H=0.22. But, in general, the figures show exceptiona agreement between the mean (as
shown in Section 4.5.1.1) and the standard deviation of the time-varying solid fraction
measurements at all three bed levels. The figures show that the hydrodynamics (i.e., the
distribution of scaled bubble sizes at each elevation), as reflected in these comparisons, are

VEery similar.
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Figure 2: Probability Density Function Comparison at zH=0.22
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Figure 4: Probability Density Function Comparison at zZH=0.5
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4.5.3 Frequency Domain Comparisons

4.5.3,1 Power Spectral Density Comparisons

As discussed in Section 4.2.3.1, the dimensionless power spectral density is used to
compare the frequency content of the hotbed and the cold-scale model pressure
fluctuations. Figures 5 to 7 compare the dimensionless power spectral densities of the
Tidd PFBC and the cold model pressure data at z/H = 0.22,0.34, and 0.50, in general, the
agreement is poor.
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Figure 5: Power Spectral Density Comparison at z/H=0.22
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The Tidd power spectrum contains pronounced peaks while the cold model power
spectrum decays from asingle dominant frequency. Based on prior experience (e.g.,
Nicastro and Glicksman, 1984), the cold model power spectra exhibit the anticipated
behavior; the Tidd power spectra are quite unusual. The Tidd power spectrum is most
likely higher than the cold model power spectrum at higher frequencies due to the
amplification of the pressure signal in the Tidd pressure lines. The analysis in Section
3.1.1.1 suggests that components of the pressure signa with frequencies above roughly 13
Hz will be amplified by a resonance in the Tidd pressure lines.

Figure 8 shows the dimensional power spectrum estimates for two locations in the Tidd
PFBC over a broader frequency range than that shown in Figures5to 7. The z/H=0.22
power spectrum is from data taken within thefluidized portion of the combustor, while the
z/H=1. 12 data were taken in the open freeboard region well above the surface of the bed.
(The bed surface coincides with z/H=0.58.) Both plots contain distinct peaks at the same
frequencies, suggesting that the source of the peaks is unrelated to the fluidization
characteristics, (The power spectral density of the pressure data at al levelsin the Tidd
bed contain these peaks,) The power spectra have peaks at frequencies around 6, 17,30
and 42 Hz; the last three peaks are well above expected hydrodynamic frequencies.
(According to Gogolek and Grace (1995), the hydrodynamic fluctuations caused by the
passage of bubbles and the pressure waves produced by bubbles bursting at the bed
surface are between 1 and 10 Hz.) This suggests that structural vibration or other sources
are responsible for the peaks. The frequency content of the Tidd PFBC pressure drop
data appear to be contaminated.
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Figure 8: Illustration of Peaksin Tidd Power Spectra-Within and Above the Bed

4.5.3.2 Evaluation of Possible Source of Peaks in Power Spectra

The following discussion suggests that tube vibrations could be one possible source of the
contamination. The Tidd PFBC has not experienced excessive erosion or mechanical
failure rates, which implies that any vibration is structuraly insignificant. One would
expect large amplitude vibrations to also affect the bed hydrodynamics. The exceptional
agreement in the solid fraction and probability density function comparisons shown in

Figures 1 to 4 suggest that any vibration must be small enough to have a minimal effect on
the hydrodynamics.

Turner et a. (1982) remark that the forces on an immersed tube bank decrease with
increasing distance from the distributor, with the lowest tubes experiencing the highest
forces. Thisis consistent with the deviations of the Tidd power spectra from those of the
cold model shown in Figures 5 and 6. Turner et al.’s observations suggest that the forces
on the tube bank are higher at z/H = 0.22 (Figure 5) than for z./H = 0.34 (Figure 6),
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enhancing any tube vibration in the lower level. Figures 5 and 6 show that the deviation
between the magnitude of the Tidd power spectrum and that of the cold model is greatest
at the lowest level in the bed where the forces are highest.

As discussed by Paidoussis (1982), tightly-spaced tube arrays in dense fluids have been
shown to be susceptible to strong hydrodynamic coupling between tubes. The
acceleration of one tube can create a pressure wave that causes adjacent tubes to vibrate.
Therefore, it wonld not be surprising if pressure waves from vibrating |ubes were reflected
In pressure measurements.

Vincent et a, (1987) concluded that tubes in a fluidized-bed with clamped supports
respond like a beam with fixed end conditions. The equation for the natural frequencies of
a uniform fixed-end beam of length /?, under a uniform load per unit length, w, is given by
(Barber, 1992)

~ Xk |Ele |
fn‘— 2“ Wf‘ ’ . (11)

where E isthe modulus of elasticity and | isthe moment of inertia.k, is a constant for
each beam mode. In this casg, k,, k,, k,, and k4 are equal to: 22.4,61.7, 121, and 200,
respectively. Equation (11 ) shows that the ratios of the natural frequencies, for the same
beam, are constant and equal to the ratios of the values of k,. Table 4 shows that these
ratios for a uniform fixed-end beam closely agree with the ratios of the peak frequencies
shown in Figure 8. This suggests that a possible source of the peaksin the Tidd power
spectra could be the excitation of the natural frequencies of the tubes in the bed. The
exact values of the frequencies depend on the tube bank construction. The tubes in the
Tidd bed are supported in a complicated manner, which makes estimating 1 and the other
parametersin(11) extremely difficult. But using a very rough estimate of the parameters
in(11) indicates that the first natural frequency of the tube bank should be between 15 and
20 Hz. The value of the first peak frequency (6 Hz) is within the range of the natural
frequencies of fluidized-bed heat exchanger tubes quoted in the literature (e.g. Vincent et
al., 1987; Turner et a., 1982).
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Table 4: Comparison of Tidd PFBC Peak Frequencies and Fixed-End Beam N5t ral

Frequencies
i Fixed End Beam Tidd PFBC
fu(i+1)/f(1) £.(+1)/£,(1)
| 2.8 2.8
2 2.0 18
3 17 14

The cold-model tube bank would not exhibit any vibration that might be present in the hot
bed. No attempt was made to scale the structural/materials characteristics of the hot-bed

tube bank, Damping was added to the cold model tube bank to prevent vibrations from
affecting the hydrodynamics.

The natural frequencies of the tubes in the Tidd PFBC depend on the detailed geometry of
the tube bank and the characteristics of the fluidization. To accurately determine the
natural frequencies would require detailed measurements on the tubes while the bed was
running since the natural frequencies of the tubes are influenced by the presence of the bed
material due to added-mass effects (Vincent et al., 1987). Detailed hot in-bed
measurements were beyond the scope of the current study.

Babcock and Wilcox (B&W), the designers of the Tidd tube bank, suggested fluctuations
in the coal and limestone feed and fluctuations in the air flow as other possible
explanations for the peaksin the Tidd power spectra. The analysis presented in Section
3.1.1.1 aso pointsto the Tidd pressure lines as a possible source of problems. This
analysis and Babcock & Wilcox's data (Fuller, 1995) show that resonance is a possible
problem with the lines. Fuller (1995) has also expressed concerns over nonlinear behavior
distorting the pressure signal as it travels through the pressure lines. Their pressure line
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test data do not exhibit significant pressure-signal distortion, just amplification, but the
data were only taken for a single frequency.

Another hypothesis is that the flow past the pressure taps, which extend 46 cm into the
bed, sets up standing waves in the pressure lines. Treating the pressure line as a pipe that
Is closed at one end, the natural frequencies are given by (Serway, 1983)

where only the odd harmonics are present (i.e., n=I ,3,5,7,...). Listhe length of the

(12)

pressure lines and c is the speed of sound in the air in the pressure lines. The speed of
sound (c) isgiven by

c=RT (13)
wherey isthe ratio of specific heats, R isthe ideal gas constant, and T is the absolute
temperature. For air, y=1.4 and R=287 Jkg-K. The Tidd PFBC pressure lines are located
within the Tidd pressure vessel. During boiler operation, the temperature of air in the
pressure vessel is around 590 K. Assuming that the air in the pressure lines is in thermal
equilibrium with the air in the pressure vessel, and using ( 13) to calculate the speed of
sound in the pressure lines gives: c=487my/s. Fuller (1995) estimated that the Tidd
pressure lines were roughly 15 m long. It was neither possible to get an exact
measurement of the pressure line length, nor was it possible to know exactly what the
speed of sound isin the pressure lines. But if it is assumed that the lines were actually 20
m long (i.e., I=20m) and that the speed of sound in the lines (c) is487m/s, according to
(12) the first harmonic frequency is 6 Hz. Thisis equivalent to the first peak frequency in
the Tidd power spectrum. Since only the odd harmonics are present, the third, fifth and
seventh natural frequencies would be: 18, 30, and 42 Hz, respectively. These frequencies
are essentially the same as those found in the Tidd power spectrum. Hence, another
possible source of the peaks in the Tidd power spectrum is that the flow past the pressure
taps sets up standing waves in the pressure lines that manifest themselves in the frequency
content of the pressure signal. Note that for shorter line lengths the frequencies are
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higher, and thus pressure lines of more moderate length would have harmonicfféquencics
at high enough frequencies that they would most likely go unnoticed.
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4.6 Nomenclature

P«(D)

PSD

speed of sound

bed width

surface-volume mean particle diameter
modulus of elasticity

frequency

natural frequency

Nyquist frequency

frequency of peaks in Tiddpower Spectrum
sampling frequency

acceleration due to gravity, 9.807 m/s*
distance from the distributor to the top of the tube bank
expanded bed height

moment of inertia

index for constructing PDF

o

constant for each mode of a fixed-end beam
number of bins used to construct the PDF
pressure line length

fixed-end beam length

bed dimension

number of records of length T comprising the total record length Tt or the
harmonic frequency number

number of discrete measurements

number of measurements that fall into bin k
pressure

freeboard pressure

one-sided power spectral density of x(t)
probability density function

dimensionless particle size distribution
perfect gas constant for air=287 Jkg-K
absolute temperature or length of record for which the P«(f) is calcul ated
total record length

time

gas superficial velocity

minimum fluidization velocity

volume of solids

total volume, gas plus solid

uniform load per unit length on afixed-end beam
width of the bins used to construct the PDF
variation of x with time

Fourier transform of X(t)
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yA distance above the distributor

Greek Symbols

Ah distance between pressure taps

Ap differential pressure drop

At time between discrete data sampling
€ local voidage

(1-e)  solid fraction
(1-e), lower solid fraction bound for the PDF
(1-8),, upper solid fraction bound for the PDF

(O} particle sphericity

% ratio of specific heats,/fc,

M gas viscosity

Py gas density

Ps solid density

o standard deviation of the time-varying solid fraction measurements
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5. Importance of the Solid-to-Gas Density Ratio for Scaling Bubbling
Fluidized-Bed Hydrodynamics

5.1 Motivation for Study

In 1984, Glicksman (1984) developed, what were referred to in Chapter 2 as, the full set
of scaling parameters. The full set of scaling relationshipsis given by

2
—= — — — — ¢ PSD. 1)

In the same paper, Glicksman ( 1984) proposed a reduced set of scaling parameters-the
viscous-limit scaling parameters-for use in the limit of low particle Reynolds number (Re,,
less than roughly 4). Horio et al. (1986) later proposed what appeared to be a different
set of scaling parameters specifically for bubbling beds. But Glicksman (1988) showed
that Horio et al.’s ( 1986) bubbling bed scaling parameters were a subset of the full set of
scaling parameters and equivalent to the viscous-limit scaling parameters, Theviscous-
limit/Horio-bubbling-bed scaling parameters are given by

w U, L
2D vy D ¢, PSD. 2
Note that the solid-to-gas density ratio does not appear in the list of viscous-limit scaling

parameters.

In the late 1980s, interest grew in scaling the hydrodynamics of circulating fluidized beds
(CFBs). In response, Horio et al. (1989) developed a set of CFB scaling parameters. The
scaling parameters were based on Ishii et al.’s ( 1989) clustering annular flow model
(CAFM). The CAFM views the flow in a CFB in terms of particle clusters moving
upward in the core and downward at the wall (annulus). In addition to the parameters
listed in (2), the resulting set of scaling parameters included the solid-to-gas density ratio
(p/pg). But Horio et al. (1989) argued that by sacrificing similarity in cluster size
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(seemingly a bold assumption considering the central role clusters play in the CAFM), it
was possible to neglect the solid-to-gas density ratio, leaving the origina bubbling bed
scaling parameters (Equation (2)). Horio and his colleagues conducted several
experimental studies to verify (2) for scaling CFBs (e.g., Horio et a., 1989 and Ishii and
Murakami, 1991). In the studies where the hydrodynamics of two scaled CFBs were
found to be similar, the density ratio was not varied. In Tsukada et a. (1991), the one
study where the solid-to-gas density ratio was varied, they found that the hydrodynamics
of the CFB changed as the density ratio changed.

In Glicksman et a. (1993), attempts were made to verify the viscous-limit scaling
parameters (Equation (2)) for use with circulating fluidized beds. They found that it was
not possible to achieve hydrodynamic similarity without matching the solid-to-gas density
ratio between two scaled beds. In tests where the viscous-limit scaling parameters were
used, the agreement between the hydrodynamics of the two beds was poor. Glicksman et
al. (1993) proposed that the hydrodynamics of the beds were different because, based on
Yang's (1983) choking correlation, one of the beds was choked and the other was not.
Interestingly, Yang's (1983) choking correlation depends strongly on the solid-to-gas

2.2
density ratio (~ (pg /ps) ). Hence, by not matching the density ratio, it was not possible
to simulate the flow regime transition. These observations led to the devel opment of the
simplified set of scaling parameters, which are given by

2
P B u Ly pgp 3

-5; gS- Umf D )
The detailed development of these scaling parameters is presented in Chapter 2.

The results of Glicksman et a. (1993) and Tsukada et a. (1991) indicate that it is essential
to match the solid-to-gas density ratio when scaling circulating fluidized beds. But some
controversy remains as to whether Horio etal.’s (1986) scaling parameters (Equation (2))
can be reliably used to scale the hydrodynamics of bubblingfluidized beds. Broadhurst
and Becker (1973) developed correlations for the superficia gas velocity and voidage at
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minimum bubbling conditions, and a criterion for the onset of dugging. Each of these
three phenomenon were found to depend on the solid-to-gas density ratio, suggesting that
it isaso important to match this parameter when scaling bubblingfluidized beds. The
objective of the work presented in this chapter was to determine whether it was important
to match the density ratio when scaling bubbling beds. In addition, the results from
previous studies on scaling CFBS and the Broadhurst and Becker (1973) study suggest
that the density ratio plays an important role in flow regime transitions. Therefore, the
effect of the density ratio on the bubbling-slugging transition is also considered.

5.2 Hydrodynamic Scaling Test Conditions

The approach taken here was to compare the hydrodynamics of two beds that haveall the
smplified set of scaling parameters with the exception of the solid-to-gas density ratio
matched between them (i.e., match (2)). Scaling comparisons were made byfluidizing
two different density bed materials in the same bed. The experimental setups for the
bubbling bed comparisons and the evaluation of the bubbling-slugging transition are
described in Sections 5.4.1 and 5.4.2, respectively.

Limestone and polyethylene were chosen as the two bed materials. The density of the
limestone was measured to be 2670kg/m* using displacement methods. The polyethylene
is the same bed material as that used to scale the hydrodynamics of the Tidd PFBC and
has a density of 918 kg/m®. Tests were conducted using ambient air(p~=1.18 kg/m®),
providing a mismatch in the density ratio between the two bed materials of 290%.

Since the hydrodynamics of the two bed materials were compared using the same bed (i.e.,
same D), in order to match the Froude number (uO*/gD), the bed materials had to be
fluidized at the same gas superficial velocity (u,). And if the beds operate at the same u,,
the bed materials must have the same minimumfluidization vel ocity (ug) to match the

ratio of the superficial-to-minimum fluidization velocities (u/um). Hence, it wasfirst
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necessary to sieve both the limestone and the polyethylene particles to construct particle
size distributions that provided both the same v, and the same dimensionless particle size
distributions (PSD) for the two materials. The limestone has a higher density than the
polyethylene and therefore must have a smaller mean particle diameter (d,) to provide the
same ugy. Thefinal particle size distributions for the two bed materials are givenin
Appendix E. The mean particle size of the limestone was 379 pm, while the mean particle
size for the polyethylene was 653 pm. Measurements of the minimum fluidization

velocities of thetwo particle types showed that the polyethylene particles bad.a ugsof 0.23
rids, and the limestone particles had aug of 0.24 m/s. These minimum fluidization
velocities were sufficiently close that they were assumed to be equivalent in the scaling
calculations. The dimensionless particle size distributions are compared in Figure 1; the
PSDS matched closely.
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0.9 e
0.8 b/

0.7 /

0.6 ){
0.5 /
0.4

0.3

0,2
0.1 / —o— Polyethylene | |
’ _/qé/ -6- Limestone

O L] 1 T ¥

0 0.5 1 2 2.5 3

Fraction of Mass Passing Through Aperture

1.5
Sieve Aperture/dp

Figure 1: Comparison of Particle Size Distributions

Particle sphericity (¢,) must also be matched between the two bed materials. The particle
sphericity for the polyethylene and the Tidd PFBC bed material were measured for the
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work described in Chapters 3 and 4. (The sphericity measurements are described in
Appendix B.) The polyethylene particles used here were the same as those used in the
cold model of the Tidd PFBC; the sphericity of the polyethylene was measured to be 0.85.
Fluidized bed combustor sorbents typically have sphericities of around 0.8. The Tidd
PFBC bed material had a measured sphericity of 0.82. The sphericity of the limestone was
not measured, but, based on visual inspection, it appeared to be typica of fluidized-bed
combustor sorbents and was assumed to be approximately 0.82.

Particle-particle interactions are not accounted for in the full set of scaling relationships
(Equation (1)). The viscous-limit scaling relationships (Equation (2)) are a simplification
of the full set of scaling parameters and hence, also neglect particle-particle interactions.
These effects require further consideration when scaling slugging beds. Di Felice et al.
(1992) verified Glicksman’s (1984) set of scaling parameters (Equation (1)) for bubbling
fluidized beds, but found that these relationships failed to provide hydrodynamic similarity
between slugging fluidized beds. Chen et al. (1995) explained this by demonstrating that
the hydrodynamics of the slugging regime area function of the frictional characteristics of
the particles. They proposed characterizing the particle-particle friction effects using the
internal angle of friction (et). This approach is similar to that of Thiel and Potter (1977)
who found that the internal angle of friction influenced the characteristics of the slugsin
dugging fluidized beds. Since we are also interested in evaluating the bubbling-slugging
transition, an additional parameter must be matched between the two beds-the internal
angle of friction, e It is necessary to matcha to ensure that particle-particle friction
effects are not responsible for any differences in the behavior of the two beds. In this
study, an attempt was made to matche: in addition to the parameters listed in (2). The
internal angle of friction was measured for the polyethylene and found to be 36°, and for
the limestone it was found to be 40°. Thus, the internal angles of friction agree within
11%. He et al. (1996) obtained good agreement between the hydrodynamics of two
spouted beds with internal angles of friction that agreed within 7.7%. Particle-particle
interaction forces are important in the annulus of spouted beds. The measurements of the
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internal angle of friction for the materials used in this study are described inAﬁi)endix F,
the measurement approach was the same as that used by He et al. (1996).

Table 1 summarizes the properties of the two bed materials used in this study.

Table 1. Summary of the Polyethylene and Limestone Particle Properties

i Property | Polyethylene | Limestone
P Ggm) | 018 | 2670 |
| d, (Lm) | 653 | 379 |
uer (1179) 0.23 0.24 |

o 0.85 0.82

a(“) 36 40

The bubbling bed comparisons were conducted at three values of uyuys: 1.0, 1.2, and 2.4,
which correspond to gas superficial velocities (u,) of: 0,23,0.28, and 0.55 m/s. The
simplified set of scaling parameters for the two bed materials are compared in Table 2.
Tests in the bubbling regime were conducted in a bed with a diameter (D) of 10.16 cm (4
in.); this value was used to calcul ate the Froude numbers (u,7/gD) in Table 2. Note that
the only significant mismatch between the polyethylene and the limestone scaling
parameters is the solid-to-gas density ratio. The other scaling parameters are matched
closely between the two bed materials.
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Table 2: Comparison of Simplified Set of Scaling Parameters for Bubbling-Regime Tests

Scaling Parameter | Polyethylene | Limestone
PP 778 2263
uozlgD 0.053,0.079,&0.304 | 0.053,0.079,8L0.304
Uo/Upns 10,12, & 24 10,12, & 24
L/D matched matched
o 0.85 0.82
PSD matched matched
a(") ‘ 36 40

5.3 Experimental Data Acquisition and Analysis

As was done in Chapter 4, the bubbling-regime hydrodynamics of the two bed materials
were compared based on the characteristics of time-varying differential pressure
fluctuations. A different approach was taken to evaluate the bubbling-slugging transition;
this approach is described in Sections 5.4,2 and 5.5.3. The bubbling bed data were taken
over three differential elevations. A singlechahnel low-pass analog filter was used to
prevent aliasing'. This made it necessary for the data at each level in the bed to be taken
sequentialy, using a single pressure transducer, rather than simultaneoudly. The data
acquisition system described in Section 3.3.2 was used to sample the pressure transducer
output. Several sampling rates and sample lengths were considered; arate of 300 Hz for
13.6 seconds (4096 points) was found to be sufficient,

The time-varying pressure drop measurements for the bubbling-bed comparisons were
analyzed using the same methods described in Section 4.2. The pressure-drop
measurements were first nondimensionalized, expressing them in terms of a solid fraction,

' Frequency Devices Inc., model D6L8B-100HZ
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(1-€). The mean, standard deviation, and probability density function (PDF) were then
calculated for the solid fraction values. Finally, the power spectral density of the solid
fraction values was determined to evaluate the frequency content of the measurements.

5.4 Experimental Setup

5.4.1 Bubbling Bed Experimental Setup

Figure 2 illustrates the bubbling bed experimental setup. The bed was constructed of a
10,16 cm (4 in,) diameter clear PV C pipe. A mock tube bank was inserted in the bed to
break up the bubbles to prevent slugging. The mock tube bank was constructed of four
rows of 0.6 cm ( 1/4 in.) diameter dowels spaced vertically 2.54 cm apart. Each row
included two dowels, laterally spaced 2,54 cm apart, that spanned the width of the bed.
Shop air was used to fluidize the bed material, The air flowrate was measured using one
of two rotameters—400 cfh or 30 cfm~depending on the superficial velocity of the run. A
bed inventory of 1000 ml was used for both bed materials.

The experimental rig was equipped with four pressure taps, their relative position is shown
in Figure 2. As discussed in Section 5.3, the pressure drops between the taps were
measured one at atime; the unused taps were sealed while these data were taken, For
example, Figure 2 shows the apparatus configured to measure AR.,; taps 1 and 2 would
be sealed while these measurements were made, A O-5 inH,0 fast-response pressure
transducer was used to measure the pressure drop for the bubbling bed comparisons,

*AutoTran, Inc., Model 600
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Figure 2: Bubbling Bed Experimental Setup

141



5,4.2 Bubbling-Slugging Transition Experimental Setup

Figure 3 illustrates the experimental apparatus used to evaluate the effects of the solid-to-
gas density ratio on the bubbling-slugging transition. The experimental apparatus is a
1:6.5 scale cold model of a Foster Wheeler CFB pilot plant. Due to its high aspect ratio, it
was suitable for operating in both the bubbling and slugging regimes of fluidization. The
bed is constructed of a 5.08 cm (2 in.) diameter clear PV C pipe. Shop air was used to
fluidize the bed material, and the air flowrate was measured using a 15 cfm rotameter. A
bed inventory of 1000 ml was used for both bed materials.

Horio et a. (1992) proposed a method for evaluating flow regime transitions that uses the

root-mean-square (RMS) of the gage pressure fluctuations (i.e., p'gagc = Pyage (1) - Pyage )

from a single pressure point located within the dense region of afluidized bed. Hence, as
shown in Figure 3, the high-pressure-side of a pressure transducer was connected to a
single pressure point within the bed, with the low-pressure side open to the atmosphere.
A 0-10in. H20O fast-response pressure transducer was used in the bubbling-slugging
transition experiments,
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Figure 3: Bubbling-Slugging Transition Experimental Setup

5.5 Hydrodynamic Sealing Comparisons

5.5.1 Bed Expansion Comparison-uy/ug=1.2

Figure 4 presents the pressure profiles in the bubbling bed apparatus(Figure 2) for both
the polyethylene and the limestone when uy/u=1.2. By linearly extrapolating the pressure
profile to the point where the pressure (p) isequal to the freeboard pressure (ps), it is
possible to estimate the expanded bed height (H). As shown on the figure, the limestone
expands 14% more than the polyethylene; the expanded bed heights for the limestone
(Hime) and the polyethylene (Hpay) are 22.7cm and 19.9cm, respectively. Hence, the
overall voidage in the bed of limestone bed is higher than it isin the bed of polyethylene.
This shown more clearly in Section 5.5.2 where the solid fraction profiles for this case are

compared. Thisindicates that the hydrodynamics of the bed materials with different
density ratios are not similar.
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Figure 4: Bed Expansion Comparisons for Two Bed Materials—uy/upy=1.2

5.5.2 Bubbling Bed Scaling Comparisons

Differentia pressure drop data were taken over the three measurement intervals shown in
Figure 2 (i.e., taps 1-2, taps 2-3, and taps 3-4). Figures 5 through 10 show the probability
density functions (PDF) and power spectra densities of the dimensionless time-varying
pressure drop (solid fraction) data taken from taps 2-3 for ufu=1.0, 1.2, and 2.4. These
plots are provided to present a representative sampling of the PDF and power spectra
density comparisons over arange of conditions. The power spectral densities are
compared in dimensional form because the length and velocity scales are the same for both
materias. Hence, nondimensionalizing the power spectral densities and frequencies for
the two materials will not change their relative values. For example, the power spectral
density results presented in Chapter 4 were nondimensionalized by (D/u,); this factor isthe
same for both of the tested bed materials. The behavior at the other levelsin the bed are
illustrated through comparisons of the mean solid fraction profiles and the profiles of the
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standard deviation (o) of the solid fraction. The mean and the standard deviation
characterize the position and width of the PDF. Hence, these comparisons summarize
how the PDF varies with elevation in the bed. Figures 11-16 present profiles of the mean
solid fraction and the standard deviation of the solid fraction for us/u=1.0, 1.2, and 2.4.

Differences in the behavior of the two bed materials are apparent in Figures 5 and 6,
where u/u= 1.0. The limestone has a broader PDF than the plastic, while the plastic has
a higher mean solid fraction (lower voidage). In addition, the peak in the power spectrum
occurs at a higher frequency for the limestone than for the polyethylene. Figure 11 shows
that for u/um=1.0, the overall mean solid fraction in the bed of polyethylene is higher than
in the bed of limestone; although they are equivalent at the top of the bed. Figure 12
shows that for u/uw= 1.0, the standard deviation of the solid fraction measurements is
higher in the bed of limestone than in the bed of polyethylene, except at the bottom of the
bed where they are the same.

Figures 11 and 12 show that, for the same operating condition, it is possible for the mean
solid fractions to agree at a location where the standard deviation of the solid fraction
disagree, and vice versa. For example, in Figure 11 the mean solid fractions for the
limestone and the polyethylene are equivalent at the top of the bed. But as shown in
Figure 12, the standard deviation of the solid fractions are different for the two bed
materials in the top pressure-drop measurement interval. The converseistrue in the
bottom of the bed. If the density ratio were not important, these curves would lie on top
of each other. Therefore, these results indicate that the solid-to-gas density ratio is
important for scaling bubbling fluidized beds.

The behavior shown in Figures 7-8 and 13-14 for u/uw=1.2 issimilar to that for
u/un=1.0. However, the standard deviation of the solid fraction (Figure 14) is no longer
equivalent for the two bed materialsin the bottom of the bed asit wasin Figure 12. The
bed expansion comparison presented in Section 5.5.1 (Figure 4) corresponds to the solid
fraction profiles compared in Figure 13. This comparison indicated that the polyethylene
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had a lower bed expansion than the limestone, and this was attributed to the polyethylene
having alower voidage (higher solid fraction) than the limestone. Figure 13 shows that
the overall bed solid fraction for the polyethylene is higher than that of the limestone.
Again, this implies that the hydrodynamics of the two materials are different.

Finally, for uy/un=2.4, Figure 10 shows that the power spectral densities for the two bed
materials agree well at taps 2-3. But Figure 9 shows that PDFs do not exhibit the same
level of agreement at the same positioning the bed.

Differences in the mean and the standard deviation of the solid fraction, and the power
spectral densities reflect potentially important differences in the hydrodynamics of the two
beds. For example, the standard deviation of the solid fraction is thought to be related to
the distribution of bubblesizes in the bed, and the power spectral density reflects the
bubble frequency. The bubble size and bubble frequency significantly affect important
hydrodynamic characteristics of the bed such as solids mixing and the split of gas between
the bubble and dense phases. Hence, by failing to match the solid-to-gas density ratio
between two beds, important hydrodynamic quantities could potentially be different
between them.

146



uo/umf= 1.0

_5 12 ?

g A

S 10

T

> 8

g

a 6

>,

= 4

g

9 2

[am
o "
-0.1 0.5

—o— Limestone

= =0~ = Polyethylene

Figure 5: PDF of (1-¢) Data Taken From Taps 2-3-us/ur=1.0

Uo/l]mf=1.0

1.E+0o
= ~
£  1.E0 AN
& =ae——=
;3 - 'Y | hEN Y o
3 % 1e02 11 N L ™A
c o > X — N
s 0 x i
g X N
= E-03 S~
- 1.E- —
3 G

1.E-04 b

0 10 20 30
Limestone

= = = = Polyethylene Frequency (Hz)

Figure 6: Power Spectrum of (1-€) Data Taken From Taps 2-3-uy/uy=1.0

147



Probability Density Function

Uo/Umf= 1.2

N W b

[EEN

0.1 0.1

—— Limestone

- - Polyethylene

0.5 0.7

Figure 7: PDF of (1-g) Data Taken From Taps 2-3-uy/uy=1.2

Solid Fraction Power Spectral

= = - - Polyethylene

Uo/umf= 1.2

1RO p=—x ————— —

1.601 1
> o ~ N
Z 1502 . S~
a — ——

1.E03 —t

;‘—-—'
1.604
0 10 30
Limestone |
Frequency (Hz)

Figure 8: Power Spectrum of (I-E) Data Taken From Taps 2-3-uy/u=1.2

148




8
c < o
S \
2 6 4
£ 6
2 \
> 5 &
A )
Y EE
= 4 [ \
3 | ® Xﬂf"o
e 1 g O
mo;eeocé W

—eo—— Limestone
= =O= = Polyethylene

Figure 9: PDF of (1-€) Data Taken From Taps 2-3—u,/uy=2.4

Uo/umf= 2.4
1.E+00 -
'E PN ““ ]
g 1.E01 Y \-35\_‘
& -
§ > X
5 = ; . wy
£ Z 1.502 S
s 32 —
-E == 1 ‘\.?-'\ T |
8 \*‘.:.._-"
E'; 1.6503 T
= - =y
UGJ i N
1,604 _ .
0 10 20 3C
Limestone
= = = = Polyethylene Frequency (Hz)

Figure 10: Power Spectrum of (I-E) Data Taken From Taps 2-3-uy/uy=2.4

149



uo/umf=1.0

wlJ

0

0.1

—f— | imestone
= =O= = Polyethylene

0.2
(1-¢)

0.3

Figure 11: Solid Fraction Profile-uy/u=1.0

uo/um=1.0
25. o/ Umf=
o]

20 bR \\
—~15 ™\
= N \
./ \
N10 —o

@
5
0
0 0.04 0.06 0.08 0.1

=6 |imestone 1
- -0~ - Polyethylene | ©©°f(1-€)

Figure 12: ¢ of ( 1-E) Profile-u/uy=1.0

150




Uo/umf= 1.2

25
QU _
20 G
A} \ .
~15 - _
g NS
N 10 = _‘.ro
e - """
5
0
0 0.1 0.2 0.3
====@u== | imestone (1-¢)

0- "Polyethylene

Figure 13: Solid Fraction Profile-udu= 1.2

o5 Uo/Umf= 1.2
(3]
20 N c \\
\ ~ \
15 AN ™~
\g - \ . \
N 10 o Se—
e - 33—
5
0
0 0.02 0.04 0.06 0.08 0.1
~——6— Limestone o of (1-¢)

"=0= - Polyethylene

Figure 14: ¢ of (I-E) Profile—uy/uqe=1.2

151




uo/ume=2.4

0 0.05 0.1 0.15 0.2 0.25

= | imestone (1-)
- =O= "Polyethylene

Figure 15: Solid Fraction Profile—uy/u=2.4

Uo/ Umf=2.4
25
Q
20 9\\
=15 >~
o
N 10
5
0

0 0.02 0.04 0. 06 0.08 0.1

——@——= | imestone £ (1
= -O- - Polyethylene 6 of (I-e)

Figure 16: 6 of ( I-E) Profile—uo/uny=2.4

152




5.5.3 Effect of Mismatched p; / pg on Bubbling-Slugging Transition

Asdiscussed in Section 5.4.2, Horio et al.’s (1992) approach to identifying flow regime
transitions is used hereto evaluate the effect of not matching the solid-to-gas density ratio
on the flow regime boundaries. Horio et al. (1992) plotted the RM S of gage pressure
fluctuations (P’ g ) VErsus gas superficial velocity and used changes in the slope of the

curve to identify flow regime transitions. Figurel74s a plot of the RMS of p'me Versus

u/unr taken from the apparatus shown in Figure 3 for the two bed materials. Lines have
been added to the figure to identify the flow regime boundaries based on Horio et al.’s
(1992) method and visual observations of the bed. Asindicated on Figure 17, the bed
appears to begin fully slugging at approximately the sameuy/uqy, and both the limestone
and the polyethylene are bubbling at low uv/ug. But the nature of the transition between
the flow regimes appears to be different, The limestone remains in the bubbling regime up
to uy/une Of 2.1, Whereas the polyethylene begins the transition from bubbling to slugging
at u/un= 1.7. Hence the results in Figure 17 imply that the polyethylene transitions
between the two flow regimes over a broader range ofuy/u.s than the limestone.
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5.6 Nomenclature

D bed diameter

d,  surface-volume mean particle diameter = yZ xifdp
1

Hpi mean aperture of adjacent sieves defining interval i

g acceleration due to gravity, 9.807m/s?

H expanded bed height

L bed dimension

P pressure

P freeboard pressure

Puge  gage pressure measured at a point within the bed, p(t)-pam

p’gage pgage (t) ) pgage

PDF  probability density function

PSD dimensionless particle size distribution

Uy Minimum fluidization velocity

Uo gas superficial velocity

Xi fraction of particle sample’smassresiding ininterval i

VA distance above the distributor

GreekSymbols

o internal angle of friction

€ voidage

(1-e) solidfraction

o particle sphericity

T gas dynamic viscosity

Pe gas density

Ps particle solid density

c standard deviation of ( 1-€) measurements
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6. Review of Solids Mixing in Bubbling Fluidized Beds

6.1 Introduction

In Chapter 4, a cold model was shown to have similar hydrodynamics to the Tidd PFBC.
This makes the cold model a convenient platform for performing detailed solids mixing
studies; studies that could not be conducted in the hostile environment of aPFBC.

This chapter provides an overview of the more germane experimental and theoretical work
done on solids mixing. The discussion highlights the important role bubbles play in the
solids mixing process. This motivated the measurement of the bubble characteristics in the
cold model; thiswork is described in Chapter 7. A thermal tracer technique was used to
study solids mixing in the cold model. The experimental setup for the mixing studies is
provided in Chapter 8, and Chapter 9 discusses the results of the studies. Finally, Chapter
10 presents the development of a mechanistic model of solids mixing in bubbling fluidized
beds.

6.2 Basic Mechanisms of Solids Mixing in Bubbling Fluidized Beds

Severd researchers have conducted experiments to identify the mechanisms of solids
mixing in bubbling fluidized beds. These studies clearly show the central role that bubbles
play in the mixing of solids within a bubbling fluidized bed.

In these studies, the researchers typically formed a bed of two particle layers, where the
particles in each layer were distinguishable from those in the other (e.g., by color or X-ray
attenuation characteristics). Then while passing air through the bed at a velocity just
below that required to form bubbles, they injected a single bubble from an orifice in the
distributor. The mixing of the two particle layers was then evaluated, often by dissecting
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the bed into thin layers to determine particle displacement produced by the bubble. The
studies described in Section 6.2.1 generally followed this approach, except where
otherwise noted.

Before proceeding with a detailed discussion of the relationship between bubbles and
solids mixing, it is important to differentiate between axial and lateral mixing. Axia, or
vertical, mixing takes place along the vertical axis of the bed. Lateral, or horizontal,
mixing takes place in the direction normal to the vertical axis of the bed. Distinctions will
be made in the following discussion between these two types of mixing, and their
mechanisms will be examined.

6.2.1 Importance of Bubbles to Solids Mixing

One of the earliest studies on the mechanisms of solids mixing in bubbling fluidized beds
was conducted by Rowe et al. (1965). Experiments were conducted with particles ranging
in size from less than 53um up to 460 pum to evaluate the effect of particle size on the
mixing mechanisms, They identified three solids mixing mechanisms.

« Thefirst is often referred to as bubble-induced “drift” due to the similar appearance of
the particle displacement profile to that derived byLighthill (1956) for the passage of a
sphere through an inviscid fluid.

. The second mechanism is the vertical solids transport in the wake of the bubble. The
bubble wake sheds particles and is continuously replenished as the bubble rises through
the bed. Particles from different locations in the bed mix in the wake andare then shed
after rising with the bubble for some distance. When the bubble erupts at the bed
surface, the material above the bubble and in the wake is dispersed, contributing to the
lateral solids mixing.

. Findly, they observed that particles smaller than 60 pm in diameter experience an
additional mixing mechanism that they describe as “eddy-diffusive mixing”.
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Rowe et d. (1965) conclude that bubbles alone are responsible for solids mixing in
bubbling fluidized beds of all but the smallest particles. They also show results that refute
the idea that mixing is caused by inter-particle diffusion. They describe the mixing induced
by the bubbles as a convection process, where upward convection is observed along the
bubble path and downward convection is produced in the area surrounding the bubble.

Woollard and Potter (1968) conducted similar experiments to those of Rowe et al. (1965),
using 380 pum glass spheres. Their primary objective was to better.quantify the particle
motion produced by a bubble’s motion. In particular, they measured the volume of
particles displaced by a bubble as it crosses a level in the bed. Comparisons were made
between their measurements and the theoretical displacement produced by a sphere
moving through an inviscid fluid (Lighthill, 1956). According to inviscid flow theory, asa
sphere moves through an unbounded idedl fluid, it displaces a volume equal to 50% of the
volume of the sphere. (This estimate does not account for wake transport). WooHard and
Potter’s (1968) measurements suggest that the actua displaced volume is approximately
30-40% of the bubble's volume, including both wake and drift transport.

Abrahami and Resnick ( 1974) also considered the particle displacement produced by a
single bubble using particles ranging in size from 420 to 707 pm. Their measurements
indicate that a bubble displaces a volume of particles (wake plus drift) approximately equal
to one bubble volume. They found that a bubble must rise a distance of roughly 2.0
bubble diameters after forming to achieve a fully developed wake. This suggests that
bubble-induced mixing would be less in shallow beds (i.e., whenH~dg). They also

concluded that the height of the particledrift profile wasalways approximately 1.7 bubble
diameters.

The previous studies were conducted with particle diameters ranging from less than 53pm
up to 707 pum. Cranfield (1978) measured particle displacements using much larger
particles with mean diameters between 1520 and 1760 um. Based on bed dissection and
video measurements, he concluded that the only mechanism of vertical solids transport in
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large-particle beds is bubble-induced drift. His experiments showed no signs of the wake
transport observed with smaller particles. Larger particlestypically fall into theGeldart
(1973) group D particle classification, which characteristically produce bubbles with very
small wakes. Hence, for large particles drift is the dominant solids-mixing mechanism. By
measuring the drift profile in a two-dimensional bed, he estimated the average upward
particle displacement to be approximately onebubble diameter and the average downward
displacement of the surrounding particles to be approximately one-eighth of a bubble
diameter. These are average displacements, not the peak height of the drift profile
measured by Abrahami and Resnick ( 1974). Based on a sketch of the drift profilein
Cranfield’s (1978) paper, his drift-profile height appears to be consistent with that
measured by Abrahami and Resnick (1974). He also found that bubbles in large-particle
beds displace a volume of particles approximately equal to one bubble volume.

Valenzuela and Glicksman (1984) developed a unique approach to studying particle
motion in freely-bubbling fluidized beds, They conducted experimentsin a two-
dimensional bed making it possible to observe the bubble motion. Particle motion was
followed by thermally tagging bed particles and then tracking their motion using
thermistor probes attached to light emitting diodes (LEDs). A LED was energized when
thermal tracers were sensed by its associated thermistor. This experimental setup made it
possible to relate the bubble motion to the particle motion in a freely-bubbling fluidized
bed. They found that vertical solids transport is due to both bubble-induced drift and
wake transport. In addition, they concluded that significant lateral particle motion is
produced by the horizontal motion of bubbles as they move to coalesce with surrounding
bubbles, Lateral mixing due to bubble coa escence acts in addition to the |ateral wake-
mixing mechanism postulated by Kunii and Levenspiel (1969). Valenzuela and Glicksman
(1984) also estimated that in their two-dimensiona bed, bubbles displace a volume of
particles (wake plus drift) equal to approximately one-third of the bubble’s volume.
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6.2.2 Summary of Solids Mixing Mechanisms

The studies described in Section 6.2.1 highlight the central role that bubbles play in the
mixing of solids in bubbling fluidized beds. They show that the volume of particles and
the distance they are displaced is governed by bubble size. Since particle motion is
induced by the bubble motion, the mixing rates in bubbling fluidized beds should be
controlled by the bubble frequency. Bubble coalescence is a function of the distance
between bubbles which depends on the bubble fraction and the bubble size.

The studies discussed in Section 6.2.1 identify mechanisms of both axial and lateral solids
mixing, Figure 1 illustrates severa of these mechanisms.

Figure 1: Mechanisms of Solids Mixing

As Figure 1 shows, axial mixing is produced by bubble-induced drift and wake transport.
Solids mix laterally as bubbles move to coalescence with neighboring bubbles. And
additional mixing takes place within the wake of the bubble. Significant lateral mixing is
also produced when a bubble erupts at the surface of thefluidized bed, dispersing the
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contents of its wake across the surface of the bed. In general, inter-particle diffusion
contributes negligibly to the solids mixing process.

Particles that are less than approximately 60pm in diameter appear to experience an
additional mixing mechanism that is analogous to turbulent eddy diffusion. This eddy
mixing is not present in bubbling fluidized beds of particles larger than approximately 100
pm in diameter. Solids mixing in larger-particle beds is caused only by the motion of
bubbles.

Due to the preferential upward motion of the bubbles, axial mixing is anisotropic. Upward
mixing rates are significantly higher than downward and lateral mixing rates, Upward

mixing is controlled by the length and time scales of the bubbles. According to Valenzuela
and Glicksman (1984), the downward particle motion proceeds at alower velocity and
consists of “a uniform flow of a more cohesive particle group.” This suggeststhat it is

futile to attempt to develop a generd diffusion/dispersion model of the mixing process, A
mixing model based on the mechanisms described above is developed in Chapter 10.

6.3 Solids Mixing Models

There are two common approaches to modeling solids mixing in bubblingfluidized beds—
the diffusion and counter-current backmixing models, Both models require empirical input
coefficients.

Verloop et al. (1968/1969) found that diffusion coefficient measurements were difficult to
compare, Most experimental studies that used a diffusion coefficient to describe their data
were conducted in small-diameter beds without internals, causing the diffusion coefficient
to be afunction of the bed diameter. This dependence would not be expected in a bed of
large particles with a tube bank as long as the bed diameter is several times larger than the
tube pitch. In this case, Glicksman et al. (1987) found that the bubbles are distributed
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randomly across the bed cross-section and the bubble size is controlled by the tube pitch.
When Sitnai (1981) tried to calculate a diffusion coefficient for his data, he found that it
was necessary to vary the coefficient by a factor of 7 between two levelsin the bed.
Jinescu et al. (1966) found that measured diffusion coefficients varied both in space and
time. In addition, no attention has been paid to hydrodynamic scaling in these studies.
For example, Sitnai (1981) conducted mixing studies in an experimental rig, which
operated at ambient conditions, that was geometrically representative of efluidized bed
combustor. Sand was used as the bed material, which has roughly the same density as
typical combustor bed materials. Nicastro and Glicksman (1984) showed that when actual
combustor bed material isfluidized in a geometrically similar cold model, the cold-model
hydrodynamics are different from those of the hot combustor. All these issues raise
serious doubts over the applicability of using coefficients measured in previous studies for
predicting solids mixing in PFBCs.

The diffusion and counter-current backmixing models and their assumptions are
summarized below, These models are also described in reviews by Potter (1971) and van
Deemter (1985),

6.3.1 Diffusion Model

The diffusion model has found widespread use as a solids mixing model in bubbling
fluidized beds. The diffusion model in cylindrical coordinates for both lateral (radial) and
axial mixing is given by

aci azci 10 aci
3t = Dayp +Dsr:3;(f‘5:)- ()

C isthe concentration of speciesi, andDg and D represent the axial and radial diffusion
coefficients, respectively.
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The problem with using the diffusion model as a model of solids mixing in bubbling beds is
that solids mixing is not a diffusion process. The following are some of the assumptions
inherent in the diffusion model. Each assumption is followed by a brief description of the
inconsistencies between the assumption and the behavior of bubbling fluidized beds.

1. The system is homogeneous. But, for example, the cold model solid fraction
measurements exhibit significant voidage variations along the vertical axis of the bed.
And bubbles represent a local nonhomogeneity.

2. Due 10 theirstochastic nature, diffusion processes assume that the interaction
distance is small with respect to the dimensions of the system. As shown by
investigators such as: Rowe et a. (1965), Woollard and Potter ( 1968), and Abrahami
and Resnick ( 1974), particles are displaced a distance on the order of the bubble
diameter. Hence, for shallow beds the diffusion model will be particularly poor. But
even with the deeper beds found in PFBCS, the number of interactions before a particle
would reach the boundaries of the bed should be relatively small.

3. The particle motion is random. Rowe et al.’s (1965) “experiments show that the
particle movement is not random but that mixing is a result of a definite pattern of
displacement accompanying each bubble as it passes through the bed.”

The previous discussion suggests that a diffusion model is generally inappropriate for
modeling solids mixing, and particularly axial solids mixing, in bubbling fluidized beds.
Verloop et al, (1968/1969) tabulated the experimental results from studies that attempted
to describe their experiments in terms of a diffusion coefficient. They found that the
measured diffusion coefficients varied between studies by up to five orders of magnitude,
and described the results as “difficult to compare” and “ contradictory”. Many
investigators such as: Morris et a. (1964), Fitzgerald et al. (1977), Sitnai (1981),
Valenzuela and Glicksman (1984), Avidan and Yerushalmi, (1985), anong others, have
highlighted the inadequacy of modeling solids mixing in bubbling fluidized beds as a
diffusion process. Morris et a. (1964) concluded that solids mixing in“fluidised beds
cannot be described by a simple diffusional mechanism.”
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6.3.2 Counter-Current Backmixing Model b

The counter-current backmixing model was first developed by van Deemter (1967), and
was subsequently enhanced by researchers such as Gwyn et d. (1970) and Sitnai (1981).
In its simplest form, themodel treats the axial flow in abed in three layers-two counter-

current flowing solid streams and a single gas flow layer. Figure 2 illustrates the model’s
layers (Kunii and Levenspiel, 1991).

le 1-f,-fs —k— ¢, ——1, —|

Ki=solids
exchange
Bubble, Wake, coefficient
and Emulsion

Gas

Figure 2: Counter-Current Backmixing Model

The two layers of solids move in plug flow; the upflow velocity is ug and the downflow
velocity isug. f,and fs are the fraction of the bed volume in the upflow and downflow

layers. The upflowing solids layer represents the solids displaced verticaly in the wakes of

bubbles and by bubble-induced drift. To satisfy the requirement that there be zero net

mass flux at any level in the bed, a downflowing layer of solids must be present, and
fu-ugw="fa ua. (2)

Species i is exchanged between the two layers through a solids exchange coefficient,

Ky (m*/m’-s). Conservation of speciesi requires that

ac ; dc, . .
fd a-tf-’ fd Ugq _a;d' + Kq (Csdi - csu9= 0 (3)

and
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Ot ey (o o) 4
fu at + fuus oz + K; \Csu; = Csq; ) - (4)

¢,a, and ¢y, are the concentrations of speciesi (m’/m®) in the downflow and upflow
layers, respectively. This model has five input parameters: fu, fo, ug, u5, and Ks; - Only

four of these parameters are independent due to the additional constraint imposed by (2).

Sitnai (1981) extended the counter-currentbackmixing model by including an additional
downflowing solids layer to account for the faster solids downflow frequently present at
the boundaries of bubbling fluidized beds. This layer is assigned a unique velocity and
volume fraction. This model has 9 independent parameters that were chosen tofit axial
mixing data taken from amodel of an atmosphericfluidized bed combustor.

More recently, Shen et al. (1995) added lateral mixing effects to the counter-current
backmixing model by discretizing the width of bed and introducing a lateral diffusion
model for the solids exchange between the downflowing layers in adjacent elements.

The physical assumptions of the counter-current backmixing model make it more
appropriate for modeling solids mixing in high aspect ratio beds, where distinct upflowing
and downflowing layers are more clearly defined. Aside from a thin layer flowing down at
the walls, the hydrodynamics of the larger, shallower beds found in combustors do not
exhibit this layered behavior. Extensions of the counter-current backmixing model, such
as those proposed by Shen et a. (1995), should enhance the predictive ability of the model
for low aspect ratio beds.

6.4 Solids Mixing Experimental Studies

Solids mixing has been studied for many decades (e.g., Gilliland and Mason, 1949; May,
1959). But these early and most subsequent studies focused on solids mixing influidized
bed chemical reactors. Thisis reflected in the small particles (dp~ 100 wm) and large
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height-to-diameter ratios used in these investigations. Bubbling fluidized bed combustors
typically have large particles (d,~ 1000pm) and height-to-diameter ratios of 1 or less. An
additional, and critical, feature of fluidized bed combustors is the presence of a horizontal
tube bank. The presence of even a sparse tube bank has been found to significantly retard
solids motion in bubbling beds (Highley and Merrick,1971; Chen et al.,1984). The tube
bank geometry, in many ways, governs the bed hydrodynamics. In particular, it limits
bubble growth, making the bubble properties a strong function of the tube bank geometry
and independent of the overall bed dimensions. Rowe et-al. (1965) showed that bubbles
play a central rolein the mixing of solids in fluidized beds. This is supported by Mori and
Nakamura’s (1966) finding that their diffusion coefficients were proportional to bubble
diameter squared (i.e., D~ds?). Many of the mixing studies related to chemical reactors
show a strong influence of bed diameter on the mixing; this would not be expected in a
bed where the bubble properties are independent of the overall bed dimensions.

As mentioned previoudly, there is'an additional concern over whether the hydrodynamics
measured in experiments represent those found in a hot combustor. Many of the mixing
studies related to fluidized-bed combustion used bed materials similar to those found in
combustors but were fluidized using ambient air. Nicastro and Glicksman (1984) found
significant disagreements between the hydrodynamics of acombustor and those of a cold-
scale model using the hot-bed material, So although many ‘solids mixing studies have been
conducted, their relevance to solids mixing inPFBCs is tenuous at best,

Potter (197 1) provides a comprehensive review of the experimental studies through the
late 1960s. A more recent review, emphasizing solids mixing developments since 1976, is
given by Fan et al. (1990). This review discusses developments in solids mixing related to
abroad range of disciplines, including fluidization. A recent review by Lim et a. (1995)
also provides an overview of recent developments in solids mixing related to gas-solid
fluidization. Some of the more relevant experimental studies will be briefly reviewed here,
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Highley and Merrick (197 1) studied lateral solids mixing in a1.52 m diameter fluidized
bed. The bed had a small aspect ratio, with bed heights of 0.3 and 0.6 m. Latera solids
mixing was studied by introducing a radioactive tracer into the bed. Samples were drawn
from 12 locations in the bed; a sample was taken from each probe every 2 seconds for 30
seconds after the tracer was introduced into the bed. Tracer concentrations were
determined by analyzing the samplesin a scintillation counter, providing tracer
concentration data as a function of time at the 12 sampling locations in the bed. Eighteen
tests were conducted to evaluate -the effects of: tracer particle size and density, superficial
velocity, bed height, and the presence of a tube bank, on the lateral solids mixing in their
bed. They quantified their data by determining the lateral diffusion coefficient that best fit
adiffusion model, assuming perfect mixing in the axial direction (i.e., one-dimensiona
diffusion). They concluded that for these low tracer concentrations, particle size and the
particle density had no effect on the lateral diffusion coefficient. The lateral diffusion
coefficient was found to increase in proportion to an increase in the gas superficia
velocity. And without tubes in the bed, doubling the bed height produced a small increase
in the lateral mixing. The presence of tubes in the bed reduced the lateral diffusion
coefficient by afactor of 2.

Fitzgerald et al. (1977) studied three-dimensional solids mixing in 1 m square fluidized bed
containing an array of horizontal tubes. Ferrite was used as a tracer, and its movement
was followed using 64 inductance probes. The inductance probes were integrated into the
the tube bank, eliminating non-prototypic disruptions of the flow. They found that for the
same operating conditions, the tracer did not always spread in the same way, supporting a
view of solids mixing as a stochastic phenomenon. Thelir results also suggest that the
tracer moves from the injection point in clumps, rather than spreading smoothly as would
be predicted by a diffusion model. Not surprisingly, they found that mixing rates were
higher for higher superficial velocities. Kunii and Levenspiel (1991) show that in studies
conducted in beds without tube bundles, the lateral diffusion coefficient is roughly an
order of magnitude lower than axial diffusion coefficients. In contrast, Fitzgerald et al.
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(1977) found that in their bed, which had a tube bank, the mixing rate was approximately
the same in al directions-vertically, and laterally both normal and parallel to the tubes.

Sitnai (1981) studied axial mixing in a 1 m square bed with a horizontal tube bank.

Mixing was measured by distributing an iron-ore tracer across the surface of the bed and
then continuously drawing samples from 7 locations in the bed. The average tracer
concentrations were determined over 5 second intervals, providing tracer concentration as
afunction of time at-eachof the sampling locations. Sitnai {1981) initially tried to £it the
data to a diffusion model, but found that the diffusion coefficient varied by a factor of
seven between two elevations in the bed. He then developed a three-layer counter-current
backmixing model. The model had nine independent parameters; the axial mixing data
were used to help establish values for these parameters.

Chen et al. (1984) tracked the motion of a radioactive tracer particle in a 19 cm diameter
fluidized bed, both with and without a tube bank. They found that even sparse tube
bundles can significantly reduce solids velocities and hence solids mixing. For example, at
u/un=6 the average axia solids velocity was reduced from 26cm/s with no tube bank
(100% open cross-section) to 15 cm/s with a sparse tube bank (85% open cross-section)
to 2 em/s with a dense tube bank (67% open cross-section). Thus, as found by Fitzgerald
et al. (1977) and Highley andMerrick(1971), the presence of the tube bank has a
significant effect on the motion of the solids in the bed.
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6.5 Nomenclature

Ugg
Uy

concentration of speciesi
concentration of species i in the solids downflow region

concentration of speciesi in the solids upflow region

bubble diameter

particle diameter

axial solids diffusion coefficient

radial/lateral solids diffusion.coefficient

fraction of the bed volume in the downflow region
fraction of the bed volume in the upflow region
solids exchange coefficient for species |

radial coordinate

minimum fluidization velocity

gas superficia velocity

velocity of the solids downflow region
velocity of the solids upflow region
axia coordinate
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7. PFBC Bubble Characteristics

7.1 Techniques for Measuring Bubble Characteristics

Bubbles play a central role in the hydrodynamics of bubbling fluidized beds; in particular,
they supply the motive force for the mixing of solids. So to begin to understand how
solids mix in fluidized beds, it is essential to start by determining the characteristics of the
bubbles. Of particular interest are the bubble diameter and the bubble frequency since
these two variables dictate the length and time scales of the mixing within the bed. The
bubble fraction is aso important; the bubble size and the bubble fraction control the
spacing between bubbles. Bubble coalescence rates, and thus lateral mixing, depend
strongly on the bubble spacing. The two most common techniques for measuring bubble
characteristics in fluidized beds are capacitance and optical probes. Both types of
measurement devices will be briefly discussed. Yates and Simons (1994) provide a more
detailed description of these and other experimental methods influidization.

7.1.1 Capacitance Probes

If apair of conductive surfaces at different voltages are placed adjacent to each other in a
gas-solid mixture, charges will accumulate on the two surfaces. The total charge is equal
to the voltage difference times the capacitance of the intervening mixture. The
capacitance of a gas-solid mixture is a function of the mixture's solids concentration.
Capacitance probes measure bubble properties by responding to the change in capacitance
between the probe’ s surfaces caused by the passage of a gas bubble. Riley andLouge
(1989) provide a detailed discussion of capacitance probes and their application to
measuring solids concentration in gas-solid flows.
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Capacitance probes have been used to study fluidization back as early as 1951 (Morse and
Ballou, 1951). Geldart and Kelsey (1972) highlighted the difficulty in interpreting
capacitance probe output and the importance of calibration. Werther and Molerus
(1973a,b) made detailed bubble measurements using a miniature needle capacitance probe.
The probe's small size minimized its disturbance of the bed hydrodynamics, but their
approach to identifying passing bubbles is suspect.

‘7.1.2 Optical Probes

Optical probes represent a relatively simple approach to measuring bubble characteristics.
The two basic elements of an optical probe area light source and a photodetector. When
the light source is positioned opposite the photodetector, the detector’s output will vary in
response to changes in the attenuation provided by the medium between the two elements.
In afluidized bed, the output of the photodetector will vary depending on whether a
bubble or the particle emulsion is present in the intervening region.

Optical probes also have along history of use in fluidization research. Yasui and Johanson
(1958) used optical probes as early as the late 1950s. Many other researchers have used
optical bubble probes. Glicksman et al. (1987) used two fiber-optic probes to measure the
bubble propertiesin alarge-particle fluidized bed. The first probe consisted of two
verticaly aligned emitter-detector pairs for measuring bubble rise velocities. The second
probe was an elaborate three-dimensional array of light sensors surrounding a single light
source; they used the probe to measure bubble shape, Mainland and Welty (1995) provide
amore detailed discussion of studies using optical probes to characterize bubble behavior.
They al so describe an optical probe suitable for use in high-temperaturecombustor
applications.

Both optical and capacitance probes require methods of interpreting their output.
Fluctuations in the voidage surrounding the probe produce fluctuations of varying
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magnitude in the probe output. The objective of methods of interpreting the output isto
rationally identify a threshold beyond which a change in output is classified as being
produced by the passage of a bubble.

7.2 Optical Bubble Probe Development

Capacitance probes were considered for use in this study, but.a unique optical probe was
devised that made it possible to measure the bubble properties lessintrusively and at lower
cost,

7.2.1 Optical Bubble Probe Construction

A set of four optical probes were constructed to measure the bubble characteristics in the
cold-scale model of the Tidd PFBC. The four probes were positioned different vertical
distances from the distributor (z=13.3, 20.6,27.6, and 31.4 cm), to provide detailed
information on the bubble characteristics at severa elevations in the bed.

The probe design takes advantage of the fact that the cold model requires an array of rods
to simulate the boiler tubes of the hot combustor. The tight proximity of the rods in the
cold model makes it possible to replace two adjacent rods with a light probe constructed
to maintain geometric similarity with thecombustor tube bank. Figure 1 illustrates the
optical probe design used in the cold model.
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N
AN Phototransistor “Tubes” within
the tubebank
Figure 1: Top View of Optical Bubble Probe

Aninfrared emitting diode (IRED) serves as the probe’s “light” source. The gallium
aluminum arsenide (GaAlAs) diode' emits over a narrow band of wavel engthsin the
infrared spectrum, with peak emission at a wavelength of 880 nm. The IRED emits
outside the visible spectrum, thus the term “light” is somewhat of a misnomer. A planar
silicon phototransistor’ acts as the probe’s photodetector. Silicon phototransistors are
highly sensitive to the emission wavelength of GaAlAs emitting diodes, providing an
efficient coupling between the emitter and the detector. The sensitivity of the
phototransistor to the emission from the IRED is sufficiently high that changes in the
visible background lighting had a negligible effect on its output.

Pairs of rods in the cold-model tube bank were replaced with hollow copper tubing of the
same diameter, which, as shown in Figure 1, accommodates the necessary optoelectronic
devices and their wiring. The IRED and the phototransistor were epoxied into the tubing
opposite each other, with just their lenses exposed through holes milled into the tube wall.
The wiring runs along the inside of the tubes, leaving the tubing through holes milled into
the top of the tube ends. The wires for each of the four probes were bound together, run
up the wall of the bed, and then run out of the bed through a single fitting in each of the
side walls. This unique design made it possible to measure the characteristics of the
bubbles with minimal intrusion into the flow.

"' Quality Technologies F5D3 GaAlAs infrared emitting diode
““MotorolaMDR-310 planar silicon phototransistor
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The probe positioned 13.3 cm above the distributor required a modified design since it
was located below the bottom of the tube bank. (The bottom of the tube bank is17.2 cm
above the distributor.) A side view of the modified probe design is shown in Figure 2. A
pair of dowels in the bottom row of the tube bank were replaced with hollow copper
tubing of the same diameter. But rather than installing the phototransistor/IRED pair in
the tubing as shown in Figure 1, holes where milled in the bottom of the tubing and a
vertical section was attached that extended into the region below the tube bank. The
phototransistor/IRED pair were installed in these vertical segments of tubing. The wiring
for the optoelectronic components was run up through the hole in bottom of the
horizontal section and then routed in the same manner as the other probes.

Wires within Bottom Tube
Tubes / in Tube Bank

€~ Phototransistor
‘ opposite IRED

Figure 2: Side View of Probe Positioned Below Tube Bank at z= 13.3cm’

7.2.2 Bubble Probe Electronics
7.2.2.1 Phototransistor Electronics

Phototransistors behave like ordinary transistors. A transistor is shown schematically in
Figure 3.
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collector

emitter

Figure 3: Transistor Schematic

Light incident on a phototransistor creates a photocurrent in the base-collector junction.
This photocurrent supplies the base current of the transistor (iv). A transistor can be
thought of, in simple terms, as a current amplifier (Horowitz and Hill, 1989) where the
collector current (i.) is equal to the base current (i) times a gain. The relationship
between i; and is is given by

ic=P ibs 1)
wheref isthe current gain, which typically has avalue of around 100. Hence, achangein
the intensity of the light incident on the transistor will ater the base current(iv), producing
achange in the much larger collector current(ic).

The phototransistor requires power input to operate (P=i.-ve, Where v, is the collector-
emitter voltage difference), and also current is not typically a convenient quantity to
measure. So additional electronics must accompany the phototransistor. Figure 4
presents the optical probe’ s phototransistor circuit.
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Figure 4. Phototransistor Circuit

A 12 Ve power supply powers the phototransistor circuit. A differential-voltage
operational amplifier circuit (see for example, Beckwith et al., 1993) reduced the 12 Vpc
power supply to provide the 6 Vpc collector voltage (v.). One-percent resistors were used
in the differential amplifier to provide precise resistor matching to achieve a high common-
mode rejection ratio,

The phototransistor circuit, shown in Figure 4, uses a general-purposelL F411 operational
amplifier (op-amp) manufactured by National Semiconductor. The op-amp serves two
pUrposes,

. The op-amp maintains the emitter voltage (vJ equal to ground, and hence the
collector-emitter voltage (vee=v.-v.) equal to 6 Vpe. Horowitz and Hill’s (1989) first
“golden rule” of op-amp behavior is: “The output attempts to do whatever is
necessary to make the voltage difference between the inputs zero.” Since the positive
input terminal of the op-amp is grounded, the op-amp will attempt to maintain the
negative termina at ground. The voltage of the negative terminal is equivalent to the
emitter terminal voltage (vJ on the phototransistor, so that v, will be maintained at 6
Vpc. A collector-emitter voltage (v..) of 6 Ve Was chosen because the
phototransistor base current (iv) is independent of ve. in the vicinity of this voltage.
This simplifies the relationship between the intensity of the light incident on the
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phototransistor and the light current generated. Thiswill be discussed further in
Section 7.2.3.

. The second purpose of the op-amp in the phototransistor circuit is to convert the
collector current (i.) to avoltage. Current is typically not a convenient quantity to
measure; data acquisition systems are commonly configured to measure voltage.
Therefore, it is necessary to convert the current leaving the phototransistor (i;) to an
output voltage (vex) that varies asthe current varies. Horowitz and Hill’ s (1989)
second “goldentule” for op-amps is that “the-inputs drawno current.” The LF41 1's
input current is approximately 0.2 nA (Horowitz and Hill (1989)). Hence, as
illustrated in Figure 4, the negative terminal draws no current causing all the current
leaving the phototransistor (i) to flow through the resistor Rg. Using Ohm’s law,
Vou=-Rrie, providing a simple relationship between the current from the transistor and
the op-amp Vvoltage output, The value of RF was set individually for each probe to
achieve a broad range of output; RF typically ranged from 6-10 kQ.

7.2.2.2 Infrared Emitting Diode (IRED) Electronics

Figure 5 shows the circuit for the IRED.

[z |

R=500Q2  vg=12-1.5=10.5 V¢

IRED VLED= 15 VDC

Figure 5: Infrared Emitting Diode Circuit
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Diodes operate at approximately a constant forward voltage. For atypical operating
current (iep) of 20 mA, the forward voltage (viep) of the Quality Technologies F5D3
IRED isroughly 1.5 Vbc. (At a maximum continuous current of 100 mA, the forward
voltageis 1.7 Vpc.) The circuit is powered by a 12 Vbc power supply. In the voltage
divider circuit configuration shown in Figure 5, the voltage drop across the resistor(vg)
must be equal to the difference between the supplied voltage(vin) and the voltage drop
across the IRED (viep). The resistance R is specified such that the current through the
circuit (iLep) is roughly 20 mA. Ohm's law gives: R = Vafiep=5008.

7.2.3 Evauation of Bubble Probe Performance

7.2.3.1 Relationship Between Output Voltage and Solid Concentration

The functional relationship between the output voltage from the phototransistor circuit
(vou) and the solid fraction (1-g) can be determined from the circuit design and the
phototransistor specifications, This functiona form can then be used with calibration data
to obtain a better understanding of the optical probe’s performance.

As mentioned in Section 7.2.2.1, if the collector-emitter voltage (ve.) is maintained at 6
Vi, based on the phototransistor specifications, the phototransistor base current (iv) is
independent of v... In thisinstance, according to the phototransistor specifications, the
relationship between the base current and theirradiance (EJis given by

iv=CEc, 2
where Cl and m are constants. Combining (1) and (2) gives
ic=PB-CE. (3)
The output voltage from the thermistor circuit is related to the collector current (i.) by
Vou = —Rp-ic. (4)
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The minus sign appears in (4) because the op-amp shown in Figure 4 is wired in an
inverting configuration. Combining equations (3) and (4) provides a relationship between
the output voltage (Vo) and the irradiance (E,),

Vou = —Rp'B-CEf. ()
Finaly, the Beer-Lambert Law will be used to relate the irradiance incident on the
phototransistor to the solid fraction, i.e.,

E. =e20-8) (6)
aisaconstant that indicates the attenuation characteristics of the intervening medium.
Finally, substituting (6) into (5) gives

Vou = =B ¢"A(-8), (7)
where B=(Rg-B-C, ) and A=(a-m). A and B are constants that are determined from
calibration data. Equation (7) is used with the calibration method described in the
following section to characterize the optical probe performance,

7.2,3.2 Calibration Method

To assess the performance of the optical probes, they were immersecin a homogeneous
gas-particle mixture of known solid concentration ( 1-¢). The difficulty lies in generating
gas-particle mixtures over arange of known solid concentration. This was accomplished
using the drop-tube apparatus illustrated in Figure 6. The drop-tube was constructed of a
2.4 m long piece of 5.08 cm diameter clear PV C pipe. The drop-tube had a particle
reservoir at itstop, with avalve to regulate the particle flow, and a collection bucket at its
base. A coarse screen was placed in the tube at the exit of the upper particle reservoir to
create a homogeneous mixture. The optical probe was installed in the base of the tube,
where the particles flowed over it as they exited the drop-tube into the collection bucket.
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Upper Particle
Reservoir
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T r
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Optical Probe
(Figure 1)
Collection
Y Bucket

Figure 6: Optical Probe Calibration Apparatus

To estimate the solid concentration of the gas-particle mixture, the mass flowrate of the

particles was measured using a stopwatch to determine the time that particles flow

through the tube. By weighing the particles that accumulate in the collection bucket, it

was possible to estimate the particle mass flowrate. From mass conservation, the average

solid concentration of the mixture flowing through the tube is given by
(1—8)“—t-ps-um.~A,s’ (8)

where:
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M=the mass of particles collected in the collection bucket during time, t;
t=collection time;
ps=particle solid density;
umai=the fall velocity of the particles; and
As=the cross-sectional area of the drop tube.
The faling velocity of the particles(uqy) past the optical probe was measured usinghigh-
speed video system and found on average to be 5.7 m/s.

Hence, by determining the mean optical probe output voltage(vey) during the time that
the particles were flowing over the probe, and using (8) to estimate the solid fraction, a set
of calibration points can be obtained to specify A and B in (7). Figure 7 is atypical plot of
vou VErsus solid fraction. The “Curvefit” line represents (7) with the best-fit values for A

and B. The data and the curve show that the optical probes are very sensitive to changes
in solid concentration up to solid fractions of approximately 3% (i.e., d vou/d(1 - €) is
large for (1-€)<0.03). For solid fractions above 3%, much of the intensity of the light
from the LED is attenuated, reducing the sensitivity of the probe.

0
2™ //
s |
:c>> -4 ~ _ O/
"s !
| /
S -612

/ o Calib. Data

| —— Curvefit
_8 O R . ! -
0 0.01 0.02 0.03

Solid Fraction

Figure 7: Typica Optical-Probe Voltage Output as a Function of Solid Concentration .

188



7.3 Optical Bubble Probe Data Analysis

7.3.1 Bubble Rise Velocity Determination

The mean bubble rise velocity is measured using the output of two vertically aligned
probes. The two probes will respond similarly to the passage of a bubble, but the response
of the bigher probe will lag behind the lower probe’s response due to the finite rise
velocity of the bubble. Figure 8 shows a bubble rising between two vertically aigned
probes. Asillustrated in the figure, there will be a delay between when the leading edge of

the bubble passes the lower probe and when it reaches the upper probe.

Figure 8: Illustration of Bubble Rising Between Vertically Aligned Probes

By measuring the distance separating the leading edges of the two probes (Ah) and
estimating the mean time lag (1), it is possible to calculate tbe mean bubble rise velocity
using

Ah
Uy =" | ©)
Ty

The instantaneous bubble rise velocity depends on many factors; the size and position of
neighboring bubbles are two examples. So it is more useful to measure the 10CSl mean
bubble rise velocity, rather than individual bubble velocities. The time lag between the
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two probe outputs (%), or equivalently the time it takes the bubble to rise a distance Ah,
can be estimated using correlation methods. The cross-correlation function R,y (1) for the

two stationary random processes x(t) and y(t) is given by (Bendat and Piersol, 1986)
lim 17T
R,y (T) = T m-fgx(t) y(t+ Tt (lo)

The cross-correlation function characterizes the correlation between two variables at
different values of%. Equation (10) defines the cross-correlation function, but it must be
‘modified to accommodate discrete values of x(t) and y(t) anda finite sampling time(T).
The procedure described below was used to estimate the most highly correlated timelag
from the digital output of two optical probes (Bendat and Piersol, 1986). Let u,and vi
represent discrete values of two data series, where i= 1,N and N is the number of samples
taken over afinite sampling time, T.

1. Least squares procedures were used to remove any trend in the data, A trend isa

frequency component of the data that has a period longer than the sampling time.
2. The mean values of the two data records were computed using

_ 1'2": . 1 X
U=y Zu and v=I—\I--E,lvi. (12)

3. The data were transformed to have a zero mean value. Define
Xi-u-u and Y;=vi-V, (12)
such that Xand ¥ are zero.
4. The cross-correlation function is commonly normalized such that its value lies between

+1 (perfect positive correlation) and -1 (perfect negative correlation). The normalized
sample cross-correlation function is referred to as the sample cross-correlation

coefficient [ f)xy (1) ]. (A cross-correlation coefficient of zero indicates an absence of ,

correlation,) For the two discrete data sets, the cross-correlation coefficient was
caculated using

Ry (r-At)
VR((0) /R, (0) °

By (r-At) = (13)
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where r is the lag number which ranges from O to m. Higher lag numbers cc;?respond
to higher time lags (t=r-At). (The “over each of the terms represents that they were
calculated for finite sampletimes, T.) For discrete data, the sample cross-correlation
function is given by

. 1 N-r
ny(l'-At) _-ﬁ__—r" E_xi “ Yier - (14)

1/ R, (0) and ﬁy (0) are estimates of the root mean square of x; and y; and were

calculated using

N 2 a 1 N 2
_ I>:(xa) and R,(0) =—-X(¥)". (15)

ﬁ"(o) - N =t

z|=

The sample cross-correlation coefficient, ﬁxy (), was calculated from the voltage output

of two adjacent probes in the bed. The outputs from the four optical bubble probes were
used to estimate three values of the mean time lag(%), one for each interval between the
probes. The mean time lag was determined by plotting the cross-correlation coefficient
versus time lag (1) to graphically show the most highly correlated lag time (i.e, ). Figure
9 presents a sample cross-correlation coefficient versus time lagplot. In this particular
example, the output of the two probes have a correlation coefficient of 0.46 at atime lag
() of 0.4s. Figure 9 also shows a periodicity in the signals. The probe outputs are
strongly correlated not just for a single time lag corresponding to the passage of the same
bubble, but also with what appears to be the subsequent bubble passing approximately

O. 19slater. This corresponds to a bubble frequency of roughly 5.3 Hz. Thisis consistent
with the bubble frequency measurements described in Section 7.4.3. The average of the
bubble frequencies measured by the two probes whose output was used to generate Figure
91is5.1 Hz. The correlation of the two signalsis not always as strong as that shown in
Figure 9 making this an unreliable approach to determining bubble frequency.
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Sample Cross-Correlation Plot - uo/umf=2.5

Two probes located 27.6 cm and
31.4 cm above the distributor
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0.35
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Pry ()
0.15 -
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| 15=0.04 s

-0.05

0 0.05 0.1, 0.15 0.2 0,25 0,3
TimeLag, T (9)

Figure 9: Sample Cross-Correlation of Light Probe Output to Determine T

7,3.2 Setting Bubble Threshold

As mentioned in Section 7.1.2, it is essential to rationally establish a threshold beyond
which variations in the optical probe output are interpreted as resulting from the passage
of a bubble. One method, used in previous studies (Glicksman et a., 1987), isto calibrate
the probe in a two-dimensional bed where variations in the probe’s output are directly
related to visual observations of the bubble motion in the bed. A different technique has
been developed for this study. The approach is to independently estimate the bubble
fraction (6) from pressure drop measurements and the dense phase voidage; thiswill be
described in detail in the following section. The optical probe threshold can then be set
such that the bubble fraction measured by the probe matches the bubble fraction
determined from the pressure-drop measurements. With the threshold established, it is
possible to determine other bubble characteristics such as bubble size and frequency.
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7.3.2.1 Relationship Between Voidage and Bubble Fraction

Differentia pressure drop (Ap) is one of the few quantities that can be measured relatively
easily and accurately influidized beds. Assuming that the weight of the particles between
two pressure taps, say taps 1 and 2, is the sole contributor to the pressure drop (i.e.,
negligible contributions from friction or acceleration), it is possible to estimate the mean
voidage between the taps using

Py AP
pP.—P - - g A h]_zl ' (16)
S g (ps - pg)

Ej2=

Gravity dominates the pressure drop in bubbling fluidized beds, and for gasfluidized beds,
whereps » p,, (16) can be simplified by neglecting p, with respect to ps.

To estimate the mean bubble fraction using the meanvoidage (€:-2 ), several modeling
assumptions are necessary (Kunii and Levenspiel, 1968).
1. Atany level in the bed, the cross-section consists of either a bubble or the particle
emulsion,
2. The particle emulsion has a uniform and constant voidage (e.) throughout the bed.
3. The voidage within the bubble (g,) is approximately unity. -
Figure 10 illustrates the model of a segment of a bubbling fluidized bed cross-section.

Fraction of segment
containing the
bubble phase =6

Fraction of segment
containing the
emulsion = 1-5

Bubble voidage = &, —73j

Figure 10: Model of a segment of bubbling bed cross-section
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From the model of the bubbling fluidized bed cross-section shown in Figure 10, the mean
voidage of the cross-section can be related to the local bubble fraction using

£12(2)°81-2(2) “ep + (1- 812 (2)) “e. . (17)
Solving (17) for the bubble fraction and assuming that ey~ 1 gives
€1-2(z) — €&
81-2(2) = _]21_—3—,_ (18)

7.3.2.2 EsWon of the Emulsion Voidage, &

Using eguation (18) to calculate the bubble fraction requires an estimate for the emulsion
voidage, &. Typicaly the emulsion voidage is assumed to be the voidage at minimum
fluidization conditions (&). The minimum-fluidization voidage is roughly equivaent to
the loose-packed voidage (&) of the bed material, Hence, it is common to assume that
the emulsion voidage (EJ is approximately equivaent to the minimum-fluidization voidage
(&mr), Which in turn can be estimated by measuring the loose-packed voidage (€p). In the
approach described below, the minimum-fluidization-voidage estimate begins with the
measured |oose-packed voidage. The loose-packed voidage is then corrected for the bed
expansion that occurs as the superficial gas velocity is increased from the loose-packed
condition (no air flow) to the minimum-fluidization condition. This estimate oOf &
provides a good estimate of the emulsion voidage for superficial gas velocities greater than
that required to fluidize the bed (i.e., u, > ug). Additional expansion of the particle
emulsion beyond &g is negligible for the range of particle sizes found in combustion
systems (Gogolek and Grace, 1995).

Asdiscussed in Section 7.3.2.1, amodel is required to estimate the local §(z) from Ap(z)
measurements (model illustrated in Figure 10). As shown in ( 18), the model depends not
only on a measured estimate of the local voidage, €(z), but aso on the emulsion voidage,
&.. The local bubble fractions should integrate to give the overall bed-average bubble
fraction (6), which can be determined from the bed expansion. Although, as discussed in
the previous paragraph, the emulsion voidage is approximately equal to the voidage at
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minimum fluidization, when the bubble fractions calculated using ( 18) are integrated over

the bed volume using the measuredens for &, they may deviate dightly from themeasured

8. This could be due to limitations in the assumptions inherent in (16), such as small
errors associated with neglecting friction or acceleration effects when using Ap(z) to
estimate &(z). Since we are interested in getting the best estimate of the local bubble
fraction (8(z)) from the local voidage measurements, the value of & will be specified such
that when the bubble fractions from the model are integrated, the calculated overall bed-
average bubble fraction(§) matches that from bed-expansion measurements.e. is
effectively being used to fit the 8 model (Equation ( 18)) to match the overall bed-average
bubble fraction. The measured value 0f%, from bed-expansion measurements, serves as
abasis of comparison with the values of €, required to match 8. Individual values for e,
were obtained for eachuy/uys condition tested, but due to the idealization of the model
used to derive (18), it is difficult to justify using a variable €.. Hence, a single average
value for e, was used to calculate the bubble-fraction profiles forall of the uy/ugy

conditions tested. The details of these calculations are provided in the following two
sections.

. Determination of &q¢

The loose-packed voidage (g;,) can be calculated by dividing the mass of a particle sample
by its loosely-packed volume to obtain the bulk density (i.e., p,= my/Vs). Theloose-
packed voidage is then given by

Ep= 1—%. (19)

The loose-packed voidage of the polyethylene particles used in the cold model of the Tidd
PFBC was measured outside the cold model using aflask and a balance. Theloose-
packed voidage was found to be €,=0.55.
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A more accurate estimate for the voidage at minimumfluidization (€x) would be a
corrected loose-packed voidage that accounts for the expansion of the emulsion that
occurs between the loose-packed and minimum-bubbling conditions. This correction was
estimated empirically, using the cold model, by measuring the bed level with no air flow
(loose-packed condition) and the level at the point just before bubbles begin to form
(minimum-bubbling condition). The minimum-bubbling point was determined from visual
observations of the first appearance of bubbles at the front wall or the surface of the bed.
The particles in the cold model are Geldart Group B (Geldart, 1973). Bubbles form at or
only dightly above the minimum-fluidization velocity (un) for particlesin this category.
The loose-packed voidage is related to the loose-packedheight (Hyp) according to the
following relationship.

(V/As) = Q55 20
[Hopen+(H|p' Hopen) (1 - 5'8 . . ( )

€]p=l-

Hopen IS the height of the open region below the tube bank and&is the fraction of the
cross-sectional area filled by tubes in the tube bank. The region from Hepeato Hypisfilled
with tubes, V/A,, the ratio of the volume of solids to the bed cross-sectiond area, is
constant regardless of the air flow through the bed and can be calculated using (20) and a
measured HIP. The rninimum-fluidization voidage can then estimated by measuring the bed

height at minimum-bubbling conditions (Hx) and using the value for V/A, calculated
from (20) in the following expression.

(Vs/Axs)
1. 21
Eme [Hopen +(Hmb— Hopen) ‘ (IST)] “ ( )

"Using(21) to evauate the rninimum-fluidization voidage for the cold-model bed material

gives. en=0.58. This value of & provides a good estimate of the true emulsion voidage

(e.) and serves as a basis of comparison with the emulsion voidages calculated below. -
These emulsion voidages, which were calculated such that the local bubble fractions given
by ( 18) when integrated over the bed volume match the measured overall bed-average
bubble fraction, are expected to be close to the measuredegy.
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. Estimation of €. Required to Match the Overall Bed-Average Bubble Fraction

If it is assumed that bubbles are responsible for any bed expansion beyond the minimum
bubbling point (i.e., €. is a constant), the bed-average bubble fraction (8) can be
calculated from bed-expansion measurements. For the special case where the bed height

at minimum bubbling is greater than the height of the open area below the tube bank (i.e.,
Hu > Hopen), there are three contributions to the expanded bed volume (Vexp)-

Vexp= Vimb + Viupes + Vipup - (22)
Equation (22) shows that the expanded bed volume consists of the original volume of the
bed at the minimum-bubbling condition (V.), the volume of the tubes between H andHgy,
(Viures), and the bubble volume (Vuw). Dividing (22) by V., and relating the bed volume
to the bed height using relationships of the form V,,=H - A, gives

_Hmb (H-Hmb)’s'l' 3
= + a +3, (23)

where, again, &r is the fraction of the bed volume consisting of tubes for H>Hy. The tube

fraction (8r) for the cold model is 0.12. Solving (23) for 3 gives
| _ _ Hmb)
5= -sT).(l H ) (24)

Equation (24) relates § to H and Hy, measurements. H, Was measured by visually

1

identifying and measuring the bed height at minimum-bubbling conditions. Due to the
vigorous bubbling of the bed, it is not possible to measure H in the same manner. H is
typicaly determined from the pressure profile in the bed. Figure 11 presents the pressure
profile for one of the five conditions tested. As the figure demonstrates, the expanded bed
height can be measured by linearly extrapolating the pressure profile to the height where
the pressure equals the freeboard pressure (i.e., wherep-py=0).

197




Distance from Distributor (cm)

3,5 - o Data
3 Linear Fit
g 2.5 - Uo/ume=2.5
g 2
€ 15
& ] H=39.0 cm

05 A

0 ’ ‘ t 1
0 10 20 40 50 60

Figure 11: Sample Bed-Expansion Measurement

Bubble-property measurements were made at five different gas superficial velocities

(ufum=2.5, 2.8,3.1,3.4, and 3.83). The H/H» measurements and the values of §,

calculated using (24), are summarized in the Table 1. The bed-height measurements for all

five test conditions are given in Appendix H.

Table 1: Summary of Overall Bubble Fractions for Test Conditions

Uy / U H/H, 3
25 1.48 0.285
2.8 153 0.304
31 1.60 0.329
3.4 1.66 0.351
3.83 178 0.387

198




The emulsion voidage is calculated by determining the value of €, such that when
8(e..e(2)) isintegrated over the expanded particle volume (Vey.), it equals the average
bed bubble fraction from bed-expansion measurements(3 given in Table 1). e(z) is

obtained from local pressure-drop measurements using (16). This integration can be
accomplished by substituting ( 18) into

- l!lii(ee,t-:(Z)) -A(z)dz (25)

5=
Vexp-s o

and determining &, such that the right hand side of (25) integrates to be equal to the
measured § listed in Table 1. The following example should clarify the procedure,

Again, consider the same case shown in Figure 11, whereuy/u=2.5. As shown in Figure
12, the voidage is assumed to be constant over the intervals between pressure taps. The
integral in (25) can then be evaluated using (18). The resulting expression is

| E1—E E2—€, ’
( —y ).ZH'( -y ]-(Hopen—zl)-i-
- 1 Y

—— 2 ee
° Hopen + (H—Hopen). (1_ or) ( 1—¢, ]°(22'Hopen)'(l—8T)+ . (26)

(Ea-_ee_].(ﬂ-zz).(l-sr)

\1-¢g

The presence of the tubes alters the cross-sectional area with height (A(z)); the tube

fraction (8r) is used to account for the area change.
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Figure 12: Sample Voidage Distribution to Illustrate Evaluation of €.

For this particular case, a valueof G=0.611 matches the overall bed bubble fraction of

5=0.285. Table 2 lists the emulsion voidages, calculated in the same manner asin the
previous example, for al the conditions under consideration,

Table 2: Emulsion Voidages For Each Condition Under Consideration

o U €.
2.5 0.611
2.8 0.618
3.1 0,625
3.4 0.636
3.83 0.647

€. =0.63
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The average of the emulsion voidages is€.=0.63. As expected, this number is close to the
estimated minimum-fluidization voidage of €x=0.58. The values for €. approach &, as
u/u,y IS decreased, Rather than use a different emulsion voidage to calculate the local
bubble fractions for each operating condition, the average value of 0.63 was used, As
mentioned previoudly, idealizations in the model illustrated in Figure 10 make it difficult to
justify varying &, for each condition. Also, there is more uncertainty for thee, values at
higher u/uqe Since the highest pressure tap located within the bed is positioned at z=30.9
cm. Hence, the voidage measured between this tap and the one below it (g3) will be
weighted over alarger section of the bed asit expands (i.e., (H-zz) will increasein (26)).
This increased uncertainty also makes it difficult to justify using a variable e.. Using 0.63
for the emulsion voidage rather than 0.58, which is closer to the true emulsion voidage,
should provide a better estimate of 8(z) since it provides better agreement with the
independently-measured overall bed-average bubble fraction.

Finally, it is now possible to determine the bubble fraction profile (8(z)) that is used to set
the bubble-probe threshold. For consistency, the uy/ug=2.5 test condition will continue to
serve as an illustrative example, Table 3 presents the calculated bubble-fraction profile.
The g(z) valuesin Table 3 were calculated from pressure-drop measurements interpol ated
to correspond to the elevations of the optical probes. The detailed results of the bubble-
fraction calculations are presented in Appendix G.

Table 3: Calculation of &(z) Profile for uyu,=2.5 Case Using &.=0.63

Probe Elevation | Interpolated 5(2) = e(2)~¢,
z (cm) £(z) I-&
13.3 0713 | 0226
20.6 0.698 0.187
27.6 0.724 0.258
314 0.739 0.296
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The procedure described in the preceding paragraphs demonstrates how the bubble
fraction can be estimated from pressure-drop, measurements.

. Using &(z) from Pressure-Drop Measurements to Set the Optical-Probe Threshold

The bubble fraction measured using the optical probe should be the same as that from
pressure-drop measurements. The local bubble fraction can be calculated from the optical
probe output using

d=7=-2b;. (27)

N,is the total number of bubbles detected during the sampling time, T, and bisthe
duration bubble is present at the probe. The threshold, or cutoff, on the output is varied
until the bubble fraction measured using the optical probe matches that determined using
pressure-drop measurements (e.g., 8(z)s listed in Table 3). Figure 13 illustrates the
threshold, The figure shows a segment of the optical probe output, where again
u/uy=2.5. The output has been converted to solid fraction using the calibration
procedure described in Section 7.2.3. The threshold line shown on the figure represents
the solid-fraction cutoff such that the bubble-fraction target, set using pressure-drop data,
Is matched by the optical-probe output.

In addition, Figure 13 highlights the need to define a threshold. The are many fluctuations
in the signal at high solid fractions. The threshold defines the magnitude of the fluctuation
considered to be due to the passage of a bubble.
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Figure 13: Sample Optical Probe Output with Threshold Shown

Figure 14 shows how the solid fraction threshold, which is used to specify the bubble
mean pierced length and frequency, varies with the specified bubble fraction. The data
used to generate Figure 14 is the same as that shown in Figure 13. The sensitivity of the
bubble-probe measurements to the specified threshold (i.e., sensitivity of the measured
bubble characteristics to the local bubble fraction estimates) is addressed in Section 7.4.4.
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Figure 14: Variation of ( I-E) Threshold with Measured&

7.3.2,3 Summary of Procedure for Setting Optical Probe Threshold

The procedure for setting the optical probe threshold described in the previous sections is
potentially confusing and so it seems appropriate to briefly summarize the procedure. This
summary is provided in the form of two figures. Figure 15 is a flowchart describing the
steps of the procedure in words. The description provided in Figure 15 is then quantified
in Figure 16, where the equations used in the procedure are summarized.
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Figure 15: Flowchart of Procedure to Set Optical Probe Threshold
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Figure 16: Flowchart Summarizing Expressions Used to Set Optical Probe Threshold

7.3.3 Bubble Size Determination

The bubble rise velocity (u) is a prerequisite to calculating the bubble size. Optical probes
provide data to calculate what is commonly referred to as the mean pierced (or mean
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chord) length, 7. The mean pierced length is cal cul ated from the optical probe output

using
- N
= 3b, (28)

where N, is the number of bubbles detected and bisthetime it takes bubblei to rise past
the probe.

Most models and correlations.are based on bubble diameter, not mean pierced length.
Bubble diameter (ds) can be estimated from mean pierced length measurements ( I ) by

assuming that the bubble has no preferred path and is spherically shaped. This relationship
is obtained by integrating the equation for a circle of radius ds/2 over its diameter, i.e.,

Ty=2- [—l-- d'fz J@y2) - xzdx]. (29)

do -dp/2

Evauating (29) gives
4 _
db = "n_'lb, (30)

which is a simple expression for estimating bubble diameter from mean pierced length
measurements.

7.3.4 Bubble Frequency Determination

In addition to bubble size, bubble frequency is also important to solids mixing. Once a
threshold is established, calculating the bubble frequency is straightforward, The bubble
frequency is the number of bubbles which interact with the probe per unit time. The
frequency can be caculated using

fo="7 (31)

where, again, N, is the number of bubbles that interact with the probe during atotal
sampling time, T.
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7.4 Optical Probe Results

Bubble characteristics were measured in the cold model at five superficial gas velocities
(w/u=2.5, 2.8,3.1,3.4, and 3.83). The u/u=3.83 condition corresponds to the
operating condition at which the scaling comparisons described in Chapter 4 were
conducted. The intent was to measure the characteristics of the bubbles over a range of
superficial velocities and then to develop a mixing model using both mixing and bubble
data at a singlesuperficial gas velocity, By developing a mechanistic model of the solids
mixing process, based on the characteristics of the bubbles, it should then be possible to
use the bubble properties at other superficial velocities to characterize the mixing at these
conditions.

The optical probe data were acquired using the same PC-based digital data acquisition
system described in Chapter 3. As mentioned in Werther andMolerus ( 1973a), the
correlation between two bubble probe signals depends highly on the shape of the bubble
pulses. The outputs of the optical probes were sampled every 0.002S (fampe=500 Hz).
Based on measurements of the bubble mean pierced lengths and rise velocities, the bubble
takes an average of roughly 0.07s to pass the probe. Hence, the sampling rate is
sufficient to provide, on average, over 30 data points to resolve the shape of the bubble
pulses. Each run lasted 24 seconds (i.e., T=24.0 ), giving atotal of 12000 points per run.
The data were digitally low-pass filtered to eliminate high frequency noise. Filtering the
data increased the correlation coefficients used to estimate the time lags for the bubble rise
velocity measurements, The digital filter isillustrated in Figure 17.
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Figure 17: Graphical Illustration of Digital Filter Applied to Bubble Data

The bubble frequencies measured in this study range from 4-7 Hz. These frequencies are
within the O-10 Hz pass band of the digital filter shown in Figure 17, maintaining the
hydrodynamic frequencies while attenuating noise in the signal. The width of the
attenuation ramp is dictated by the sampling rate. The filter cutoff frequency of 23 Hz,
corresponds to the midpoint of the ramp. The value of the cutoff frequency was specified

0 that for the 25 Hz attenuation ramp, there would be no attenuation of frequencies
below 10 Hz.

In general, the bubble properties were determined from five 24s runs. The highest uy/ups
case was the exception, where the bubble properties were determined from seven 24s
runs. Four additional runs were made for the four lowest u/uns casesto provide
additional bubble-rise velocity data. Notall runs gave meaningful cross-correlation results
at every level in the bed. The supplemental data were necessary to reduce the
precision/random error in the bubble velocity measurements. When considering the
quality of correlation between two probes, the two criterion were applied. The first was
that the cross-correlation coefficient have a distinct peak, and the second was that the
cross-correlation coefficient preferably be greater than 0.10.

The error bars shown on the plots in Sections 7.4.1 -7.4.3 represent 95% confidence levels.

These error bars reflect both bias and precision error where possible. A detailed
discussion of the uncertainty analysis performed for each of the measurements is presented
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in Appendix J. The results presented in graphical form in Sections 7.4.1 -7.4.3 are
tabulated in Appendix I.

7.4. 1 Bubble Rise Velocity, tb

Figure 18 presents the bubble rise velocity data, for all five test conditions, as a function of
elevation above the distributor. The superficial gas velocity (u,) ranges from 0.3 to 0.46
m/s for the five test conditions, and us-ugs ranges from 0.18 to 0,34 m/s. The vertical
dashed line represents location of the bottom of the tube bank. A single error bar,
representing 95% confidence limits, is shown on the plot to provide an estimate of the
uncertainty in the data. Figure 18 shows that the bubbles accelerate as they rise through
the bed. Aswill be shown in Section 7.4.2, the larger bubbles rise faster. One would
expect bubbles of the same size to rise faster the higher the gassuperficial velocity. But in
this case, the bubbles at the u/un=3. 1 condition rise the fastest. The higher superficial
velocities appear to impede bubble growth, most likely due to increased bubble splitting,
reducing the bubble rise velocity. In general, the bubble rise velocity data do not show a
strong dependence on uy/ugy.
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Figure 18: Bubble Rise Velocity Measurements as a Function of Position in the Bed

Figures 19-23 present the bubble rise velocity data as a function of distance from the
distributor for each individual uy/uns test condition. The figures include 95% confidence
levels on the data. The details of the uncertainty analysis performed to arrive at these
error estimates are described in Appendix J. Previous studies have shown that the average
bubble rise velocity in a vigorously bubbling bed can be reasonably estimated using the
following relationship.

Up = Up— U +0.711- g dy . (32)
Davidson and Harrison (1963) first proposed using this expression for bubbles in fluidized
beds. The predictions of (32) are plotted against the data in Figures 19-23. The
predictions use the measured mean pierced lengths adjusted using (30) to estimateds. The
predictions also account for the increasedu, in the upper part of the bed caused by the
flow constriction created by the tubes (12% of the cross-sectional area). Also plotted on
Figures 19-23, for comparison, is the single bubble form of (32), which does not include

the excess gas velocity contribution (Ue-umr) (i.€., us =0.71 1fgds ). In general, (32)

satisfactorily predicts the bubble rise data, but it predicts a much greater dependence on
u/uyr than the data show. Thiswill become clear from the comparisons presented in

210



Section 7.4.2. The single bubble rise velocity expression does not depend upon (uy-uyy),

but it clearly underpredicts the bubble rise velocity in the cold model.

2 Bubble Velocity as a Function of Vertical Position: uo/unt=2.5
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Figure 19: Bubble Velocity as a Function of Vertical Position: uy/ugy=2.5
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Figure 20 Bubble Velocity as a Function of Vertical Position: u/uy=2.8
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Figure 21: Bubble Velocity as a Function of Vertical Position ugfum=3.1
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12 Bubble Velocity as a Function of Vertical Position: uo/un=34
| |
o ExptData
— vo-urf+0.711"sqrt(g dB)
1y ----- 0.711*sqrt(gdB)
e |
= /
8 os —1 ¢
L ™
> (< 13
% E ¢
E 0.6 [ ‘
0.4
Error Bars Represent 95% Cgnfidence Estirrﬁtcs
02 —— ——
10 5 2 - 30 35
Distance FromDistributor (cm)

Figure 22: Bubble Velocity as a Function of Vertical Position: u/un=3.4
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Figure 23: Bubble Velocity as a Function of Vertical Position: uy/uy,=3.83
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7.4.2 Bubble Mean Pierced Length, 7,

Figure 24 presents the mean pierced length data, for al five test conditions, as a function
of elevation above the distributor. The vertical dashed line represents location of the
bottom of the tube bank. A single error bar, representing95% confidence limits, is shown
on the plot to provide an estimate of the uncertainty in the data. Figure 24 shows that the
bubbles appear to g'row as they rise through the bed. It is also possible that the bubbles
deform as they rise through the tube bank giving them a larger mean pierced length
without an actual increase in bubble volume. As mentioned in Section 7.4.1, the largest
bubbles, which correspond to u/u.=3. 1, have the highest rise velocity. The presence of
tubes in the bed tend to limit bubble growth, producing bubbles whose size is proportiona
to the tube spacing. The bubble size measured in the cold model is closely related to the
spacing between the tubes. As with the bubble rise velocity, the bubble size measurements

do not show a strong dependence on uy/ug.

7. Bubble Size as a Function of Vertical Position
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Figure 24: Bubble Size Measurements as a Function of Position in the Bed

214



Figure 25 is a plot of bubble rise velocity versus bubble diameter. According to (32), the
bubble velocity should depend on the bubble diameter to the one-half power (i.e,

‘b -(uo'umf) = \,—CE )- The bubble velocity minus the excess 838 velocity (Up-(Ug-Upy)) is
plotted on the ordinate of Figure 25 to evaluate the dependence of u, on d, for al five test
conditions. Figure 25 a so includes the dependence predicted by (32). The data exhibit
the expected dependence on bubble diameter, within arather large uncertainty band,
lending support to the use of (32) to predict bubble velocity in PFBCs.
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Figure 25: Dependence of Bubble Velocity on Bubble Diameter

Although (32) provides reasonable predictions of the bubble velocity as a function of
bubble size, as mentioned inSection 7.4.1, the data do not show the same dependence on
excess gas velocity (u,-uny) as (32). This is apparent in Figure 26. Equation (32) suggests
that the bubble rise velocity should increase with increasingug-ts, but as shown in Figure
26, the data show no dependence on excess gas velocity. Interestingly, the single-bubble
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rise velocity expression (up = 0.711,/gd} ), as shown in Figure-26;diff:

roughly afixed amount.
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Figure 26: Dependence of Bubble Rise Velocity on Bubble Size

Figures 27-31 present the mean pierced length data as a function of distance from the
distributor for each individual uy/ug test condition. The figures include 95% confidence
levels on the data. The details of the uncertainty analysis performed to arrive at these
error estimates are described in Appendix J.

216



14

JFer BarsRepresent 95% Canfidence Estim tes

10

15 20 25
Distance From Distributor (cm)

30

35

Figure 27: Bubble Size as a Function of Vertical Position: uy/un=2.5

T

H—e—+

!

1

Error Bars Represent %%Cuﬁdam&thﬁts

10

15 2 25 -
Distance From Distributor (cm)

30

Figure 28: Bubble Size as a Function of Vertical Position: uy/um=2.8
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Figure 29: Bubble Size as a Function of Vertical Position: uy/ug=3.1
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Figure 30: Bubble Size as a Function of Vertical Position: uy/um=3.4
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Figure 31: Bubble Size as a Function of Vertical Position: uy/u,y=3.83

7.4.3 Bubble Frequency, f,

Figure 32 presents the bubble frequency data, for all five test conditions, as afunction of
elevation above the distributor. The vertical dashed line represents location of the bottom
of the tube bank. A single error bar, representing 95% confidence limits, is shown on the
plot to provide an estimate of the uncertainty in the data,

In contrast to the bubble velocity and bubble size data, the bubble frequency shows a
strong dependence onuy/ug. Vertically aigned chains of bubbles can produce very high
local gas flows when the bubbles erupt at the bed surface. This gas through-flow reduces
the number of bubbles required to carry the gas through the bed. The existence of bubble
chains was evaluated by considering the cross-correlation coefficient of adjacent probe
outputs at atime lag of O. If bubbles were simultaneously present at both probes, the
correlation of the two signals at zero time lag would be high, The data were found to
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have no significant correlation at zero time lag. This suggests that bubble chains are not
present in the bed, thus requiring an increasing number of bubbles to accommodate
increasing excess gas velocities. This explains the strong dependence of the measured
bubble frequencies on the gas superficial velocity. Gas through-flow is discussed further
in Section 7.5.
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Figure 32: Bubble Frequency Measurements as a Function of Position in the Bed

The bubble mean pierced length increases with elevation from the distributor (see Figure
24). Assuming this implies that the bubbles grow due to coalescence, one would expect
the bubble frequency to decrease in the upper portion of the bed. The bubble frequency
data shown in Figure 32 do not exhibit this behavior. The dependence of the bubble
frequency with height is similar to that of the bubble fraction (Appendix G), which is based
on voidage estimates from pressure drop measurements. And the shape of the voidage
profile was shown to be similar to the Tidd PFBC in Chapter 4. One possible explanation
Is that the bubbles coalesce in the bottom of the bed below the tube bank causing the initial
reduction in fs. But once the bubbles enter the tube bank, they split and deform due to the
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tight tube spacing. This would produce bubbles with a higher height-to-width aspect
ratio, giving them alarger mean pierced length with a smaller bubble volume. This would
produce an increased bubble frequency in the top of the bed.

Figures 33-37 present the bubble frequency data as a function of distance from the
distributor for each individual uy/uns test condition. The figures include 95% confidence
levels on the data. The details of the uncertainty analysis performed to arrive at these
error estimates are described in Appendix J.
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Figure 33: Bubble Frequency as a Function of Vertical Position: u/ups=2.5
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Figure 34: Bubble Frequency as a Function of Vertical Position: uy/ug=2.8

8
7
: e
) P11 4 1
> I
Error Bars Represent 95% dence Esti
Y ki i il D I
10 15 .2 . .25 30 35
Distance From Distributor (cm)

Figure 35: Bubble Frequency as a Function of Vertical Position: uy/uge=3.1
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Figure 37: Bubble Frequency as a Function of Vertical Position: uy/uy=3.83
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7.4.4 Sensitivity of Bubble Probe Results to Threshold

The idealization inherent in the model used to derive (18) introduces some uncertainty in
the bubble fractions cal culated from the pressure-drop measurements. Since these
measurements set the threshold that forms the basis for interpreting the optical probe
output, it isimportant to understand how sensitive the bubble probe results are to the
estimated bubble fractions.

The sensitivity of the bubble probe results to the bubble fraction estimate was eval uated
for arepresentative sample of the data. The mean pierced length(!) and the bubble
frequency (f,) are the two measurements that depend on value of the bubble fraction. The
threshold illustrated in Figure 13 was adjusted to provide al0% higher local bubble
fraction (8). The effect of this change in 8 on five b and fo measurements was then
evaluated, One point was chosen from each of the five u /uy test conditions, and all four
probe elevations (z) are represented in the sample. The bubble fraction was increased by
10% to raise the threshold, illustrated in Figure 13, to a higher solid fraction. This causes
the smaller amplitude fluctuations in the probe output to contribute to the number of
bubbles measured (N,) and the mean bubble duration time (b). The results of the
sensitivity study are summarized in Table 4.

Table 4: Sensitivity of Bubble Characteristics to a 10% Increase in Bubble Threshold

Uun | 2z (CM) L) | W(1.1:8) | H®)/ f(8) | f(1.1:8) | £(3)/
(cm) (cm) | i1.1:8) | (H2) (Hz) | fi(1.1-8)

2.5 314 4.80 491 0.98 5.56 5.93 0.94
2.8 27.6 4.96 4.80 1.03 521 591 0.88
31 133 291 3.00 0.97 5.70 6.09 0.94
34 20.6 3.25 342 0.95 6.02 6.43 0.94

3.83 20.6 4.37 4,58 0.95 5.54 5.76 0.96
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Table 4 gives the values of the mean pierced length(®) and bubble frequency () based on
a threshold set to match the true bubble fraction estimate (6) and a 10% higher bubble
fraction (i.e., 1.1.6). The mean pierced length is less sensitive than the bubble frequency

to the value of the bubble fraction. The largest effect on the mean pierced length was 5%.
The largest change in the bubble frequency is 12%, but four of the five points experience a
change of 6% or less. Based on the results of this study, it does not appear that the bubble
probe results are excessively sensitive to the bubble fraction estimate.

7.5 Gas Flow Balance and Prediction of Bed Expansion

The gas flow through afluidized bed is typically divided into three components: the flow
through the particle emulsion, the visible bubble flow, and the gas flow through the bubble
(Valenzuela and Glicksman, 1985). Mass conservation requires that
o =(1-8)uc+ Q" + 8 uy, (33)
where:
ue=superficial gas velocity through the particle emulsion,
”,, =visible bubble flow rate per unit cross-sectional area, and

u=superficial gas through-flow velocity.
Typicaly, u. is assumed to be equal tou,y, and the gas through-flow is accounted for in
terms of a through-flow coefficient, K, where K is defined as
K=Y Q% . (34)
Umf

Substituting (34) into (33), assuming u.=u.y, and solving for uy gives

uﬁz(K's”s)um | (35)

K=l (i.e., uy=umy) corresponds to Toomey and Johnstone's (1952) original two-phase
theory of fluidization, which assumesthat all of the gas flow in excess of that required to
fluidize the bed (i.e., (u-um)Ax) passes through the bed in the form of bubbles.
Alternatively, Davidson’s (1961) model for an isolated bubble rising in an infinite bed
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predicts that uy=3u,, which assuming u.=u.y corresponds to K=1+28. More recently,
Glicksman et a. (1991) proposed an expression for K that accounted for the low-
resistance path for the gas flow that exists when large bubbles erupt at the surface of the
bed.

The visible bubble flow ( Q" ) can be calculated using

Q", = du, (36)
such that (34) can be rewrittenin the form
-9
QL (37)
Umf

Equation (37) impliesthat K can be estimated from experimental measurements of: u,, 9,
U, and uye. But Ks determined based on (37) are sensitive to the uncertainty associated
with the assumption that u.=u, the associated uncertainty in the value of uxs, along with
the considerable uncertainty associated with measurements of 6 and u,.. Hence, it is
difficult to accurately estimate K based on experimental measurements. The uncertainty in
K can be calculated by evauating how the uncertainty in each of these measurements
propagates. Using the approach presented by Beckwith et al. (1993), the uncertainty in K
(Uy) isgiven by

2 2 2 2
dK oK oK
U"‘V‘( ) 35 U‘) (aubU“") +(53;2U“'“’]' )

Evaluating (38) by differentiating (37) gives

2 2 2
1 -3
Uk = J(-—-Uu‘,) + (_.El?_ US) (__S_Unb) ( (Uo . Ub)Uumf) . (39)
Umf Umf Umf Umf

As an example, consider theuy/ugy test condition where UO=0.46 m/s,uy=0.12 m/s, uy~0.9

m/s, and § =0.39. If it is assumed that there is 5% uncertainty in u, and 20% uncertainty
in §, uy, and ugs, Which are reasonable assumptions, (39) gives that the uncertainty inK is
0.87. The bed average through-flow coefficient for this case is approximately 1.35, which
corresponds to 64% uncertainty in K. The error in each of the quantities propagates,
producing significant variability in the estimates of K from the optical probe data
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presented in this chapter. Estimates of the local values of K for the fiveuy/u, tested range
from approximately O to 2.

If the four local “measured” Ks are averaged by integrating over the bed height, for a
particular value of uy/uy, these bed average through-flow coefficients are morewell-
behaved. Figure 38 isaplot of these average through-flow coefficients as afunction of
u/uy. The through-flow coefficients predicted by Davidson's (1961) isolated bubble
model (i.e., K=1+29) are included on the plot for comparison; K was eval uated using

overall bed average bubble fractions(8 given in Appendix H). The plot shows that the
through-flow coefficients increase with increasingu/uge. Higher bubble fractions were
observed in the cold model for higher u,, which increases the opportunity for the gas to
bypass the bed, It also seems reasonable to anticipate that the bubbles would tend to take
on more ellipsoidal shapes asu, isincreased. Grace and Harrison (1969) showed that,
theoretically, the bubble through-flow velocity increases with increasing bubble height-to-
width aspect ratio. The values of the through-flow coefficients suggest that Toomey and
Johnstone' s (1952) two-phase theory of fluidization may be useful for analyzing the gas
flow in PFBCs since K is close to 1. Glicksman et al. (1991) show that the two-phase
theory overpredicts the bed expansion (i.e., underpredicts K) for atmospheric fluidized
beds, But atmospheric fluidized bed combustors (AFBC) have shallower beds and sparser
tube banks (larger bubbles) than PFBCs. This permits large amounts of gas to bypass the
bed in the form of flow through the bubbles as they erupt at the bed surface. PFBCs, due
to their high power densities and modest Apsea/pres, NAVE deeper beds and tight tube banks,
Their tighter tube banks keep bubbles small, reducing the gas through-flow.
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Figure 38: Bed Average Through-Flow Coefficient as a Function of uy/ups

Bed expansion is closely related to the gas through-flow. Higher gas through-flow rates
produce lower bed expansion since the bed has to expand less to accommodate the excess
ar flow. To evaluate the potentia for using K= 1 to analyze PFBC hydrodynamics, the
measured bed expansions were compared against those predicted by the model of
Glicksman et al. (1991) using K=I. The model requires an assumption for the bubble

diameter in the tube bank. Based on the optical probe measurements, avalue of 5.5 cm
was assumed. Also, (24) was used, assuming H/Hg, Was equivalent to H/Hg, to calculate
the expansion ratio (H/Hgs) Since it accounts for the presence of the tubes. Figure 39
compares the dimensionless bed expansion measurements versus uy/uy against predictions
from Glicksman et al.’s (1991) bed expansion model assuming K=I. The agreement
between the model and the datais very good, providing support for using K=l to analyze
PFBC hydrodynamics.
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Figure 39: Comparison of Predicted and Experimental Expanded Bed Heights

7.6 Comparison of Data With Bubble Growth Models

Glicksman and McAndrews (1985) showed that bubbles are distributed uniformly across
the cross-section of large-particle fluidized beds with horizontal tube banks. This
uniformity permits the use of a one-dimensiona bubble coalescence model, which is
necessary to predict bubble growth. Glicksman et a. (1987) relate the bubble frequency
to the coal escence rate using
d(t/A) __1(6/A)
dz 2 Az, '’

which states that if every bubble participates in one coalescence over a distance Az.~the

(40)

average distance a bubble rises betweencoalescences-the number of bubbles will be
halved. Nondimensionalizing (40) gives

dy d(f/A) 4
i st oo @
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C(6) represents the dimensionless bubble coalescence rate, which has beenfound to be a
function of the bubble fraction (8). Several models have been proposed for C(8). Using
the Clift and Grace (1970) model, which has been found to be more appropriate for small
particles, and assuming that the bubbles arcdistributed in a uniform cubic array
(Glicksman et id., 1987) gives

c(a)z-;-(ga)m. )

Glicksman ¢t al. { 1987) found that (42) under-predicted the cealescence ratein arge-
particle beds under conditions representative of atmospheric fluidized beds. They
proposed a statistical model whose results were closely approximated by

c(®) = 12(57/", (43)

The coalescence models given by (42) and (43) can be used to compare predicted bubble
growth against the bubble-size measurements made beneath the tube bank. Although, in
order to evaluate dy(z) using (41), an expression for (fi/A) as a function of d, is necessary.
The bubble frequency per unit areais related to the visible bubble flow ( Q”, ) through

Q" (fo/A)* Vi |, (44)
where Vi, is the bubble volume. Assuming that the bubbles arc spherical, substituting
(44) into (34), and solving for (f/A) gives

fo U= K-ups

A (45)

ez
In addition, since (42) and (43) area function of the bubble fraction (8), an expression for
the dependence of the bubble fraction on the bubble diameter is al so necessary.
Substituting (32) into (37) and then solving for & gives

8 = uO - K Umf (46)
Uo - Ume + 0.71gdp ©

Substituting (45) into (41 ) and integrating gives the following expression for calculating
the bubble growth, du(z);
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oty

dy, iSthe bubble size at the distributor (i.e., z=0); Glicksman et a. (1991) recommend

dy, = 3 69 (ao=Kumr)'
g

for the case where the predicted initial bubble size exceeds the average distributor orifice

spacing. Hence, dy(z) can be calculated, in this case numerically, using (47) and either

(42) or (43) in conjuction with (46) and (48).

(48)

Figure 40 presents a comparison of the measured and predicted bubble size 13.3 cm above
the distributor over arange of u/un. Both the Clift and Grace (1970) (Eqn. (42)) and
Glicksman et a. (1987) (Eqn. (43)) coalescence models are compared against the bubble-
size measurements. Based on the results presented in Figure 39, a through-flow
coefficient (K) of unity was used in the bubble-growth calculations. As shown in the
figure, the Glicksman et a. (1987) coalescence model significantly overpredicts the
measured bubble growth. In contrast, theClift and Grace ( 1970) model does a reasonable
job predicting the bubble growth, even though Glicksman et al. (1987) found that it
underpredicted bubble growth in large-particlefluidized beds. ’

The Glicksman et al. (1987) model was developed from data taken with much lower
bubble fractions and higher solid-to-gas density ratios than were present in the cold model.
These conditions are more representative of atmospheric fluidized bed combustors
(AFBC) rather than PFBCS. Hence, the bubble-coal escence model that was found to
predict bubble growth under conditions representative of AFBCSoverpredicts bubble
growth under PFBC conditions. This suggests that bubbles grow more slowly in PFBCS
due to either lower coalescence rates or higher bubble splitting rates or some combination
of the two. Thisis consistent with the experimental observations of many researchers on
the effects of pressure on bubble size (e.g., see Chan et d., 1987). Y ates (1996) recently
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published areview article on the effects of temperature and pressure ongas-solid

fluidization.
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Figure 40: Comparison of Bubble-Size Measurements with Bubble-Growth Models
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7.7 Nomenclature

A optical probe calibration constant

A corss-sectional area

B optical probe calibration constant

b mean time bubble is present at the optical probe
b, time bubble i is present the optical probe

C(0) dimensionless bubble coalescence rate

d; bubble diameter

dbo initial bubble size at the distributor

E, irradiance

f, bubble frequency

—h

4

ampe  S@Mpling frequency

acceleration due to gravity=9.807 fn/s

bed height

height of bed under loose-packed conditions
height of bed under minimum-bubbling conditions
oen  Deight of open region below the tube bank
phototransistor base current

phototransistor collector current

current flowing through the LED

through-flow coefficient

bubble mean pierced length

mass collected in optical probe calibration exercise
number of samples taken over time T
number of bubbles detected during time T
pressure

bed pressure

power input

bed pressure

power input

freeboard pressure

visible bubble flowrate

lag number

LED circuit resistance

feedback resistor in the phototransistor circuit

o

3
53

ITITITTQ@

o

o

-
m
lw)

© VP U0OT Z22<Zs A
= g o

o

A

> D0 T O

R_(0) sample mean square of x

KJ(O) sample mean square of y
lgy(r) cross-correlation function

t collection time

T sample record length
Us uncertainty ind

U, uncertainty in K

U, uncertainty in
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U,  uncertainty inu,

U UNCErtainty in gy

Up bubble rise velocity

U, superficia gas velocity through dense particle emulsion
u,y  fall velocity of particlesin drop-tube apparatus
U Minimum fluidization velocity

U superficial gas velocity

Uy superficial gas through-flow velocity

Ve phototransistor collector voltage

Ve  phototransistor collector-emitter voltage=vc-v,
Ve phototransistor emitter voltage

viep Voltage drop across the LED

Vin input supply voltage

Var  OUtpUt voItage from the phototransistor circuit
VR voltage drop across LED-circuit resistor

Vew  bubble volume

Vep  expanded bed volume

Vs volume of solids

Ve  VOlUmMe of tubes between H and Hpp

z distance above the distributor

zZ, distance of optical probe from the distributor

Greek Symbols
transistor current gain
bubble fraction

P
3
8 overdl bed bubble fraction
or tube fraction

Ah  distance between pressure taps

Ap  differential pressure drop

Apres  pressure drop across the bed

At time between samples

Az,  average distance bubble rises between coalescence
£ voidage

& bubble voidage

& emulsion voidage

Ep loose-packed voidage

€x  Minimum fluidization voidage

(1-e) solid fraction

Po bulk density

Pe fluidizing gas density

Ps particle solid density

P,y  Sample cross-correlation coefficient

T time lag = rAt
To most highly correlated time lag between optical probe output
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8. Experimental Setup for Solids Mixing Studies

8.1 Thermal Tracer Technique

The thermal tracer technique involves using thermally-tagged bed particles as atracer and
following their motion by making temperature measurements at many locations in the bed.
This technique was first used by Valenzuela (1982) in a two-dimensional bubbling bed, it
has subsequently been employed by Westphalen (1993) to study lateral solids mixing in
circulating fluidized beds. In both cases, the bed particles were heated to a temperature
above the surrounding bed temperature. A similar technique was used by Bellgardt and
Werther (1986), except that sublimating dry ice particles, rather than bed particles, were
used as a tracer.

In the current study, a thermal tracer technique was used to investigate the solids mixing
in the cold-scale model of the Tidd PFBC. In order to match the solid-to-gas density
ratio, to satisfy the hydrodynamic scaling relationships, a granular polyethylene plastic was
chosen as the cold-model bed material. Due to thelow melting temperature of the plastic,
it was not possible to heat the particles. Instead, the particles were cooled well below the
bed temperature in a bath of liquid nitrogen. This approach, in addition to preserving the
integrity of the particles, provides tracer particles with a larger temperature difference
between themselves and the bed than was possible inprevious studies.

Valenzuela (1982) identified several advantages of the thermal tracer technique over other

approaches to studying solids mixing. Some of those advantages are discussed here.

1. Thetracer particles are the bed particles, and hence their hydrodynamic behavior will
reflect the true solids movement in the bed.

2. Therma tracers come to thermal equilibrium with the bed within a few minutes after
injection, This avoids the problem of elevated tracer background levels, and the need
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to separate the tracer and the bed materia. Thisis particularly important in the cold
model, where the bed has a large particle inventory that has been carefully customized
to scale the dimensionless particle size distribution of the TiddPFBC. Solids mixing in
fluidized beds is a stochastic phenomenon; as found by Fitzgerald et a. (1977), the
solids do not mix exactly the same way each timean experiment is conducted. Hence,
to properly characterize the mixing, experiments must be repeated many times.
Changing the bed inventory between many experiments would require an unacceptable
amount of time and effort.

3. The technique provides information on the transient characteristics of the mixing by
following the motion of the tracer particles in time. An alternate approach to studying
solids mixing is to introduce a tracer into the bed and after fluidizing the bed for a
period of time the fluidization air is stopped suddenly. The distribution of the tracer
concentration at that point in time is then determined by excavating the bedlayer-by-
layer. This tedious process would have to be repeated for many fluidization times to
evaluate the transient characteristics of the mixing. Also, severa measurements should
be made for each time to characterize the average mixing behavior at that point in the
transient. Thereis aso the opportunity for additiona solids motion to occur as the
bed dumps.

4. Relatively small thermistor probes can be constructed to minimize their disturbance of
the flow.

The one difficulty with the thermal tracer technique is that the temperature distribution
measurements provided by the method can only be used to infer a rough estimate of the
local tracer concentration.

8.1.1 Thermistor Probes

Thermistors are ceramic semiconductor devices whose resistance rises as their
temperature drops (for negative-temperature-coefficient thermistors). Thermometric
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thermistor model AB6B2-GC16K A143L-37C was used in the thermistor probes. These
thermistors have a resistance of approximately 30kQat370 C. The thermistors were
chosen because their small size provides a fast time response. Thermistors were used
instead of thermocouples because thermocouples have a small electrical resistance and
voltage output. This makes them susceptible to.interference from static el ectricity in the
bed and hence, unsuitable for use in this study. The thermistors consist of a 0.4 mm
diameter bead sealed in a 2.5 mm long and 0.5 mm diameter cylindrical polyimide Sleeve.
The thermistor response timeis discussed in Section8.1.1.3.

The thermistor probe design is the same as that used by Westphalen (1993); some of
Westphalen's probes were used in this study. Figure 1 illustrates the thermistor probe
design, As shown in the figure, a single thermistor was first inserted into 20-gauge tubing
and then epoxied into 3.2 mm steel tubing for additional support. A small amount of
silicon sealant was used at the thermistor-tubing junction to prevent air and particle
leakage. Care was taken to minimize the sealant in contact with the thermistor sleeveto
prevent areduction in response time. The 38-gauge nickel-alloy thermistor leads were run
along theinside of the tubing and connected to aterminal block attached to the bottom of
the probe, The terminal block served as a convenient, non-permanent way of connecting

the thermistor probe to the supporting electrical bridge circuit described in Section
8111

The thermistor probes were installed in the polycarbonate front wall of the cold model.
Compression fittings were used to hold the probes in position. Sixteen probes were
installed in the cold model; the layout of the thermistor probe array is discussed in Section
8.1.14.
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Figure 1: Thermistor Probe Construction [taken from Westphalen, (.993)]
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8.1.1.1 Thermistor Circuits

A thermistor is atemperature-sensitive resistor. An external circuit is necessary to convert
athermistor’s change in resistance to a voltage, which is a more convenient quantity to
measure. The Wheatstone bridge circuit is a common choice for making resistance
measurements. Figure 2 illustrates the Wheatstone bridge circuit. Rt represents the
thermistor resistance; R, R,, and R,are known resistances. The voltage measured by the
meter shown in Figure 2 varies as R, varies. If the meter draws no current, the voltage
measured by the meter (em) has the following dependence on the resistances and the input
voltage (e,) (Beckwith et al., 1993).

eM:ei,.-( R___ R (1)
Rr+R, R1+R3)

€in [

Figure 2. Wheatstone Bridge Circuit

Resistors R,and R, must be specified to minimize iR heating of the thermistor.
Horowitz and Hill (1989) recommend that i*R, be kept below 1 mW to keep readings
accurate within 1 C. R,and R,were set to be 2,2 MQ. For einx 12 Vpe and Ry=2.2 MQ,
the current through the thermistor is approximately 5.5 pA. The thermistors used in this
study have aresistance (R;) of around 30 kQ at 370 C. At thisresistance, the value of
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i’R.isroughly 1 pW, three orders of magnitude below Horowitz and Hill's (1989)

recommendation. Rl was set to be approximately 30k€2 to be of comparable magnitude
to the thermistor resistance.

The one problem with keeping the current through the resistor small is that the voltage
drop across the thermistor is small. A differential amplifier was used to amplify the
voltage output from the bridge circuit, The amplification circuit is shown in Figure 3.
The two leads from the Whetstone bridge circuit (shown going to the meter in Figure 2)
provide the input to the amplification circuit (e, and e:2)- In Figure 3, Ri=R; and Rs=Ra.
One-percent precision resistors were used to closely match the resistances. This was
necessary to achieve a high common-mode rejection ratio. ALF411 operational amplifier
(National Semiconductor) was used in the amplification circuit. For Ri=Rz and Rs=Ry, the
output voltage (e,) is related to the input voltage difference by (Beckwith et a., 1993)

€= (%) €p—¢Ci2 ), (2)

1

where (R#/R)) is the amplifier gain, R was set to be 100 kQ and R,was chosen to be 1
MQ, giving an amplifier gain of 10.

—/W\—

R,
LF411 L
> Fe, 0080

Figure 3: Differential Voltage Amplifier
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Beyond amplifying the output from the bridge circuit, the differential amplifier serves two
additional purposes. First, it increased the number of thermistor measurements that could
be made. The data acquisition board used to record the voltage measurements from the
bridge circuits has the capacity to measure up to 8 double-ended inputs or 16 single-ended
inputs. The differential amplifier converts the double-ended output from the bridge circuit
(voltage difference) to a single-ended output from the amplifier (voltage relative to
common). This doubled the number of temperature measurements that could be made.
Second, it served to isolate the data acquisition board from any static electricity generated
in the bed.

8.1.1.2 Thermistor Calibration

The thermistor probes were calibrated by submersing them in awater bath. The
temperature of the bath was measured using a mercury thermometer accurate to O. 1 C. A
temperature versus voltage calibration curve was constructed by varying the water bath
temperature. This method was used to calibrate the probes over atemperature range of 5
to450 C. This was a sufficient calibration range for all the thermistor probes except
thermistor 1; the thermistor positioned at the exit of the injector. The method for
expanding the calibration range for thermistor 1 is described later in this section. Over this
limited temperature range, a cdibration curve of the form:

T(eo)=A-e3+B-e2+C-e,+D (3)
was found to accurately fit the calibration data, where e, is the output voltage from the
thermistor circuit. The values of the calibration constants-A,B,C, and D-are given in
Appendix K.

Thermistor 1 was used to identify the time of injection and the temperature of the injected
particles. The tracer particles were cooled to roughly 1000 C below their initial
temperature, requiring that the calibration of thermistor 1 be extended below 5" C. The
calibration range for thermistor 1 was extended using the setup shown in Figure 4.
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Figure 4: Calibration Setup for T<5° C

A small pool of mercury was formed on the hollowed-out end of an aluminum rod. The
rod was supported in a piece of foam that fit inside a Dewar flask partialy filled with
liquid nitrogen, The temperature of the mercury was measured using a thermocouple
connected to a thermocouple meter. The calibration for thermistor 1 was extended down

to -40” C by immersing it in the mercury pool and changing the length of the rod immersed
in the liquid nitrogen.

8,1.1.3 Thermistor Probe Time Response

Because of the finite thermal capacitance of the thermistor, a time lag exists between a
change in the input to the thermistor and its response to that change. The thermistors
used in this study are quite small and for typical heat transfer conditions can be treated as
alumped system (i.e,, Bi<0. 1). Thermal capacitance is the only a mode of storing energy
in alumped system. Systems with a single mode of energy storage arefirst-order systems
whose time response can be characterized by atime constant, 7.

Westphalen (1993) conducted tests to evaluate the thermistor time constant under heat
transfer conditions similar to those found in a circulating fluidized bed. He found that the
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measured time constant was approximately 0.4s. This result was shown to be relatively
insengitive to solids flux. The experimental method was evaluated by constructing an
anaytical model of the thermistor-circuit system. The predicted time constants were
consistent with the measured time constants and relatively insensitive to the assumed heat
transfer coefficient (predicted time constants varied from approximately 0.3-0.5 s). The
small sengitivity of the results to mass flux and heat transfer coefficient suggest that the
time constant would not be significantly different under bubbling bed heat transfer

conditions.

The time constant represents the amount of time it takes for a step-excited first-order
system to proceed 63.2% of the way fromitsinitial to itsfinal state. The change in the
temperature of alumped body originaly at a temperature of TO, in response to a step
change in the environment temperature (Te) after atime%, is given by (Mills, 1992)

T(¥)-Te _t
—_—= = 0.368. 4
0T etm 0.368 (4)

With the level of noise in the thermistor circuitry, detectable changes in temperature are
limited to around O. 1* C. If it is assumed that the thermistor boundary condition changes
every time a bubble passes and the maximum bubble frequency is 7 Hz, the thermistor
needs to exhibit a detectable change in temperature in approximately O. 14s (1/7 s). Using
(4) with 1=0.4 s, the system will proceed 30% of the way from itsinitial to itsfinal state in
0. 14s. For T(O. 14)-T=0. 1“ C, T,-T. must be 0.140 C. Fitzgerald et al. (1977) found that
injected tracer tends to remain in a clump. Thiswould slow therate at which the particles
warm to the bed temperature. Considering the heat transfer to a single particle should
provide a conservative estimate of the time it takes for the particles to return to the bed
temperature. Assuming the particle is initially 1000 C below the bed temperature, a smple
anaysis gives that the temperature of the particles remains at least 10" C below the bed
temperature for over 11 seconds after injection. Particles with such alarge temperature
difference between themselves and the thermistor should have little difficulty producing a
0.14” C change in the thermistor temperature during time scales of interest.
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8.1.1.4 Thermistor Array Configuration

Sixteen thermistor probes were installed in compression fittings in the cold model’s clear
polycarbonate front wall, Figure 5 shows the position of the thermistor probes relative to
the bed wall and the distributor. Thermistor number 11 appears twice in the array, both in
the row furthest above the distributor (as 11) and near the injector (as 1 1*). Tests were
conducted with the probe in both positions to provide additional information on the
mixing within the bed. The thermistor probes were inserted10 cm into the bed, forming a
two-dimensional measurement plane in vertical alignment with the injector.

4cm 4cm 4cm

e =g

Thermistor
Probes

Particles Cooled -
in Liquid N2 Bath

EEEENENEERE R

Figure 5: Thermistor Probe Layout
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8.1.2 Thermal Tracer Injection

8.1.2.1 Injector Configuration

Figure 6 presents a side view of the tracer injector setup. The injector is positioned 8.5
cm above the distributor and, as shown in Figure 5, 14 cm in from the bed side wall, The
injector isyecessed 10 tmfrom-the frontpanel of the bed, vertically aligned withthe
thermistors at the end of the probes. The injector is positioned and supported in the side
wall by a compression fitting.
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Figure 6: Side View of Tracer Injector Setup



The cooling trough is constructed of 3 mm thick polycarbonate plastic; the outside of the
trough was covered with a spray foam insulation. The trough is 14 cm long, and the
opening at its top is 6 cm across.

A 14 mm hole was drilled in each end of the trough to accommodate apiece of 10 mm ID
flexible Tygon tubing. The tubing-trough interface was sealed with silicone sealant. A
small amount of slack was left in the tubing to prevent cracking from shrinkage during its
exposure to the liquid-nitrogen bath. Other types of rigid plastic tubing, such as
polycarbonate, were found to fail when exposed to liquid nitrogen.

Particles are drawn from the bed into the cooling trough through a length of 210 mm OD
copper tubing. The copper tubing fit snugly inside the plastic tubing in the cooling
trough. By applying suction to the opposite end of the tubing, particles could be drawn
through the copper tube into the tubing in the trough. The plastic tubing provided a way
of cooling the bed particles without bringing them into direct contact with the liquid
nitrogen. The particles were prevented from moving beyond the end of the tubing by
covering it with a piece of 325 mesh screen. This permitted the suction/supply air but not
the particles to pass through the end of the tubing.

The tubing supplying the injector air is a 14 mm ID flexible plastic tubing that fit snugly
over the tubing in the trough. The screen was first placed on the end of the trough tubing
and then held in place by inserting it inside the injector air supply line.

Theinjector air supply and suction setup is shown in Figure 7. In the configuration
shown in the figure, when the valve is closed a suction is generated when air is forced
through the top of the aspirator and out the nozzle. This suction was used to draw
particles into the cooling trough. Once the particles were sufficiently cold, the valve was
opened, and the loose end of the tubing connected to the valve (see Figure 7) was placed
over the nozzle of the aspirator. In this configuration, air was supplied to the injector,
forcing the chilled particles back into the bed.
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Figure 7: Injector Air-Suction and Supply Setup

8.1.2.2 Injection Procedure

The injector setup illustrated in Figures 6 and 7 serves three purposes: drawing particles
from within the bed into the cooling trough, cooling the tracer particles well below the

bed temperature, and injecting the chilled tracer particles back into the bed. The details
of these three steps are summarized as follows.

1. With the bed running and the valve shown in Figure 7 closed, shop air isforced
through the aspirator to draw particlesinto the cooling trough.

2. The cooling trough isfilled with liquid nitrogen. The liquid level in the trough is kept
high enough to keep the tube in the trough submerged. The particles are chilled in the
liquid nitrogen for 5 minutes, providing tracer particles that are roughly 100« C below
the bed temperature. (It was estimated that the particles had to be immersed in the
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liquid nitrogen for approximately 5 minutesin order for their temperature to drop by
1000 C'; measurements support this estimate.)

3. Thevalvein Figure 7 is opened and the loose end of the tubing connected to the valve

isinserted over the nozzle of the aspirator. Air is then forced through the aspirator at
. avelocity just sufficient to force the particles back into the bed. The injection

velocity is minimized to eliminate the apparent lateral mixing produced by the
injection process. The tracer particles did not appear to penetrateto thermistor 11 as
aresult of the particle momentum at injection (when thermistor 11 was positioned
opposite the injector-see Figure 5). High-speed video measurements of the injection
process showed that the injection velocity is approximately 0.3 m/s.

Tests were also conducted to estimate the maximum tracer particle injection velocity.
High-speed video measurements showed that the maximum injection velocity was
approximately 0.9 my/s.

'Gelperin and Einstein’s (1971) expression for the thermal conductivity of a particle emulsion was used to
estimate the thermal conductivity of the polyethylene particle-gas mixture. The thermal conductivity of the
emulsion is low-k, =0.028 W/m-K. The high boiling heat transfer coefficient on the outside of the tubing,
in conjunction with the low effective thermal conductivity produce a very highBiot number (~ 104),
Modeling the particles as a connectively cooled cylinder with an ambient temperature of 77 K (Liq. N; T,y
a atm. pressure) indicates that after roughly 5 minutes the centerline temperature of the “cylinder” is 100" C
below its initial temperature,
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8.2 Nomenclature

Bi Biot number-ratio of the conduction thermal resistance to the convection thermal
resistance

€ voltage input 1 from bridge circuit to differential amplifier

€i2 voltage input 2 from bridge circuit to differential amplifier

€in bridge circuit input voltage

em voltage measured by across the bridge circuit

€o output vVoltage

i Unrent

ke thermal conductivity of particle-gas emulsion

R resistor resistance

R, thermistor resistance

t time

T temperature

T, environment temperature

To initial temperature

Greek Symbals

1 thermistor time constant
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9., Solids Mixing in Pressurized Bubbling Fluidized Bed Combustors

9*1 Thermal Tracer Data Analysis

The experimental setup described in Chapter 8 provides transient temperature
measurements at 16 locations surrounding the thermal-tracer injection point. These
temperature traces help address two-questions: How quickly do the tracer particles
disperse from theinjection point? and, more importantly, What is the tracer concentration
distribution as a function of time? The individua temperature traces for each thermistor
probe can be evaluated to estimate the time it takes for the tracer particlesto migrate to
different positions in the bed. The magnitude of the temperature change experienced by a
thermistor is shown to indicate the local tracer concentration.

9.1.1 Temperature Normalization

As discussed in Chapter 8, for two identical mixing experiments the solids will not mix in
exactly the same way due to the stochastic nature of the bubble motion. For example, if a
bubble passes by just as the tracer particles are injected into the bed, they will be quickly
displaced upward. Whereas, if no bubble is present at the time of injection there will be a
lag between the injection time and when the tracer begins to disperse. Similarly, if a
bubble transporting tracer particlesisin close proximity to a neighboring bubble they may
coaesce, displacing the tracer laterally. But if the bubble transporting the tracer is far
from other bubbles coalescence will not occur, producing primarily axial tracer motion.
Essentially an infinite number of scenarios are possible, with each leading to the tracer
being dispersed in adlightly different way. Hence, it is desirable to conduct several “
experiments and average the results to get a better estimate of the average mixing
behavior. But variations in the bed and tracer temperatures between experiments makes
direct averaging of the dimensiona temperatures inappropriate. The dimensional
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thermistor temperatures must be normalized to account for variations in theexperimental
test conditions.

Asistypicaly donein heat transfer, the thermistor output are expressed in the form of a
dimensionless temperature, ©, given by

Tt)- T
Ti— T’

O(t) = (1)

‘where:
T =the average bed temperature measured by the thermistor prior to injection;
T(t)=the time-varying temperature measured by the thermistor; and
T,,=the temperature of the thermal tracer particles at the time they are injected
into the bed.
So, for example, at t=0, ©= 1 at the injector and ®=0 in regions away from the injector
where no tracer is present. Expressing the thermistor output in terms of @ normalizes the
data to account for variations in the injection temperature (Tiy;) and the bed temperature

(T) between experiments. In addition, as will be shown in the next section, @ provides a
crude estimate of the tracer concentration for short times after injection.

9.1.1.1 Relationship Between © and the Tracer Concentration

The thermal tracer technique provides a convenient way of evaluating the effects of
changing operating conditions and bed geometry on solids mixing. For these types of
studies, @ can be averaged from severa mixing transients, for each configuration or
condition tested, and then compared directly. But comparing thermal tracer data with the

predictions from a mixing model requires a relationship between@ and the tracer
concentration.

Relating the dimensionless temperature (@), given by ( 1), to the local tracer concentration
requires two assumptions,
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1. The thermistor measures a local mixture temperature. The temperature measured by
the thermistor will reflect an average temperature of the particles that surround it, both
warm and cold. (The heat capacity (me,) of the air is much less than that of the
particles causing it to quickly approach the local particle temperature.) But how
closely this average temperature is to the thermodynamic mixture temperature is less
clear. This is arough approximation that introduces significant uncertainty in the
relationship between © and the local tracer concentration.

2. The energy transfer to the tracer particles is from the surrounding bed particles and
not the air. Cod devolatilizes in approximately 6 seconds in fluidized beds (Andrei et
al., 1985); this corresponds to 3 seconds in the cold model (i.e., teols=tro/2 from
scaling). For the first 3 seconds after injection, the temperature change of the particles
due to energy transfer from the air should be modest,]. If the tracer particles are
initially 100°C Mow the bed temperature and their temperature increases by 20°C
after 3 seconds due to heating by the air, the error in@© at the end of the 3 secondsis
20%. The error associated with this assumption is, most likely, much smaller than that
associated with assumption 1.

Let m, and m; be the local mass fraction of tracer and the bed material, respectively. By
mass conservation,
m+m;=1. (2
From conservation of energy,
Umix = mMu;+mauz, 3)
where:
umx=the local specific internal energy corresponding to the temperature measured
by the thermistor, T(t);
uy=the specific internal energy of the tracer particles at T,;; and

‘Consider a volume of pol yethylene tracer particles that are initialy 100" C below the bed temperature.
Further, assume that the dimensions of this particle volume are roughly equivalent to those of particles in
the cooling trough (see Chapter 8). For an air flowrate through the particles corresponding to uuy, Where
the air enters the particle volume at the bed temperature and leaves at the tracer injection temperature
(i.e.,100.C colder), the particle temperature would rise6" C after 3 seconds.
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uy=the specific internal energy of the bed particlesat T.
Substituting (2) into (3) gives
Umix = M +(1—-miu;. 4
The temperature of the particles can berelated to their internal energy by modeling them
as a perfect incompressible substance. Under these assumptions, the specific internal
energy is related to temperature by (Gyftopoulos and Beretta, 1990)

U(T) - vt = ¢(T - TO) )
where ugs refersto the arbitrary reference state atT,. “ Substituting (5) into (4) and solving
for ml, noting in this case that the tracer and the bed material have the same specific heat
gives

T(t)-T
=TT ©

my

Comparing (6) and (1) shows that, within the limitations of the previously discussed
assumptions,
m=0. (7)

Hence® can be used as a proxy for ml, However, considering the assumptions required
to arrive at (7), it isimportant to understand that thisis only acrude approximation. _
Neglecting the thermal inertia of the thermistors adds additional uncertainty to (7)
Technically, it is not necessary neglect thermistor thermal inertia since the time-response
of the thermistor is known (see Chapter 8). However to correct for the lag in the response
of the thermistor to a change in temperature requires that the rate of change of the
thermistor temperature (i.e., dT/dt) be determined. It is virtually impossible to
differentiate discrete data since small amounts of noise in the data cause the derivative to
behave erratically. To dleviate this problem requires the construction of analytic fits of
the data that can subsequently be differentiated. This approach is used to determine the
injection temperature and is described further in Section 9.1.3. But to do thisfor al the
thermistor output for al the runs would require a tremendous amount of effort to provide
a dlight improvement to a crude approximation.
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9.1.2 Injection Time, to

The injection time is needed to identify the beginning of the mixing transient, As shown in
Chapter 8, thermistor 1 was positioned at the exit of the injector. The injection time(to)
was determined from the thermistor 1 temperature trace. Figure 1 gives a sample

temperature trace from thermistor 1.

40 .
‘to=2.08 s I
20 : ]
- \ e
O : /
g O :
E '
E '
. \ /
: 20 .
[ 1
- 40 :
YW
. . Uo/Um=3.83
- 60 : B - |
0 2 Time (9) 6 8

Figure 1. Sample Temperature Measured by Thermistor at Injector Exit

Figure 1 shows that thermistor 1 experiences a precipitous drop in temperature when the
particles are injected, The dashed line in the figure marks the injection time, in this case,
of ty=2.08 seconds. The temperature trace flattens at approximately -50" C because the
data acquisition board saturates at~10volts;-500 C corresponds to the -10 volt limit.
Due to the thermal inertia of the thermistor, the temperature measured by the thermistor
will lag behind the temperature of the surroundings. Hence, the minimum temperature
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measured by the thermistor, which is lost due to the saturation of the data acquisition
board, is not an accurate measure of the temperature of the injected particles. The
determination of the tracer-particle injection temperature is discussed in Section 9.1.3.

9.1.3 Injection Temperature, Tiy

As mentioned in Sections 9.1.1.1 and 9.1.2, the thermal inertia of the thermistors causes
their response to a change in temperature to lag behind the actual change in the
temperature of the surroundings, Chapter 8, Section 8,1.1.3, discusses the time response
of the thermistors. The thermistor is modeled as afirst-order system whose time response
Is characterized by atime constant, 7. The time constant represents the time it takes for a
step-excited first-order system to proceed 63.2% of the way from itsinitia to its final
state. Westphalen (1993) measured the time constant of the thermistors used in this study,
under heat transfer conditions typical of fluidized-beds, and found that t+0.4 s.

The differential equation governing the response of the thermistor (T(t)) to a time-varying
environment temperature (T.(t)) is given by

dT 1
'a't-+-{- [T(t) —-Te(t)]= 0. (8)
Solving (8) for Te(t) gives
Te(t) =T(t)+ 7 -(g (9)

Equation (9) shows that the measured temperature (T(t)) can be corrected using the
thermistor time constant (t) and the rate of change of the thermistor temperature (dT/dt),
to infer the actual environment temperature (T.(t)). Where, in this case, we are interested
in correcting the thermistor output to estimate the tracer particle injection temperature

(Tinj) .
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The following procedure was used to estimate the tracer particle injection temperature

(Tinj).

1. Plot the output from thermistor 1 in the form shown in Figure 1.

2. Determine the slope of the thermistor response as the temperature drops past T=0" C.
The dope is determined by fitting a line through the temperature data from+10 C to -
1¢ C. The slope of this line gives an estimate of dT/dt at T=0 °C.

3. Substituting T=0" C and dT/dt from step 2, along with t=0.4 s from the
measurements mentioned previoudly, into (9) gives an estimate of T atthe time when
T=0"°C. Asshown in Figure 1, this corresponds to approximately 0.2s after the tracer
particle injection commences. High-speed video measurements indicate that the
injection velocity is approximately 0.3 m/s, and the length of the cylindrical volume of
tracer particlesin the cooling trough is 14 cm. Therefore, it should take roughly 0.4s
for al the tracer particles to enter the bed. Hence, at the time when the thermistor is
registering O C it will till be responding to the injected tracer particles and TexTiy;.

Measurements indicate that typical tracer particle injection temperatures are more than
1000 C below the bed temperature.

9.1.4 Delay Time, t,

The time delay, t4, is determined by inspecting a thermistor probe’s temperature trace.
This makes it somewhat subjective, but it provides away of making qualitative
comparisons of the axial and lateral particle dispersion rates as well as evaluating the
effects of changing operating conditions.

Once the injection time(ty) is known, and the tracer-particle arrival time(t,y) IS estimated

from the probe output, the delay time is given by
4= tar—to. (lo)
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Figure 2 shows typica dimensionless temperature traces from thermistor probes 6 and 8;
Thermistor 6 is positioned 5.5 cm directly above the injector and thermistor 8 is 7.5 cm
above Thermistor 6. The time scale has been shifted by ty, such that O on the abscissa of
Figure 2 istheinjection time. The vertical dashed linesidentify the delay times for
thermistors 6 and 8, for this particular run; the legend gives the numerical values of the
delay timesin case. The thermistor temperatures used to calculate® have not been
corrected for the thermal inertia of the thermistors.
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Figure 2: Dimensionless Temperature Traces With the Delay Time Shown

The delay time for an individual thermistor probe can vary between runs with the same
operating condition. Probes that are distant from the injector do not always register the
presence of tracer particles. These variations are due to random factors such as whether a
bubble is present at the injector when the tracers are injected and the coalescence history
of abubble transporting tracer particles. Hence several runs are required to determine an
average delay time.
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9.2 Thermal Tracer Data

The personal-computer-based data acquisition system described in Chapter 3, Section
3.3.2, was used to sample the output of the sixteen thermistor probes. The thermistor
output was sampled every 0.005s (frampe=200 Hz). This is much faster than either the
hydrodynamic or thermistor-response time scales and hence, provided sufficient resolution
of the thermistor output.

9.2,1 Time Delay Data

In this section, particle motion is referred to as particle dispersion rather than particle
mixing. This distinction is made to distinguish between the maximum distance any
particles move in a period of time, which is reflected by the time delay data, and the
amount of particles that move different distances over a period of time. The latter is
reflected by ©, which was described in Section 9.1.1, and is used as the basis for the
comparisons shown in Section 9.2.2.

The spatial distribution of time delays helps to answer the previously posed question of
how quickly the tracer particles disperse from the injection point. More specificaly, they
provide some qualitative information on the relative axial and lateral tracer particle
dispersion rates, as well as away of assessing the effects of varying the gas superficial
velocity on particle dispersion, A series of time delay measurements were made at two
operating conditions-u/uy=2.5 and 3.83. These two conditions correspond to the
minimum and maximum uy/ugs at which the bubble characteristics were measured (see
Chapter 7). The u/u=3.83 condition is the scaled Tidd PFBC operating condition.

Figures 3 and 4 show time delay contours for u/um=2.5 and 3.83, respectively. The
origin of the contour plots corresponds to the injector location, The arrow on the plots
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identifies the injection location and direction. The contours in Figure 3 are the average of
the time-delay results from 12 injections; Figure 4 is based on the average of 18 injections.

Figures 3 and 4 are plotted with the same spatial and time-delay scales. This permits a
comparison between, not only the lateral and axial particle dispersion rates at a particular
operating condition, but also the dispersion rates at two differentsuperficial velocities.
For short times, the relative particle dispersion rates (axial vs. lateral) are distorted due to
the finite lateral penetration of the tracer particles atinjection. In the cooling trough (see
Chapter 8), the volume of tracer particles takes a 14 cm long cylindrical shape, When the
particles are injected back into the bed, depending on how rapidly they are carried away
from the injector exit relative to the injection rate, the tracer particles will be displaced
laterally to make room for the particles behind them. In addition, high-speed video
measurements indicate that the particles are introduced into the bed with an average
velocity of 0.3 m/s. Hence the particle momentum also contributes to the lateral
penetration distance of the tracer particles. Thisfinite penetration creates afalse latera
mixing in the vicinity of the injector. Thisis particularly apparent near the origin of Figure
3 where for short times the lateral mixing rate appears to be higher than the axia mixing
rate. It isworse for the lower uy/uyscase because the frequency of bubbles passing the
injector is lower, causing the tracer particles to be carried away from the exit of the
injector at a lower rate. Thisis also the most likely cause of the peculiar behavior of the
0.6-0.8s contour on Figure 3.

By comparing Figures 3 and 4, it is clear that increasing the superficial velocity increases
the particle dispersion. As seen in Figure 4, for uy/uy=3.83, after 1.2s the tracer particles
have dispersed throughout the measurement domain. However, as shown in Figure 3, it
takes over 1.6s to achieve comparable particle dispersion with u/u,=2.5. Based on the
measurements presented in Chapter 7, the higher uy/uqs case has both higher bubble
frequency and bubble, fraction than the case withuy/u=2.5. Bubbles provide the primary
motive force for solids mixing. Higher bubble frequency corresponds to a larger number
of interactions between bubbles and the tracer particles producing greater axia particle
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dispersion, Higher bubble fraction indicates that the bubbles are in closer proximity,
making coalescence more likely, which increases lateral particle dispersion.
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Figure 3: Time Delay Distribution for uy/u=2.5
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Figure 4: Time Delay Distribution for uy/um=3.83
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Both Figures 3 and 4 show that the vertical particle dispersion rate is higher than the
lateral dispersion rate. The measurement domain is 50% longer in the axialdirection than
itisinthe lateral direction. Yet it takes the particles as long or longer to disperse to the
lateral edge of the measurement domain (x=8 cm) than it does for them to reach the upper
axial edge of the measurement domain(z=12 cm). The lateral particle dispersion shownin

Figures 3 and 4 is also artificially enhanced by the finite lateral distance the particles travel
when injected into the bed.

9.2.2 Thermal Tracer Mixing Data

The time delay measurements illustrate some important features of the solids mixing

within the bed, For example, higher v /un: produces higher mixing rates, and axial mixing
rates are higher than lateral mixing rates. But the time-delay measurements do not address
the other more important question of What is the tracer concentration distribution as a
function of time? The dimensionless thermistor output(®) was shown in Section 9.1.1.1

to provide an approximate estimate for the local tracer concentration, making@ useful for
answering this question. Whereas in the previous section the emphasis was on the
maximum distance particles move in a period of time, in the current section the interest is

in evaluating the amount of particles that move different distances over a period of time.

Since the tracer distribution is of primary interest, contour plots of © over the
measurement domain are used to illustrate the distribution at a point in time. The
thermistors can credibly resolve changes in temperature as low as O. 1°C; température
changes smaller than this begin to be obscured by noise in the electronics. Assuming that
the tracer particles are 100" C below the bed temperature when they are injected (i.e.,

(Ti,,j - T) = -100 “C), atemperature change of O. 1°C (i.e., (T-~)=-0.1 ‘C) corresponds

to ©=0.001. Measurements of ©<0.001 are shown on the contour plots in white,
indicating that the tracer concentration is either zero or too small to measure.
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Figures 5-10 present contour plots of @ for uy/un=3.83. The plots are based on the
average of the results from five mixing transients. Thearrow in the figures indicates the
injection location and direction, and the dashed line identifies the location of the bottom of
the tube bank. The spatial and © scales are the same for al the plots to ease comparison
of the results. Results out to approximately 3 seconds are presented since this
corresponds to 6 seconds in the hotbed, which is roughly the time it takes for the coal to
devolatilize,

Figures 5-10 present snapshots of the evolution of the tracer distribution as a function of
time. In the previous section, the finite lateral penetration of the tracer particles at
injection was discussed. This penetration is evident in Figure 6 where the first thermal
tracer particles entering the bed were displaced laterally due to their momentum at
injection and to make room for the tracer particles behind them, forming a “plume” of
tracer at x=4 cm rather than directly above the injection point. Figure 6 shows that after a
relatively short period of time (0.73 ), the particles have been displaced from the injector
up to the base of the tube bank. Figure 7 shows the tracer particles from the injection
feeding the center of the measurement domain, and the additional lateral mixing that takes
place relative to Figure 6. Considering Figure 8, it isinteresting that although the high
concentration region in the center of the domain shown in Figure 7 has mixed laterally
throughout the measurement domain, little additional axial mixing of the tracer is
observed, Comparing Figures 6 and 8 shows that in the first 0.73 s the tracer dispersed
very quickly axialy up to the base of the tube bank (z=8 cm), but in more than double the
amount time (after 1.69) little additional axial mixing of the tracer into the tube bank is
evident. The tube bank appears to present a significant resistance to particle mixing. This
Is further supported by considering Figures 9 and 10 where the concentration of the tracer
in the tube bank remains small. The flattening of the time-delay contours shown in Figure
4 at the base of the tube bank (z~9 cm) may aso be a manifestation of the resistance the
tube bank offers to the motion of the solids.
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Highley and Merrick (1971) and Chen et al. (1984) found that the presence of even a
sparse tube bank significantly retards p|jds motion. The tube bank in the ¢old model of
the Tidd PFBC is very tight, and therefore, based on the results of these previous studies,

different mixing behavior would be expected within the tube bank than in the open region
below the tube bank.

The Tidd PFBC experienced problems achieving adequate mixing near the fuel feed
points, requiring the installation of baffles to improve the lateral fuel distribution-

(McDonald, 1992). The potential for problems such as this are highlighted by the mixing
data from the cold-scale model.
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Figure 8: O Distribution 1.6 s After Injection—u,/umy=3.83
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It isalso illuminating to compare the output from the thermistors at the same times in the
mixing transient, but with different superficial velocities. Figures 11-13 are based on the
average of five mixing transients withuy/un=2.5. Again, the spatial and@ scalesin these
two figures are the same asthose in Figures 5-10. The resultsin Figures 11-13 can be
compared directly with the results shown in Figures 6,8 and 9.

Comparing Figures 11-13 with Figures 6,8 and 9, respectively, it is clear, for short times,
that the tracer mixes much more slowly, at least below the tube bank, when u/u=2.5
than it does when v/uy=3.83. However, as was the case with u,/u,=3.83, once the
tracer reaches the tube bank its motion appears to be impaired.
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9.3 Nomenclature

Cp specific heat

fampe  dataacquisition sampling frequency

m mass

ml local tracer mass fraction

m, local bed material mass fraction

t time

tarr tracer arrival time, timeafter tracer injection that thetracer reaches a thermistor
relative to when the data acquisition system was activated

tq delay time, time after tracer injection that the tracer reaches a thermistor

to time after the data acquisition system is activated that the tracer particles are
introduced into the bed

T temperature measured by the thermistor

T average bed temperature measured by a thermistor prior to injection

T, temperature of the thermistor’s environment

T,  temperature of the injected tracer particles

T, reference temperature

u.r  reference specific internal energy corresponding to T,

umx  Specific internal energy of tracer/bed material mixture

u) specific internal energy of the tracer particles at Tiy;

u; specific internal energy of the bed material a T
U Minimum fluidization velocity
U, gas superficial velocity

x lateral distance from injector
z axial distance above the injector
Greek Symbols

¢ dimensionless temperature measured by the thermistor
T thermistor time constant
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10. Modeling Solids Mixing in Bubbling Fluidized Beds

10. 1 Solids Mixing Mechanisms

As discussed in Chapter 6, bubbles play a central role in the mixing of solids in bubbling
fluidized beds. A detailed discussion of solids mixing mechanisms was presented in
Section 6.2.1+to provide the motivation for studying bubble characteristics. These solids
mixing mechanisms will be briefly reviewed to frame the mixing model development
presented in Sections 10.2.1-10.2.3.

Figure 1 shows how particles, initially segregated into two layers, are displaced by the
motion of a bubble. The figure illustrates the primary mechanisms of axial and lateral
solids mixing within larger-particle (d,2 100 pm) bubbling fluidized beds. Note that
bubble mation is solely responsible for both axial and lateral solids mixing.

Figure 1. Mechanisms of Solids Mixing

279



As Figure 1 shows, axial mixing is produced by bubble-induced drift and wakéatranspon.
Solids mix laterally as bubbles move to coalescence with neighboring bubbles. And
additional mixing takes place within the wake of the bubble. In general, inter-particle
diffusion contributes negligibly to the solids mixing process.

According to inviscid flow theory (Lighthill, 1956), as a sphere moves through an
unbounded ideal fluid, it displaces a volume equal to 50% of the volume of the sphere
{Lighthill, 1956; Woollard-and Potter, 1968). Both Woollard and Potter (1968) and
Valenzuela and Glicksman (1983) estimated that the actual displaced volume is 30-40% of
the bubble' s volume, In contrast, Abrahami and Resnick (1974) and Cranfield (1978)
measured a displaced volume that was approximately equal to the passing bubble’'s
volume. Glicksman and McAndrews (1985) found that the combined wake and drift
fraction varied between 0.55 and 1.10 for alarge-particlefluidized bed with a bank of
horizontal tubes.

Abrahami and Resnick (1974) concluded that the maximum height of the particle drift
profile was always roughly 1.7 bubble diameters. Cranfield (1978) estimated the average
upward particle displacement to be approximately one bubble diameter and the average
downward displacement of the surrounding particles.to be approximately one-eighth of a
bubble diameter. These are average displacements, not the maximum height measured by
Abrahami and Resnick (1974). Based on a sketch of the drift profile in Cranfield’s (1978)

paper, his drift-profile height appears to be consistent with that measured by Abrahami and
Resnick (1974).

The mixing mechanisms illustrated in Figure 1, quantified using the experimental
observations discussed in the previous two paragraphs, provide the physical foundation for
the mixing model developed in Sections 10.2.1-10.2.3.
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10.2 Solids Mixing Model

10.2.1 Axial Mixing Model

The model developed in this section is first described in words and figures to help clarify
the physical assumptions of the model, This is then followed by the subsequent
mathematical development of the model.

Figure 2 presents a side view of a model of the axia solids displacement produced by the
passage of asingle bubble. It isintended to represent the particle displacement due to
bubble-induced drift and wake transport shown in Figure 1. The model assumes the
particles are displaced upward a distance z.. Bubbling fluidized beds experience no
(significant) solids mass inflows or outflows. This imposes the requirement that there be
no net mass flux across any level in the bed. To satisfy this requirement, particles
displaced upward must be replaced by a downward flow of particles. Cranfield (1978)
and Woollard and Potter (1968) found that the particles are displaced downward a
distance z4, which is much less than the upward displacement distancez,. The difference
in the magnitudes of z, and z4 isillustrated in Figure 2. The approach to analyzing the
axial mixing is to discretize the bed axially into Az intervals of height 24 and then evauate
the concentration within that axial interval of the bed. But to evaluate the concentration
within the interval requires consideration of how the bubble affects the contents of the
interval. This s better visualized by considering a plan view of the model.
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Figure 2: Model of Axia Solids Displacement Due to the Passage of a Single Bubble -
Side View

Figure 3 presents the plan view (aview looking down on the surface of the bed) of the
model illustrated in Figure 2. The area A, which is the entire area shown inFigure 3,
represents the average cross-sectional area of the bed that contains a single bubble. (At -
this point only axial mixing is considered, therefore lateral variations are not modeled.
Lateral mixing effects will be introduced in Section 10.2.2) This areais calculated from
the bubble fraction, which represents the fraction of the cross-sectional areathat is filled
by bubbles, and the bubble diameter, which defines the cross sectional area of the bubble
(i.e., A=Ay/9). After abubble rises through this area (A), it is assumed that the bubble can
influence concentration of an axial interval (Az=z,) in three ways. First, the bubble can
exchange solids from its wake with the contents of the interval. The volume of this
exchange is equal to A,-z4, Where AX isthe areawithin A that is affect by an exchange with
abubble. Note that AX isless than thecross-sectiona area of the bubble. Second, the
interval can receive downflow from the interval directly above it, where&is the area
within A that is affected by the downflow.” And finally, the bubble can have no influence

282



on part of the interval, leaving it stagnant. As isthe area within A that remains unchanged
by the passage of a bubble. Hence, the area A consists of three sub-areas: As, A4, and
A,

Figure 3: Model of Axia Solids Displacement Due to the Passage of a Single Bubble -
Plan View

Figure 4 illustrates how a bubble is assumed to affect an axial interval of thickness z,.
Note that intervals will also be referred to as e ements. Based on the model, an axial
interval consists of three regions. exchange, downflow, and stagnant; the plan area for
each of these regions corresponds to: AX, As, and A,, respectively. As a bubble rises
through an interva, it picks up a volume of materia (Axz4) and drops off an equal volume
of material from a distance z. below. The interval receives a downflow from the interval
above it, while supplying the interval below it with a downflow of equal volume. The
volume of the downflow is equal to the volume of material carried in the wake of the
bubble. When the bubble reaches the surface of the bed, the contents of its wake provide
the downflow into the axial interval at the bed surface. Smilarly, the downflow from the
interval at the bottom of the bed forms the w ake of the bubble as it beginsits rise through
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the bed. Also, as shown in Figure 4, part of the interval can remain unaffected or stagnant
due to the passage of the bubble, This process of bubbles rising through the bed,
producing solids exchange between different intervals of the bed, repeatsitself on atime
step equa to the reciprocal of the bubble frequency (i.e., At=1/f). After the bubble
passes, but prior to the passage of the subsequent bubble, the contents of each interval are
assumed to mix perfectly. This model of axial solids mixing does not account for gross

circulation of the solids in the bed, for example, due to a downflowing layer near the walls
of the bed.

Exchange
Region

yo-=veerwrecrcqerderenccrcrcrrrrencnccrrngfercscnnrncsrscerererceerfinrscoosrocoe \
+ .
\)
,
. e = B e B G

gswgnam

Bubble

_ . Addition to displaced
Deposit to level z from K34\ olume from level z

(z-2,) A

Figure 4: Effect of a Bubble on an Axia Interva

With this physical picture of the axial mixing model in mind, it is possible to proceed with
the mathematical development of the model.

Assuming incompressibility, at any interval in the bed the volume of particles moving
upward with the bubble (Vu) must be equal to the volume particles displaced downward
into the interval (Va), i.e.,

Vu=Vd=Ad-zd. (1)
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Thisis because no particles leave the bed, and as mentioned previously, the volume of
particles moving with the bubble when it reaches the surface of the bed supply the
downflow region of the interval at the bed surface to satisfy mass conservation. (i.e., the
downflow from the element “above” the surface interval is supplied by the volume of
solids carried by the bubble.) As shown in Figure 4, the bubble picks up an exchange
volume (A-zs) from each interval and deposits it in the axia interval a distance z, above,
hence

vu=(§§)°(Ax-zd). | @)

The ratio (z./zs) is equa to the number of exchange volumes (V,=A-z4) that are carried
upward by the bubble. Equating the right hand sides of(1) and (2) gives

22 6

Aczs
Hence, at any level in the bed, the area affected by the downflowing region (Ay) is larger
than that affected by the upflowing region (AX) since z,>z;, as shown in Figure 2.

Assuming bubbles are uniformly distributed across the bed cross-section, a repeating area
can be defined that characterizes the axia mixing behavior of the entire bed. This areais
given by

Ay m-d}

545" 4
where$ is the bubble fraction, and d,is the bubble diameter. This A is the averagecross-

A

sectiond area of the bed containing exactly one bubble. As shown in Figure 3, this
repeating area (A) can be divided into three sub-areas. an exchange area, AX; a downflow
area, Ay and a stagnant area, A,, such that
A=A+ Ag+As. (5)
Dividing (5) by A provides the following area-ratio relationship
o +og+os=1, 6)

where
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AX A As
o Ga= X" and o=, 7)
The area ratios given in (7) are important for calculating the mixture mass fraction at a

level in the bed. Thiswill be discussed further shortly.

o, =

The areas A, and& depend on the volume of solids displaced by a bubble. Assuming the
bubbles are spherical, their volume is given by

T
Vp= '-6-6?, .- (8)

Definekva to be the volume of solids displaced upward by abubble (VJ divided by the
bubble's volume, Hence,

vu
Kva = Wu (9)

Similarly, define k., to be the average distance particles are displaced upward by a bubble
(z.) divided by the bubble's diameter. And definek.q to be the average distance particles
are displaced downward by a bubble(zs) divided by the bubble' s diameter. Hence, kz and
k.4 are given by

Zy Zy
o= 22 and kg = 22, (I0)

respectively. The requirement that there be no net mass flux at anylevel in the bed
requires that the volume displaced upward equal the volume displaced downward (i.e.,
V.=Vy). Considering Figure 2, the areas AX and Aq required to calculate o, and oy in (7)
can be expressed in terms of kv, kzs, and kze, which are inputs to the model, using ( 1), (2),
(9), and (10) to give:

U k\rol ‘ Vb
X - Zu - kzu . db (11)
and
Vu kvol ) Vb
Ag, _ . — 12
T 27 Keaedy (12

respectively. o, can then be calculated using (6).
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The lower limit for o, is zero. Thisimposes arestriction on the maximum value of kva for
specified kau, kza, and 8. The expression for kva* is found by setting o.=0 and substituting
(4), (M, (11), and (12) into (6). The resulting expression is

molax__ 3'kzu’kzd
T 2.8 (kpt ko)

This expression is included to highlight that mass conservation limits the upper value of

(13)

kvat input to the model; for specified values of 8, k,, and k.4; the value of kv input to the
model must not exceed that given by (13).

As discussed previoudly, the approach to modeling the axial mixing process is to break the
bed into discrete axial elements of height z4 (i.e., Az=z4). Bubble passage causes each
element to receive particle volume of Vy=A,-Az from an element a distance Z below, and
to have an equa volume of its particles displaced upward a distancez.. Each element also
has aWhine, Vs=Aq-Az, of its particles displaced downward a distance zs while receiving
an equal volume of particles from a distancezq above. The two regions-exchange and
downflow-supply each other at the bed bottom and surface to conserve mass. After the
“passage” of a bubble, the contents of each axial element are perfectly mixed according to
their contribution to the volume of the e ement (V=Az-A). Since Az is the same for each
of the three regions comprising the volume, (i.e., exchange, downflow, and stagnant) the
mixture mass fraction of the volume is the sum of the mass fractions for each region
weighted by their respective arearatio (i.e., o, 04, and o). Bubble passage occurs on a
time step of At=1/fy, wherefs is the frequency at which bubbles pass through area A. The
process is best illustrated by a simple example.

Consider afluidized bed which is 3d,deep, and where, for smplicity, z.=ds and zs=dy/3.
Hence, (3) requires that Ay!A;=3. Figure 5 shows the contents of the each axial element
prior to the passage of a bubble. Each element is broken into the three regions—exchange,
downflow, and stagnant; subscripts on the interval numbers denote their region of origin.
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Figure 5: Contents of Bed Intervals Prior to Bubble Passage

Figure 6 shows the contents of each layer after the passage of a bubble. As discussed
previously, the passage of the bubble shifts the contents in the exchange region up a
distance z,; remember that in this example z,=d,. The contents of the downflow region
shift down a distance Az, and the contents of the stagnant region remain unchanged. Note
that the contents of the bubble “wake” at the surface of the bed (7,, 8y, and 9) supply the
downflow region at the bed surface. Similarly, the downflow from interval 1 (i.e., 15)
becomes the initial wake of the bubble entering the bottom of the bed, which supplies the
exchange region. The arrows on Figure 6 illustrate the exchanges between the downflow

and exchange regions at the top and bottom surfaces of the bed.
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Figure 6. Contents of Bed Intervals After Bubble Passage

After the bubble passes, the contents of each interval are assumed to mix perfectly prior to

the passage of the next bubble. Let mf represent the mass fraction of species 1 at the

current time step p, the mixture mass fraction in each interval is given by the following
expressions. Define

o
o =, (14

X

which, based on (3) and (7), is equal to z/z. For elements iSnyy,
mf o mf! + o mf) + o mf?, (15)
where mfi" Is the mass fraction of species 1 ininterval i, at the previous time step, p- 1.

Note that in Figure 6, the first 3 elements in the exchange region have a mass fraction of

mf; ! since nw=3 iN this example (i.e., the bubble distributes the initial contents of its wake

over the first ny elements). For the element at the surface of the bed, i=n,

(npor-1)
NS .. I -1 . P!
mf =o,-mf_ + ~ E(,) mf,_, + 0 m]’q . (16)

Finally, for the intermediate elements where npo<i<n,
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ml’i=a,-mi'_’nbm+ad~mfi:'l+ocs-mfi". a7

These expressions should become clear by comparing the terms in each expression with
the contents of each axia element shown in Figure 6. These expressions relate the mass
fractions after the passage of a bubble (state shown in Figure 6) to a new state (shown in

Figure 5) prior to the passage of the next bubble. This process repeats itself every At=1/f,
seconds.

In the previous example, z,/zs was chosen to be 3 for simplicity. Based on the discussion
in Section 10.1, zy~dy and z4~dy/8 are more realistic choices.

10,2,1,1 Comparison of Axia Mixing Model Against Sitnai (1981) Data

Sitnai (1981) conducted solids mixing tests in a bubbling bed that conveniently isolated
axial mixing effects. Most mixing studies have been conducted in high aspect-ratio beds
with small particles and no tube bundle. The data from this study were obtained in an
experimental rig that was representative of fluidized-bed combustors. Mixing data were
takenina 1.2 m x 1.2 m square bed with an array of tubes on approximately 10 cm
centers. Silica sand with a mean particle size of 700pm was used as the bed material, and
670 pm iron ore was used as atracer. The size of the iron ore tracer was dlightly smaller
than the sand to provide approximately the same minimum fluidization velocity.
Experiments were conducted by quickly distributing the iron ore tracer across the surface
of the bed and then continuously drawing samples from different locations within the bed.
The average sample composition was determined over 5 second intervals, providing the
tracer concentration distribution as a function of time.

The Sitnai (1981) reference either provides, or makes it possible to roughly estimate, the

input parameters for the axial mixing model. The model inputs and how they were
specified are discussed below.
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Bubble Diameter. d,

Glicksman et al. (1987) found that the presence of a horizontal tube array in a large-
particlefluidized bed tends to restrict bubble diameters to approximately the tube
spacing. The tubesin Sitnai’s (1981) experimental setup were arranged in atriangular
arrangement on 10 cm centers, and thus, a bubble diameter of 10 cm was assumed.

Bed Height, H
Sitnai (1981) stated that the bed height for the experiments was 1.3-14 m. A bed
height of 1.35 m was assumed.

. Bubble Fraction. 8

The bubble fraction was given by Sitnai (198 1) to be 0.12 and 0.18 for gas superficial
velocities (u,) of 0.6 m/s and 0.91 rids, respectively. Presumably these estimates are
based on bed expansion measurements.

Bubble Frequency, f,
The bubble frequency can be estimated from predictions of the visible bubble flow.
The visible bubble flow per unit areaiis given by

Q”y=uo —K-uns, (18)
where K is the gas through-flow coefficient, Glicksman et a. (1991) proposed the
following expression for K.

K= exp[&-(l.4+ IZ/Z.,)] . (19)
z=H

The bubble frequency, fe is the number of bubbles passing through the area A (Figure
3) per unit time. Thisis expressed by
Q”b . A

fy = Ve (20)

where Vy is the bubble volume. Substituting (4), (8), and (18) into (20) gives
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) 3-[u°-K'umf]

fb 9. db 5 ’ (21)
where K is given by ( 19).
« Fraction of Bubble Volume Displaced, kyg

In the experimental studies discussed in 10.1, experimental estimates for kva ranged
from 0.3 to 1.1. The value of kys=0.5 from potential flow theory appears tg represent
areasonable compromise.

« Average Number of Bubble Diameters Particles are Displaced: k. and k;q
Cranfield's (1978) and Abrahami and Resnick’s (1974) results suggest that a good
estimate for kz is 1,0. Cranfield (1978) estimated that k.4 was roughly 1/8.

Although Sitnai (1981) sampled from many positions in the bed, the model is only
compared against data taken from the middle of the bed. The model does not account for
any gross circulation patterns within the bed. Thin downflowing layers are common at the
walls of fluidized beds, Sitnai measured differences, at the same bed elevation, between
the concentrations in the center of the bed and those at the wall.

Figure 7 compares the predicted and experimental concentration profiles as a function of
time at a single elevation (z) in the bed, with a superficial velocity (Uo) of 0.6 m/s. m,
represents the mass fraction of species 1 at an instant in timewhile m,.,; is the
concentration of species 1 if the contents of the bed were perfectly mixed, No effort was
made to adjust parameters to fit the data in Figure 7. Considering the many rough
assumptions, the agreement is very good.
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Figure 7: Comparison of Axial Mixing Model Predictions with Data—u,=0.6 m/s

Figure 8 compares the model against concentration data with a superficial velocity of 0.91

m/s at two elevations in the bed. The agreement in this case is less satisfying.

One apparent contradiction is present in the data. The data shown in Figure 7 were
sampled at an elevation of z=0.42 m with a superficial velocity of 0.6 m/s. One of the sets
of data shown in Figure 8 was sampled at an elevation of z=0.63 m with a superficial
velocity of 0.91 m/s. The concentration distribution for the case when u,=0.6 m/s and
2=0.42 m begins to develop earlier than the case when u,=0.91 m/s and z=0.63 m. As the
model predicts, one would expect the tracer concentration distribution at the same level in
the bed to develop more quickly with u=0.91 m/s than when u,=0.6 m/s. (This behavior
was observed in the mixing data presented in Chapter 9.) Also, the tracer is initially
spread across the surface of the bed, hence at the same u,, one would expect the tracer to
first appear at sampling ports higher in the bed (higher z). Both these expectations are

contradicted by the data. In this case, the tracer appears earlier at the sampling port lower
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in the bed for the test with lower superficial velocity. One possible explanation for thisis
the formation of gross circulation patterns in the bed as the superficia velocity is

increased. The axial mixing model does not account for these effects.

The model consistently predicts that the concentration profile develops much more quickly
than the data shows. Another problem with the predictions may be that the bubble
frequency predicted by (21) maybe too high. A lower bubble frequency would stretch the
model concentration profile, butnot change the-magnitude of the predicted
concentrations. It is encouraging that the model does a good job of predicting the
magnitude of the concentrations. For example, atz= 1.036 m, the model comes close to
predicting the peak value of m)/my.~2 in the transient. Similarly, the model does a
reasonable job of predicting the shape of the concentration time trace at z=0.626 m.

The resultsin Figures 7 and 8 suggest that better information on parameters like: Kvol, Kau,
k.4, dy, and f» would produce more accurate predictions. Since the experiments had the
tracer introduced at the top of the bed, the results of these comparisons are particularly
sensitive to the value used for k.¢. The bubble measurements presented in Chapter 7
should help provide more accurate mixing predictions, through better information on dy
and fu, in the current study on PFBCs. The presence of gross circulation patterns in the
bed is another possible source of error in the predictions. Gross circulation of solids
should be less important in PFBCs due to their tight tube bank configurations, athough it
may be present under the tube bank, Also, these experiments were conducted in a bed
with tubes, while many of the input parameters such as: Z,, z4, kvai, €fC., were obtained in
open beds. There is currently no information available on the effect a tube bank has on
these input parameters.
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10.2.2 Lateral Mixing Model

The lateral mixing model attributes all lateral mixing to the horizontal motion of bubbles as

they move to coalesce with neighboring bubbles. This assumption is based on

observations by Valenzuela and Glicksman (1984). In mixing experimentsin a two-

dimensional fluidized bed, they concluded that the horizontal displacement of solids was
due primarily to lateral bubble motion. Hence, the mixing model attributes all the mixing
of the solids to the bubble motion; the direction of the mixing (axial vs. lateral) depends on
the direction of the bubble motion. Lateral mixing rates tend to be lower than axial mixing
rates because of the preferential axial motion of bubbles rising to the surface of the bed.

The lateral mixing model does not account for the mixing that occurs in the splash zone,

where erupting bubbles disperse the contents of their wakes across the surface of the bed.
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The axial mixing model accounts for this to a limited degree, with ideal mixing-over the
area A, as discussed previoudly, but particles are most likely spread over alarger area than
that defined by (4). One would expect coa escence rates, and thus lateral mixing rates, to
be highest in the region below the tube bank. PFBC fuel feed points are typically
positioned below the bottom of the tube bank. Since our primary interest is the mixing in
the vicinity of the feed points, the boundary condition at the surface of the bed,
particularly for the large bed depths found in PFBCs, should not be of significant
importance.

10.2.2.1 Lateral Mixing Model Development

The lateral mixing model is based on three assumptions.

1. Bubbles are uniformly distributed across the cross-section of the bed. Glicksman and
McAndrews ( 1985) showed that this was the case in large-particle fluidized beds.

2. Over a specified distance, Az, each bubble participates in one coalescence (i.e., either
as acoalescer Or acoalescee) causing the number of bubbles at that level in the bed to
be halved.

3. The volume of solids transported by bubbles at the time of coalescence (this will be
referred to as the wake, athough it includes contributions from drift as well), combine
to form the new wake of the larger bubble resulting from the coalescence.

4. The solids entering an element are well mixed after each bubble passage.

The lateral mixing model builds on the framework developed for the axial mixing model.
But now, rather than considering a single repeating area as defined by (4) with only the
vertical axis discretized, it is now necessary to discretize the cross-section of the bed
laterally as well. Figure 9 shows the cross-section of a bed of width, w, and depth, d,
broken into discrete repeating units of area, A. Each of the repeating unit areas in Figure
9 contains a single bubble and corresponds to the area shown in Figure 3. But different
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areas may have different solids concentrations, caused, for example, by the presence of a

discrete solids feed point.

A
T
d
-
k " a'

Figure 9: Discretized Fluidized Bed Cross-Section

When coalescence takes place at a particular elevation in the bed ( z. ), the number of
bubbles, and hence unit areas, is reduced by a factor of two (assumption 2). For example,
the cross-section shown in Figure 9 would go from 48 bubbles to 24. According to
assumption 1, the bubbles are uniformly distributed across the cross-section of the bed,
both prior to and after coalescence. Figure 10 illustrates a discretized section of a bed

cross-section after coalescence overlaid on top of the cross-section prior to coalescence.

Dashed lines correspond

Solid lines correspond f—— 1 T to grid after coalescence

Figure 10: Comparison of Discretized Section of Bed Before and After Coalescence
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As shown in the figure, the repeating areas after coalescence (defined by the dashed lines)
are positioned above al of some, and part of other repeating areas in the grid before
coalescence (defined by the solid lines). Note that each area corresponds to an element
such as that shown in Figure 4. The procedure for discretizing the bed cross-section is
presented in Section 10.2.3.1. Assumption 3 requires that the wakes of the bubbles in the
areas prior to coalescence combine to form the wakes of the bubbles after coalescence. In
the current model, lateral mixing is achieved by calculating the concentration of the post-
coalescence wakes using the area-weighted average of the wake concentrations priorto
coalescence. The weighting factors correspond to the fraction of an area of apre-

coa escence grid that lies below an areain the post-coalescence grid. Thisis shown more

clearly in Figure 11.

Solid lines correspond to Dashed line corresponds
grid before coalescence \ .~ to grid after coalescence

' A = repeating area
A, Ao / after coalescence

Figure 11: Area Weighting of Wake Flows

Using Figure 11 as an example, the mass fraction of species 1 in the wake of post-

coalescence area A ( mf, ) isgiven by

A A A A
ity = mta (82 (B2 ) (52 ) mi(B2), @)

where, for example, mf\l is the mass fraction of species 1 in the wake of the element of

which area Al is a part. In thisinstance, Al, for example, is the area of an element in the
pre-coalescence grid that lies below A-the element area in the post-coal escence grid
whase wake concentration is being evaluated.
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Recall from the discussion of the axial mixing model that each vertical element experiences
adownflow from the element above. The downflow between post- and pre-coalescence
grids requires an area weighting similar to (22). Figure 12 illustrates the area relationships
between the downflow from the grid after coalescence to the grid prior to coalescence.
The subscripts ac and pc refer to after-coalescence and prior-to-coal escence, respectively.
The dashed lines, which form larger areas(As), correspond to the grid after coal escence.
The solid lines, which form the smaller grid(A), correspond to the grid prior to
coalescence.

Dashed lines correspond
,«"'to grid after coalescence

(at)

Solid lines correspond to
grid prior to coalescence

(pc)

Figure 12: Area Weighting of Downflows

The concentration of the downflow into areaA, from elementsin the after-coal escence
gridis given by
mipc = mike [ﬂ) +mpE (-&2—) , (23)
Ap Ap

where:

mi‘Lc =the mass concentration of species 1 in area AL ;

m{& =the mass concentration of species 1in area A%

A,=the part of area A, positioned over Ay; and

A;=the part of area A% positioned over Ay.
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Lateral mixing occurs as bubbles coalesce. The lateral mixing model accounts for this by
reducing the number of bubbles in half at a specified coalescence elevations ( z; ). The

wakes of the bubbles prior to coaescence combine to form the wakes of the bubbles after
coalescence. The concentrations of the bubble wakes in the elements after coalescence are
afunction of the concentrations of the bubble wakes in the prior-to-coa escence elements
that lie below the after-coalescence element, as shown in the development of (22).
Similarly, the downflow from the larger after-coalescence elements is distributed amongst
the prior-to-coal escence elements that lie directly below them. The concentration of the
downflow that a prior-to-coalescence receives is determine following the approach used to
develop (23). These exchanges between different spaced grids at an elevation in the bed
are used in conjunction with the axial mixing model, developed in Section 10.2.1, to create
an integrated solids mixing model. The development of this integrated model is presented
in Section 10.2.3.

10.2.3 Integrated Solids Mixing Model

It is now possible to use the axial and lateral mixing models discussed in Sections 10.2.1
and 10.2.2 to construct an integrated three-dimensional bubbling-bed mixing model. As
with the axial mixing model, the features of the integrated solids mixing model will first be
described in words and then developed mathematically.

The integrated model views the bubbling bed as a progression of bubbles rising axialy and
then coaescing, rising axially and then coalescing, etc. Only axial mixing occurs while the
bubbles rise; lateral mixing occurs at the point of coalescence. Hence, the model consists
of axial mixing regions, whose boundaries are defined by coalescence elevations (z;) and
the top and bottom of the bed. Figure 13 illustrates the integrated mixing model.

As shown in Figure 13, the bed is broken into a set of axial mixing regions. Each region is
constructed of elements, such as the one shown in Figure 4, These elements are the
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“bricks’ that form aregion. In the axial mixing model, these bricks were only stacked one
on top of the other. Here, regions are constructed of these elements by not only stacking
them axially but also by filling the region laterally with these stacks of elements. The
elements in these stacks do not interact laterally within a region, only at the boundaries of
aregion.

The coal escence elevations(z.) shown in Figure 13 are inputs to the model that are
determined from a coalescence mode!; this will be described further in Section 10.2.3.1.3.
The cross-section of each region isdiscretized as shown in Figure 9, and each area, A,
within the cross-section, has its own exchange, downflow, and stagnant regions (see
Figure 3), The wakes of the bubbles Ieaving the el ements on the top surface of aregion
combine to form the initial bubble wakes in the region above it. The concentrations of the
initial bubble wakes are determined using the approach used to derive (22). The
downflows from the elements on the bottom surface of a region provide the downflows
into the elements on the upper surface of the region below it. The concentrations for the
downflows into each element are determined using the approach used to develop (23).
Figure 13 also shows that at the top surface of the bed (Region n), the bubble wakes in
each area, A, supply the downflow region for that area, And at the bottom of the bed
(Region 1), the downflow from each area, A, provides the initial bubble wake for that
area. The boundary conditions at the top and bottom of the bed are applied for each
element across the bed cross-section in exactly the same way they were applied for the
axial mixing model.

Figure 14 presents a more detailed schematic of an individua axial mixing region. The
figure shows how the stacks of elementsfill the cross-section of the bed. A single element
within a stack is identified, Note that each element is the basic building block illustrated in
Figures 3 and 4.
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Figure 13: Illustration of Integrated Mixing Model

As just discussed, the wake and downflow concentrations received by each element on a
region’s boundary are calculated from the concentrations of the wakes and downflows
leaving elements on the surface of adjacent regions. The wake énd downflow
concentrations received are determined using the area-weighting demonstrated in (22) and

(23). Thefollowing set of expressions are for the wake and downflow concentrations
entering and leaving the elements on the surfaces of aregion.

Due to the many indices and subscripts that are required to distinguish between different
mass fractions (m), a brief nomenclature list is provided before proceeding. As mentioned

previously, regions are constructed of stacks of elements, The index k is used to identify
an element’s axial position within the stack.
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myy ; = the mass fraction of species 1 in the wake leaving an element on the upper

surface of Region |.
ml , = is the mass fraction of the wake entering the bottom of Region 1.

m,kjs the mass fraction of species 1 in an element at axial level k within Region |.
So for example, my, is the mass fraction of species 1 in an element on the

bottom of Region j.
myq; = the mass fraction of species 1 in the downflow entering an element on the

upper surface of Region j.

In addition to this already complicated list of subscripts, each element on aregion’s
surface has two additional indices reflecting its coordinates on the surface (e.g., see Figure
14). Each region is constructed of many “stacks’ of elements. These indices identify
which stack an element resides in. These indices are omitted to avoid further complication
of the nomenclature.

The composition of a wake leaving an element on the surface of Region | depends on
whether the number of axial elements in the region is larger than ny, defined by ( 14). If
nk is the number of axial elements in Region |, for nk<nyy,

1 nk
™ (O 5 @
Otherwise, if nk>npy,
1
iy o ot @

The concentration of the “wake” entering Region 1 ( myy, ) iSgiven by
mywo = mlll ’ (26)

where mill is the concentration of species 1 in axial element 1 of Region 1.

The concentration of the downflow from an element on the bottom surface of Region j+1
to the top surface Region j (myg; ) is given by

mldj - mu(j“) ’ (27)
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where m,l(w)isthe mass fraction of species 1 in axial element 1 of region(j+1). The

exception to this occurs at the bed surface (Region n) where
mldn = man ; (28)

I.e., the wake of an element on the surface of Region n supplies its own downflow region.

L et nx; represent the number of elements across the bed width in Region j. Similarly, let
ny, represent the number of elements spanning the bed depth in Region j. According to
Assumption 3 in Section 10.2.2.1, the bubbles “wake”’ volumes prior to coalescence
combine to form the wakes of the larger post-coalescence bubbles. If V,,; represents the

volume transported by a bubble in Region j, in order to ensure mass conservation,V.

Ui+l
must satisfy

Vg Vaj i, (29)
nXj+1°0Yj4
The ratio on the right hand side of (29) isideally 2, since according to assumption 2 of
Section 10.2.2.1, the number of bubblesis reduced in half as a result of the coalescence.
Equation (29) is required to ensure that mass is conserved, because it may not be possible

to specify nx and ny such that the ratio is exactly 2. Theinitial assumption for v, in

Region 1 isgiven by (8) and (9), based on an assumed kvs and a calculated initial bubble
diameter (see Section 10.2.3. 1.2). If bubble volume is assumed to be conserved in the

coalescence, the ratio of displaced to bubble volume (k,,) will remain constant throughout
the bed.

10.2,3.1 Mixing Model Inputs

Sections 10.2.3 .1.1-10.2.3.1.3 provide a discussion of the inputs to the integrated mixing
model. Sample output from the model is presented in Section 10.3. The predictionsin
Section 10.3 correspond to the cold model operating at the scaled Tidd PFBC operating
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condition. The inputs for these predictions are used as examplesin Sections 10.2.3.1.1-
10.2.3.1.3.

10.2.3.1.1 Axia Mining Model Inputs

The axial mixing model inputs were discussed in detail in Section 10.2.1.1. They are
summarized briefly again here in the context of the results presented in Section 10.3.

+ Bubble Diameter. d, o
Bubble diameter calculations are discussed in detail in Section 10.2.3.1.2.

+ BedHeight, H
Bed height typically is estimated from pressure drop measurements, Alternatively, if
data are not available, Glicksman et al. (1991) present amodel for predicting the
expanded bed height, The bed expansion measurements from the cold model of the
Tidd PFBC (Chapter 7) suggest that a through-flow coefficient (K) of 1 should be
used in the Glicksman et a. (1991) model for predicting PFBC bed expansion. The
cold-model expanded bed height (H) at the conditions under consideration was
measured to be 47.1 cm,

« Bubble Fraction. §
Overdl bed average bubble fraction (~) is typicaly inferred from bed expansion

measurements. The overall bed average bubble fraction(8) for the cold model was
found to be 0.39.

+  Bubble Frequency, f;,
If no data are available on bubble frequency in a bed, (21) should provide a rough
estimate for fo. Bubble frequency was measured in the cold mode! (see Chapter 7).
These measurements will be used for the predictions in Section 10.3.
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Bubble probes measure the frequency of bubbles passing through an area surrounding
the probe. It is therefore necessary to estimate this measurement area. Once this area
Is specified, the probe bubble frequency can be corrected to give the frequency of
bubbles passing through the repeating area A, given by (4). Idealy, a bubble probe at
apoint should be able to sense bubbles passing within one bubble diameter of the

probe as illustrated in Figure 15.
Bubble %

Figure 15: Maximum Area Over Which a Point Probe Could Record Bubble Passage

Maximum area through
which Probe senses the
passage of a bubble

For uniformly distributed bubbles, the bubble frequency per unit area is constant.
Using the area shown in Figure 15 gives
f [/ - _ V=

b—ndbzconstant. (30)
Using (4) and (30), the bubble frequency through A that provides the samef “, as
measured with the bubble probe is given by

fprobe

fo= 4.5

(31

The probe used in this study was not a point probe, which reduces the measurement
area of the probe. Thisisillustrated in Figure 16.

307



Measurement / .

Area
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Figure 16; Area over \y/pjcy Emitter-Detector prope could Record Bubble Passage

Rewriting (30) for the measurement area shown in Figure 16 gives

o fgrobe

b= s 2
ﬂ(db"‘z‘)

Using (4)and(32), the bubble frequency through Athatprovides the same f“b as

= constant. (32

measured with the bubble probe is given by

d?

B S—
45 (d.,--;—)

which converges to (31) when s=O.

fy = £p (33)

The cold model bubble frequency at the conditions under consideration was measured
to bef f** = 7 Hz.

Ky

kvot Was assumed to be 0.5.

- ke and ki

kz, and k.4 were assumed to be 1.0 and 1/8, respectively.
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10.2.3.1.2 Bubble Diameter in Each Region

The mixing model requires that a bubble diameter be specified for each region. Once an
initial bubble diameter is specified for Region 1 (dy, ), the bubble diameters in subsequent

regions are easily calculated if bubble volume is assumed to be conserved.

Kunii and Levenspiel (1991) give two expressions for calculating the bubble size at the

distributor. If dy, < l«, Where I is the spacing between adjacent holes in the distributor,

they recommend

_1.30 uo=unm

dbl— 0.2
= Ve ( Nor ) “

(34)

N, is the number of orifice holes per unit area. At higher gas flow rates, where dy; > lors

Kunii and Levenspiel (1991) recommend

2.78
dbl = ? : (Uo"".lmt')2 (35)

Equation (35) results from an analysis given by Miwa et a. (1972).

Assuming bubble volume is conserved in a coalescence, the bubble size in Region j, dy;» is

related to the bubble size in Region (j-1) through
dy¥2-dy, 71260 g, . (36)

In the cold model of the Tidd PFBC, the distance between the holes in the distributor (I)
is0.5 cm, and there are approximately 0.43 holes/cm® (N,,). The cold model operates at a
superficial velocity of 0.46 m/s, with a minimum fluidization velocity of 0.12 m/s. These
conditions correspond to the scaled Tidd PFBC operating conditions. Calculating dy, at

these conditions using both (34) and (35), shows that dy, > 1 and therefore (35) isthe
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appropriate expression to use to calculate dy, - The resulting initial bubble sizeisdy, =3.3

cm. Equation (36) gives the bubble diameters in the remaining regions. Table 1 gives
estimates of the bubble diametersin Regions 1-4. The description of howthe elevations at
which bubble coalescence takes place (zJ are specified is provided in the next section.

Table 1: Estimated Bubble Sizesin the Cold Modél

Region,j dy; (Ccm)
1 3.28
2 413
3 5.20
4 6.55

10.2.3.1.3 Bubble Coalescence Rate

Glicksman and McAndrews (1985) showed that bubbles are distributed
randomly/uniformly across the cross-section of large-particle fluidized beds with
horizontal tube banks, This uniformity permits the use of a one-dimensiona bubble

coalescence model. Glicksman et al. (1987) relate the bubble frequency to the coalescence
rate using ‘

d(to/A) _ 1 (fo/A)
iz 2 Az

This expression states that if every bubble participates in one coalescence over a distance

(37)

Az~the average distance a bubble rises between coalescences-the number of bubbles will

be reduced in half. Expressing (37) in dimensionless form gives
(fo/a) dz  2:-4%
C(d) represents the dimensionless coal escence rate, which has been found to be afunction

of the bubble fraction (8). Severa models have been proposed for C(8). Using the Clift

(). (39)
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and Grace (1970) model, which is more appropriate for small particles, and assuming that
the bubbles are distributed in a uniform cubic array (Glicksman et a., 1987) gives

3
C(5) z%{ %8) : (39)

Glicksman et al. (1987) found that (39) underpredicted the coalescence rate in large-
particle fluidized beds and proposed a statistical coalescence model. They showed that the
results of this model were closely approximated by

C(8)=12(6)"" . (40)
PFBCs tend to have deep beds, and their tight tube banks keep bubbles small. These two
factors tend to minimize gas through-flow, producing high bubble fractions, Although one
would expect (40) to be more appropriate for the larger particles used in PFBCs, the high
bubble fractions cause (40) to predict unredistically high coalescence rates. For example,

the cold model bed average bubble fraction (6) at the Tidd PFBC operating condition is
0.39, Using (38) and (40), the number of bubbles would be reduced by a factor of 2 after
rising a distance of dy/7.4. At this rate, neglecting bubble splitting, the bubbles would
quickly grow very large, and the number of bubbles in the bed would become
unrealistically small. Equation (39) appears to predict more reasonable coal escence rates
for PFBCs, but further study is needed to better quantify bubble coalescence and splitting
under these conditions.

The lateral mixing model requires an estimate of the elevations at which coalescence
oceurs ( z; ). Thus, a coalescence model is required to establish the input to the mixing

model, but it is not an integral part of the mixing model framework. Different coalescence
models can be used depending on the Situation under consideration.

When modeling the solids mixing in the cold-scale model of the Tidd PFBC, the bubble
size measurements discussed in Chapter 7, provide additional information to guide the
choice of dimensionless coalescence rates. In particular, they show that for uy/u=3.83,
dy is approximately 5 cm at the bottom of the tube bank. Using an overall bed bubble



fraction of 0.39, (39) predicts C(0.39)=0.453. At this coalescence rate, the bottom of the
tube bank liesin Region 4 whereds is 6.6 cm (see Table 1). Hence, even (39) appears to
predict too high a coalescence rate, at least when (35) is used to calculate dy; - The

divergence may aso be because the bubbles split as well as coalesce.

The approach taken here is to use (38) and estimate a value forC(8) such that in the
distance between the distributor and the bottom of the tube bank, the bubble grows to
match themes.sured bubble size at the base of the wbe bank. For example, Table 1 gives
estimates of the bubble size in the first four regions of the cold model. The bottom of the
cold model tube bank corresponds to z= 17.2 cm. The data from Chapter 7 suggest that,
at these conditions, at an elevation of 13 cm, dy~4 cm and at 17 cm, dy~5 cm. It seems
reasonabl e to assume that the coalescence that causes the bubble diameter to grow from 4
to 5 cm in diameter occurs at an elevation of roughly 15 cm. Using (38) and the resultsin
Table 1, adimensionless coal escence rate of C(8)=0.25 satisfies this condition. Using
C(8)=0.25 and (38), the elevationsin the cold model at which coalescence occurs (z; )

can be calculated. Table 2 summarizes the results.

Table 2: Summary of Model Inputs for Cold Model of Tidd PFBC

Region dy (cm) Zq; (cm) nx; ny;
| 3.28 6.55 18 10
2 4.13 14.81 13 7
3 5.20 25.22 9
4 6.55 — 6 4

Table 2 also includes values for nx; and ny, the number of elements across the width and
depth of the bed, respectively, for a Region j. The procedure for determiningnx; and ny; iS
best illustrated by going through the calculations that were followed to arrive at the values
givenin Table 2. But first, it isimportant to understand that regardless of the values for

nx; and ny;, each region must sit directly over the region below it and directly under the
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region above it so that massis conserved. In other words, each region must be exactly w

wide and d deep. Hence, the exact width ¢Ax;) and depth (Ay;) of the elements in Region J
must satisfy

w
Axj=— and Ay;=—. (41)

The bed width and depth are inputs to the model. The cold model of the Tidd PFBC is 85
cm wide and 46 cm deep. There are two additional guidelines that are important but
subordinate to the requirement expressed by (41). The first guideline is that the number of
elements be reduced by a factor of two after a coalescence (i.e., in going from Region jto
Region j+1), to satisfy (37). Deviations from an exact reduction by afactor of 2 are
corrected for by (29). The second guideline is that the el ements be approximatelysgquare

to keep the bubbles distributed as uniformly as possible across the cross-section of the
bed.

The size and number of elements across the bed cross-section in Region 1 forms the
starting point from which the size and number of elements in higher regions are
determined, Beginning with Region 1, the area of an element (A) in Region 1 is estimated
using (4), the bubble fraction (8), and the bubble diameter at the distributor ( d, ). (See

Section 10.2.3.1 for adiscussion on the model inputs.) For dy; =3.28 cm and §=0.39, (4)

gives an element area of 21.67 cnf. Using this areato estimate the dimensions of the
element assuming that the area is square gives: Ax,=Ay;= 4/A; =4.65 cm. Dividing the
width (w) and depth (d) of the bed by these dimensions provides an estimate of the
number of elements that will fit across the bed cross-section. This gives that

w/Ax; = 18.28 and d/Ay, = 9.89. Rounding these numbers off to provide an integer
number of elements gives. nx,=1 8 and ny= 10 ( 180 bubbles), which are the numbers for
Region 1 in Table 2. Equation (41) then requires that Ax,=4.72 cm and Ay,=4.60 cm,
satisfying the objective of keeping the elements as squareas possible.
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The number of elements across the width and depth of the bed for Region 2 must be
approximately half those in Region 1. Region 1 had 180 bubbles, hence, Region 2 should
have 90 bubbles. The area of an element in Region 2 is estimated by dividing the bed
cross-sectional areainto 90 elements. Dividing the product of the bed width and depth by
90 gives an element area of 43.44 cm’, which assuming the elements are square
corresponds to Ax, = Ay, = 6.59 cm, Now, as with Region 1, dividing the width (w) and

depth (d) of the bed by Ax; and Ay to estimate the number of elements that willfit across
the bed cross-section gives: W/ax= 12.90 and d/Ay,= 6.98. Again, rounding& se

numbers off to provide an integer number of elements gives: nx,=13 and ny=7 (91
bubbles). Equation (41 ) requires that Ax,=6.54 cm and Ay,=6.57 cm, providing
approximately sgquare elements. For Region 3 and subsequent regions, the number of

bubbles is halved from that in the previous region, and the procedure followed for Region
2 is repeated.

10.2.4 Calculational Procedure

The following steps summarize the procedure for implementing the mixing model

described in the previous sections.

1. Calculate the element width (Ax) and depth (Ay;) using (41).

2. Caculate the wake and downflow area-weighting ratios illustrated in Figures 11 and
12, and used in (22) and (23).

3. Estimate the frequency of bubbles passing through A using either (21)or(31). The
time step for the simulation is given by At=/f ;.

4. Caculate the area ratios given in (7), using Equations (6), (8),(11)$ and (12).
Calculate nyy using (14).

5. Settheinitial conditions for the mass fraction of species 1 in each element, for each
Region |, i.e., my(ij,k);. Where indices i, jj, and k represent an element’s (x,y,z)
position within Region j.

6. Repeat the following calculations for each time step.
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a) Calculate the “new” concentrations for each element in each region. The new
concentrations are given by (15)-(17). The exchange region concentrations consist
of the original contents of the axial elements and the wake concentrations given by
(24)-(26). The concentrations in the downflow region consist of the original
contents in the axia elements, and the downflow concentrations given by (27)-
(28). The contributions of the wake and downflows from elements in adjacent
regions are determined using the area ratios calculated in Step 2.

b) Reset the “old” concentrations equal to the “new” concentrations to serve as the
initial condition for the next time step.

c) Increment the time by At and return to step 6a).

10.3 Sample Model Output

The integrated mixing model was run using the inputs described in Section 10.2,3.1. The
mass fraction distribution of species 1 (ml) was calculated as a function of time. Initialy,
m, was specified to be 1.0 in an element located in the middle of the bed, 8.5 cm above the
distributor; the surrounding elements had m=0O. Thisinitial condition was chosen to
simulate coal input for a short period of time with al the mixing due to the bubble motion
(i.e, negligible inlet jet momentum). Them, distribution results are shown at three

different timesin Figures 17-19. The origin (0,0) shown on the figures corresponds the
point where m; was initialy 1.0.
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Ingeneral, Figures 17-19exhibit theexpected behavior. In particular, the initial contents
of the element at the origin are mixed axialy and laterally with the surrounding bed
material, Axial mixing rates are higher than lateral mixing rates, and upward mixing rates
are faster than downward mixing rates, as shown in Figure 17. The strong lateral mixing
exhibited at z~5cm in Figure 17 is due to the presence of the boundary ( z., ) between

Regions 2 and 3. All the lateral mixing occurs at this one elevation in the bed. For short
times, when there are large concentration gradients, these high concentration regions are
dispersed laterally at the one level in the bed. Once the concentration gradients are
smaller, this false discontinuity vanishes. Hence, using fixed region boundaries ( z;)

causes the mixing rates to be overpredicted for snort times, This overprediction of the
short-time mixing is further exacerbated by the assumption of perfect mixing within an
element, since most of the element contains no species 1. These unredistically high short-
time mixing rates are apparent in Figure 17, which requires two more ml decades than
Figures 18 and 19. For longer times, the effects of the fixed boundaries should “average

317



out”. The behavior exhibited in Figures 18 and 19 seem to support this conclusion. The
model is flexible enough that it could accommodate time-varying region boundaries (i.e.,
z¢; (t)) if desired. Although this would require mapping the “old” concentration

distribution to the “new” grid, which would significantly complicate the model.

Comparing the concentration near the origin in Figures 17 and 18 shows that it has an
oscillatory character. Thisoscillatory behavior is shown more clearly in Figure 20, which
gives the concentration at the origin as a function of time. The figure shows that for short
times, before the tracer at the origin and the surroundings mix more thoroughly, solids
exchange, due to the bubble motion, can produce concentration fluctuations. Fitzgerald et
al.’s ( 1977) experimental observations suggested that a tracer moves in clumps, which
subsequently break into smaller clumps. This mechanism of solid movement is essentially
that used in the current mixing model. As discussed by Valenzuela and Glicksman
(1984), an oscillatory component was observed in the mixing studies of de Groot (1967),
Babu (1971), and Highley and Merrick (1971), This behavior in the data highlights the
inadequacy of diffusion models, which would predict that solids disperse uniformly away
from an injection point.
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10.4 Comparison of Mixing Model Output with Thermal Tracer Data

Based on the development presented in Chapter 9, the dimensionless thermistor
temperature (@) provides a crude proxy for the tracer mass fraction (ml). The mixing
model output presented in Section 10.3 are a simulation of the same conditions as the
thermal tracer mixing data taken with uy/u,=3.83. Hence, contour plots of the mass
fraction distribution predicted by the model can be directly compared with the contour
plots of the dimensionless thermistor temperature(®).

Figures 21 and 22 present contour plots of ® from the thermal tracer data. The arrow in

the figures indicates the injection location and direction, and the dashed line identifies the
location of the bottom of the tube bank, Figures 21 and 22 can be compared directly with
Figures 18 and 19. The spatial and ©/m, scales are the same for the pairs of plotsto ease
comparison of the results.
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A comparison of Figures 18 and 21, and Figures 19 and 22 is encouraging, particularly
considering how roughly © is expected to represent m,. The model appearsto do a
reasonable job of predicting the thermal tracer data, with no attempts to “tune” the model
inputs. The thermal tracer data exhibit greater lateral mixing, but these data also include
some “false” lateral mixing due to the injection effects discussed in Chapter 9. The model
also does not account for the presence of the tube bank and its effects on the solids
mixing. Comparing Figures 19 and 22 shows that the model continues to mix solids up
into the region where the tube bank is located (indicated by the dashed lineon Figure 22).
But, as discussed in Chapter 9, the tube bank appears to significantly impede solids
motion,

It is difficult to compare the output from the model with the time-delay data presented in
Chapter 9, Section 9.2.1, In addition to the crude relationship between the mass fraction
predicted by the model (ml) and the dimensionless temperature measured by the
thermistors(@), it is necessary to estimate the tracer concentration at which the
thermistors would indicate that the tracer has arrived at a particular bed location. In other
words, it is necessary to define a ml threshold on the model’s predictions that corresponds
to the point where the thermistor first senses the presence of the thermal tracer particles.
The time-delay measurements were based on an inspection of each thermistor probe's”
temperature trace, making the measurements somewhat subjective and further
complicating comparisons with the model, However, with these difficulties in mind, the
time-delay data presented in Chapter 9 will be compared with the output of the model.

As discussed in Chapter 9, Section 9.2.2, the thermistors can credibly resolve temperature
changes as low as O. 1°C. Assuming that the tracer particles are 100" C below the bed
temperature, a temperature change of O. 1°C corresponds to®=0.001. The analysisin
Chapter 9, Section 9.1.1.1 suggests that m;~®. Hence, a threshold of m;=0.001 will be

used to estimate the concentration at which the thermistors would first sense the presence
of the tracer particles,
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Figure 23 isaplot of the predicted time-delay contours that corresponds to the
measurements presented in Figure 4 in Chapter 9-the contours are shaded the same to
permit direct comparison of the two plots. A comparison of the plots shows that the
model overpredicts the delay times (underPredicts the mixing). Thisis particularly true at
locations offset from the vertical axis (i.e., x> O). Thisis due to several factors. Thefirst
is because the model underpredicts mixing for short times due to the assumption of perfect
mixing within each element. It is also due to a limited understanding of the bubble
splitting and coal escence behavior within PFBCs, which limits the model’s ability to
predict lateral solids mixing. In addition, remember that there is some artificial lateral”
mixing produced by the tracer injection momentum, which is not accounted for in the
model simulation. The uncertainty in the mass fraction threshold used to predict the time
delays al so contributes to the deviations between the output of the model and the
thermistor measurements.
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Figure 23: Predicted Time Delays—u/uq=3.83
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10.5 Advantages of Mixing Model Over Previous Models

The most significant advantage of the proposed mixing model is that it models the mixing
process in terms of the mechanisms that have been shown to be responsible for solids
mixing in bubbling beds. The diffusion model (described in Chapter 6), although simpler
to implement, does not the correctly model of the physics of solids mixing in bubbling
fluidized beds. Thisisreflected in the large variations and contradictions in diffusion
coefficient measurements. The counter-current mixing model, also described in Chapter 6,
IS a better representation of the physics of solids mixing, but it relies on specifying
nonphysical exchange coefficients. These exchange coefficients are not known a priori
with any better accuracy than a diffusion coefficient, The current model requires inputs
whose rough magnitudes are known. So that where diffusion coefficients have been found
to vary by many orders of magnitude, it is known, for example, that the upward
displacement of particles is on the order of the bubble diameter. Similarly, as shown in
Section 10.2.3,1, it is possible to make reasonable estimates for all the inputs to the model.

The other advantage of the model is its flexibility. For example, bubble splitting could be
incorporated into the model in the same way bubble coalescence is handled. It would also
be possible to use a coaescence model to specify mean coalescence elevations, and then
the actual coalescence elevations could be specified randomly about the mean elevation for
each time step. This would significantly complicate the geometry of the model since the
grid would change as a function of time, requiring the concentration from previous time
steps to need to be mapped to the new grid, Thisis not atrivial task, but the framework
of the model is flexible enough to accommodate this enhancement if desired,
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10.6 Nomenclature

unit area containing a single bubble
unit area after coalescence

cross-sectional area of a bubble=d3/ 4

areawithin A that experiences a downflow from interval above

unit area prior to coalescence

areawithin A that is unaffected by passage of the bubble

areawithin A that experiences an exchange with the bubble wake
dimensionless bubble-coalescence rate

bed depth

bubble diameter

bubble diameter in Region 1, i.e., initial bubble diameter at distributor

mean particle diameter
bubble frequency
bubble frequency per unit area

bubble frequency measured by probe

bed height

gas through-flow coefficient

volume of solids displaced upward by bubble divided by the bubble volume
the average distance particles are displace downward (z4) divided by d,
the average distance particles are displace upward (z.) divided by d,
spacing between adjacent holes in the distributor

mass fraction of species1

mass fraction of species 1 in the wake of a post-coalescence area A
mass fraction of species 1 in the downflow to apre-coalescence area A
steady-state mass fraction of species 1

0l/0lx

number of distributor orifice holes per unit area

number of elements spanning the bed width in Region |

number of elements spanning the bed depth in Region j

visible bubble flow rate per unit area

spacing between emitter and detector in emitter-detector optical probe
time

delay time

minimum fluidization velocity

gas superficial velocity

bubble volume

volume of particles displaced downward as bubble passes by
volume of particles moving upward with the bubble

bed width

axia position

axial coalescence elevation
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Z4 distance surrounding particles are displaced downward due to bubble passage
z distance particles are diplaced upward due to bubble passage

reek Symbols

04 fraction of area A consisting of area&
0 fraction of area A consisting of area A,
O fraction of area A consisting of area Ax
) bubble fraction

8  bedaverage bubble fraction

At time between bubble passages
Az  axia element thickness

Az, average distance bubble rises between participating in a coa escence
<] dimensionless thermistor temperature
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11. Conclusions and Recommendations

There were to two primary objectives of this study. Thefirst wasto verify a set of
hydrodynamic scaling parameters for use with commercia bubbling pressurized fluidized “
bed combustors (PFBC). The conclusions of this work are presented in Section 11.1.

This study’s second objective was to investigate the solids mixing in PFBCs, with

particular emphasis on the mixing in the vicinity of the fuel feed point.. The conclusions

from the solids mixing work are provided in Section 11.2.

11.1 Conclusions of Hydrodynamic Scaling Studies

11.1.1 Hydrodynamic Scaling of the Tidd PFBC

A quarter-scale cold model of American Electric Power's 70 MW, Tidd PFBC has been

constructed based on a simplified set of scaling parameters. Comparisons of the statistical
characteristics of time-varying pressure drop data from the cold model and the Tidd PFBC
indicate that the hydrodynamics of the two beds are similar. The excellent agreement
between the dimensionless probability density functions, the mean solid fraction profiles,
and the bed expansions provide a verification of the simplified set of scaling laws for large-
scale commercial pressurized bubbling beds.

As discussed in Chapter 3, only a section of the Tidd cross-section is represented by the
cold model. The decision to only scale a section of the combustor was based on previous
work that showed that the distribution of bubbles is nearly uniform in large-particle beds
with an array of horizontal tubes, The results of this scaling study validate this decision.
Hence, an additiona conclusion of this study is that in large-particle beds with tight tube
arrays, it is more important to scale the tube bundle geometry than the overall cross-
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sectional dimensions of the bed. Although, the scaled section should have a diameter that
is at least 3-4 times larger than the maximum bubble size.

In addition to a statistical analysis of thetime-varying pressure drop data from the two
beds, power spectral densities of the data were also calculated. Comparisons of the power
spectral densities between the two beds show that the Tidd power spectrum contains
peaks at distinct frequencies that are not present in the cold model power spectrum.

Based on previous experience, the presence of the peaks in the power spectrums unusual,
and the peaks are of high enough frequency to conclude that their source is not the bed
hydrodynamics. One possible explanation is that forces on the tubes in the Tidd PFBC
may be exciting the natural frequencies of the tube bank, Although, any vibrations within
the bed appear to be structurally insignificant, and do not appear to have any significant
effect on the overal bed hydrodynamics. Another possibility is that the pressure lines
themselves are the source of the peaksin the Tidd power spectrum. The Tidd pressure
lines are extremely long (15 m), and the pressure taps protrude into the bed. The
possibility exists that the flow past the pressure tap excites the harmonic frequencies of the
pressure lines. Estimates of the pressure line harmonic frequencies coincide very closely
with the peak frequencies in the Tidd power spectrum,

11.1,2 Importance of the Solid-to-Gas Density Ratio for Scaling Bubbling Fluidized Beds

An additional study was conducted to assess the importance of matching the solid-to-gas
density ratio when scaling bubbling fluidized beds. Previous work has shown that
matching the density ratio is essentia for scaling circulating fluidized beds, but some
controversy remained over the importance of the parameter for scaling bubbling fluidized
beds. Hydrodynamic scaling comparisons were conducted withall the scaling parameters
matched with the exception of the solid-to-gas density ratio. The comparisons indicate
that in order to reliably scale the hydrodynamics of bubbling fluidized beds it is essentia to
match the solid-to-gas density ratio. The density ratio aso appears to influence the nature
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of the transition from the bubbling to the slugging regimes of fluidization. Results suggest
that, for the materials tested, the lower density ratio material experiences transition from
bubbling to slugging over a broader range of uy/ugy.

11.2 Conclusions of Solids Mixing Studies

As discussed in Section 11.1, the cold model of the Tidd PFBC was shown to be
hydrodynamically similar to the hot Tidd combustor. Hence, the cold model provides a
convenient and powerful platform for conducting detailed studies of PFBC
hydrodynamics. Previous studies have shown that bubbles play a central role in the mixing
of solids in bubbling fluidized beds, prompting an investigation of the characteristics of the
bubbles in the cold model. Subsequently, the cold model was used to investigate solids
mixing in the feed-point region at the bottom of the bed; these studies were conducted
using a thermal tracer technique. Finally, an original solids mixing model has been

developed, The model is based on the underlying mechanisms of solids mixing in bubbling
fluidized beds.

11,2.1 PFBC Bubble Characteristics

A unique optical probe design has been developed to measure the characteristics of the
bubbles in the cold-scale model of the TiddPFBC. The design minimizes the intrusion of
the probe into the flowfield by integrating the probe’ s optoel ectronic components into the
tubes used to simulate presence of tube bank in the Tidd PFBC. The optical probes were
used to measure the characteristics of the bubbles in the bed, such as their velocity, size,

and frequency. Measurements were made at four vertical locations in the bed, for five gas
superficial velocities.
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The vertical bubble dimensions were measured, and the bubble rise velocity was calculated
using Davidson and Harrison's (1963) bubble rise velocity expression assuming the
bubbles were spherical. Davidson and Harrison's (1963) bubble rise velocity expression
was found to approximately predict the bubble rise velocity in the cold model, although
the data show no dependence on excess gas velocity (u.-ugy), in contrast to Davidson and
Harrison's (1963) expression. The bubble size within the tube bank was found to be on
the order of the spacing between the tubes. The bubble frequency shows a strong
dependence on gas superficia velocity.

Most of the excess gas flow appears to pass through the bed in the form of bubbles. A gas
through-flow coefficient of 1, which corresponds to Toomey and Johnstone's (1952)
origina two-phase theory of fluidization, was found to provide the best prediction of the
bed expansion measurements in the cold model. Pressurized fluidized beds tend to have
tight tube banks that keep the bubbles small relative to the bed depth, limiting the gas
through-flow.

A comparison of the bubble-size measurements with an existing bubble growth model,
which has been demonstrated to accurately predict bubble growth under conditions more
typical of atmospheric fluidized beds, is shown to dramatically overpredict the bubble
growth in the region below the cold-model tube bank. This suggests that bubbles grow
more slowly in pressurized beds or that the bubbles split as well as coalesce, which is
consistent with the observations of other researchers, The bubble size within the tube
bank was found to be on the order of the spacing of the tubes.

In addition to providing information on the bubble characteristics of PFBCs, the bubble

measurements were used to provide inputs to the mechanistic mixing model discussed in
Section 11.2.3.
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11.2.2 Thermal Tracer Mixing Results

A thermal tracer technique has been implemented in the cold model of the Tidd PFBC.
The technique involves thermally tagging bed particles, injecting them back into the bed,
and tracking their motion using an array of thermistors.

The thermal tracer data suggest that there are distinct differences in how the solids mix
below the tube bank versus within the tube bank. Asfound in other studies, the tube bank
appears to severely impair solids mixing. This is also consistent with early observations in
the Tidd PFBC where extra measures were required to ensure adequate lateral mixing of
the fuel. Tube banks in PFBCs tend to be deep and tightly spaced due to their high power
density. It istherefore, most likely, not practical to increase the tube spacing or reduce

the bed depth. Hence, adequate mixing below the tube bank appears to be paramount to
the successful operation of the bed.

In general, higher gas superficial velocities produce both higher axial and lateral mixing
rates. Increasing the gassuperficial velocity leads to higher visible bubble flowrates,
which correspond to higher bubble frequencies and bubble fractions. The increased bubble
frequency produces a higher rate of bubble interaction with the solids in the bed, -
increasing the axial mixing. Higher bubble fractions correspond to a reduced spacing
between bubbles, producing a higher rate of bubble coalescence and hence lateral mixing.

Therefore, higher superficial velocities will produce increased mixing rates, particularly
below the tube bank.

As mentioned previously, the mixing below the tube bank is critical. Introducing the coa
aslow in the bed as possible would make it possible to take maximum advantage of the
higher mixing rates below the tube bank. Bubbles are smaller closer to the distributor and
coalesce after rising shorter distances, Thus there are a higher number of coalescence per
axia distance closer to the distributor, providing increased lateral mixing.
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Frequently, the size of the region below the tube bank is limited by concerns over erosion.
Bubbles grow as they rise through the tube-free region. Larger bubbles rise faster,
transporting larger wakes with greater momentum. When the bubbles reach the bottom of
the tube bank the wakes collide with the tubes at the bottom of the tube bank, producing
the potential for significant erosion. But as just discussed, bubble growth appears to occur
much more slowly in pressurized beds than in atmospheric beds, suggesting that this tube-
free zone below the tube bank could be increased in size without increasing the potential
for erosion. Increasing the size of this region would providea larger-area for the fuel and
the sorbent to mix, improving the overall solids mixing characteristics of the bed.

Finally, the combination of the thermal tracer technique and the cold-scale model, which
simulates the hydrodynamics of a hot combustor, is shown to be a useful approach for
evaluating the effects of varying superficia velocity on the solids mixing. This suggests
that this approach would also be useful for evauating the effects of varying other
operating conditions or the bed geometry on the solids mixing.

11.2.3 Mechanistic Solids Mixing Model

A mechanistic model of solids mixing in bubbling fluidized beds has been developed. The
model is based on the basic mechanisms that have been identified for solids motion in
bubbling beds. In particular, it views solids mixing as consisting of solids being displaced
due to the passage of bubbles through the bed, Axia solids mixing is due to bubbles
transporting solids vertically as they rise towards the bed surface. Lateral solids mixing is
attributed to the lateral motion of bubbles as they move to coalesce with neighboring
bubbles. Comparisons of the model with data from a previous study and the thermal
tracer data are encouraging. Reasonable agreement with the data are achieved for longer
times without adjusting the parameters of the model to fit the data. Thisis also due to the
use of measured bubble properties as inputs to the model. Due to the assumptions of the
mddel, it tends to overpredict mixing rates for short times.
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11.3 Recommendations for Future Work

Much work remains to better understand how solids mix in pressurized fluidized beds.
The results from this study indicate that the tube bank severely restricts solids mixing.
However, more work needs to be done to evaluate the effect of the tube bank on the
mixing, and to possibly identify tube bank geometries that provide better solids mixing
performance within the tube bank.

The mechanistic model developed in this study highlights, through its inputs, what
variables need to be better understood to reliably predict solids mixing. In particular,
many of the inputs to the model such as the volume of particles transported by a bubble,
and the upward and downward distances a bubble displaces solids are based on idealized
single-bubble experiments. Much more information is needed on the solids motion
produced by a bubble in a vigorously bubbling bed, both with and without tubes, with the
effects of the tubes being particularly important.

Much of the work on solids mixing is motivated by the desire to avoid the formation of
plumes of volatiles above the feedpoints in fluidized-bed combustors. But gas mixing is
also important. Just as the cold model provides a convenient platform for investigating
solids mixing in PFBC, it also would be useful for conducting gas mixing studies.

The cold model of the Tidd PFBC, in combination with the thermal tracer technique, also
provides the unique capacity to conduct experimenta studies of novel solids-feed and
distributor designs for the augmentation of lateral mixing. Studies such as these would
provide useful design information for next-generation PFBC designs.
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APPENDICES

Appendix A-Mode! of Tidd PFBC Pressur e Lines’

The pressure-sensing lines for the Tidd PFBC are quite long, raising concerns over their
effect on the fidelity of the pressure signal. A mathematical model of the pressure lines
was mentioned in Chapter 3 to evaluate their frequency response. A more detailed
description of the model is provided in this appendix.

A lumped-parameter model was developed for the pressure line shown in Figure 1. The
pressure line has a diameter, d, and length, L Of primary interest is the effect the line has
on atime-varying input pressure signal, or in other words, How closely doespou(t)
represent pin(t)?

— O

Poult) <«(Q 1\ D <—Pm(0
F ! )
'l

Figure 1: Illustration of Pressure Line

The model includes three fluid-system elements: inertance, capacitance, and resistance.
The fluid inertance (1) accounts for the inertia of the fluid. For acircular line of diameter,
d, the inertance is given by

=t=—% (1

If the pressure line is rigid, energy is stored through compression of the air in the line.

The fluid capacitance (C,) for acompressible fluid in arigid container can be expressed as

'The model of the pressure lines was devel oped using the approach and constitutive relationships
presented by: Rowell, D. and Wormley, D.N., 1994, Svs tern Dynamics: An Introduction, Course Notes
for: 2.02 Introduction to System Dynamics, Department of Mechanical Engineering, Massachusetts
Ingtitute of Technology.
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where:
p=absolute air pressure and
v=cy/c,=1.4 for air.
Finally, assuming laminar flow in the pressure line, the fluid resistance can be modeled as

128ul
Ry = Tt ; (3)

u isthe dynamic viscosity of the air.

State equations can be developed for the system shown in Figure 1 using either thelinear-
graph methods discussed by Rowell and Wormley ( 1994)°or other similar techniques such
as the bond-graph methods presented b'y Rosenberg and Karnopp (1983)3. The resulting
state equations, expressed in state-matrix form, are

R¢ 1 1

- = + - (t). 4

dt[p U Y YL @
Cs

The two state variables are pressure, p, and volumetric flowrate, Q. The output pressure—

the pressure at the transducer-is the dynamic quantity of interest. Hence, the output
eguation is

_ Ql
p=[0 1LJ+[0]pi,,(t) : (5)

Equations (4) and (5) are expressed in the standard form commonly used in system
dynamics, Software packages, such asMATLAB®, directly accept the column vectors and
matrices in (4) and (5) as inputs.

“Rowell, D. and Wormley, D.N., 1994, System Dynamics: An Introduction, Course Notes for: 2,02
Introduction fo System Dynamics, Department of Mechanical Engineering, Massachusetts Institute of
Technology.

*Rosenberg, R.C. and Karnopp, D,C., 1983, Introduction to Physical System Dynamics, McGraw-Hill,
Inc., New York.

“The MathWorks, Inc., Natick, MA,
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Equation (4) consists of two first-order differential equations because the pressure line
model is a second-order system. Thisis equivalent to saying that it has two independent
energy storage elements-fluid inertance and capacitance. Fluid resistance can only
dissipate energy. Second-order system transient response is characterized by two
parameters-the undamped natural frequency (@, ) and the damping ratio (§). The

undamped natural frequency and damping ratio for the system described by (4) are given
by

(6)

-
ot

N
@]

Wy =

and

R: [Ct

respectively. Substituting (1) and (2) into (6) and introducing the ideal-gas equation of
state gives

0‘)“ = 1 12 ? (8)
Y

where R is the ideal gas constant, which for air equals 287 Jkg-IL and T is absolute
temperature (K).
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Appendix B - Measurement of Particle Sphericity

Particle sphericity (¢s) is defined as (Kunii and Levenspiel, 1991)"

surface area of sphere
= : '
* \surface area of particlg . voume

The sphericities of both the Tidd and cold-model bed materials were determined following
the approach described by Chang and Louge (1992)°. Particles from both beds were
randomly distributed across the surface of microscope slides coated with epoxy.

Magnified pictures were taken of the particles on the slides and digital images were
generated from the photographs. Image 1.47, image-analysis software developed by the
U.S. National Institutes of Health, was used to measure the projected area (A) and the
apparent circumference (P) of many particles. Chang and Louge (1992) give that

4nA
6, =C?= T (9)

where C is the apparent particle circularity. Thesphericity of each individual particle was
calculated, and then an average sphericity was determined for the particle sample. The
averagesphericity of the dolomite in the Tidd PFBC was 0.82, while the average
sphericity of the polyethylene used in the cold model Was measured to be 0,85,

*Kunpii, D. and Levenspiel, O., 1991, Flujdization Engineering, Second Edition, Butterworth-Heinemann,
Boston.

€ Chang, H. and Louge, M., 1992, “Fluid Dynamic Similarity of Circulating Fluidized Beds,” Powder
Technology, 10, pp. 259-270.
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Appendix C- Tidd PFBC and Cold Modd Particle Size Distributions

The particle size distributions for the Tidd PFBC and the cold model were determined by
sieve analysis. The analysis involves sieving a sample of the particles to determine what

fraction of the sample’s mass(xi) is collected between sieves whose meanaperture is Hpi.

The surface-volume mean particle diameter ( d, ) was calculated using

dp= (10

. Tidd PFBC Particle Size Distribution

The Tidd PFBC particle size distribution is given in the Table 1. Using (10) to calculate
the mean particle diameter gives d,= 85 Ium.

Table 1: Tidd Particle Size Distribution

dp, (pm) Mass Fraction, x;
2000 | 0.0086
1700 0.1442
1200 0.3251
855 0.2616
605 0.1744
428 0.0807
268 0.0032
113 0.0022
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. Cold Model Particle Size Distribution

The cold model particle size distribution is given in Table 2. Using (10) to calculate the
mean particle diameter givesd, = 609um.

Table 2: Cold Model Particle Size Distribution

dp, (um) Mass Fraction, x;
1700 0,0381
1200 0.1669
855 0.3133
605 0.2167
428 0.1903
268 0.0688
113 0.0059
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Appendix D-Mean and Standard Deviation of Solid Fraction Data from
Tidd PFBC and Cold Model

Table 3 summarizes the TiddPFBC and the cold model operating conditions for the
scaling comparisons given in Table 4.

Table 3: Summary of Tidd PFBC and Cold Model Operating Conditions

Table 4 summarizes the mean and the standard deviation (o) of the solid fraction
ca culated from the time-varying pressure drop data taken from the Tidd PFBC and the

cold model.

Tidd PFBC MIT Cold
Mode!
T (K) 1135 311
p (Pa-abs) 9.04X 105 1.013X10°
u (kg/m-s) 4.6x10-S 1.9X10°
Pe (kg/m3) 2.8 11
Ps (kg/m>) 2513 918
o 0.82 0.85
Ung (MVS) 0.24 0.12
u, (M/S) 091 0.46
D (m) 3.4 0,85
d, (um) 851 609
H, (M) 213 053
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Table 4: Summary of Statistics on Time-Varying Solid Fraction Data

y/H Tidd mean Tiddo of | Cold Model | Cold Model
(1-g) (1-g) mean(1-e) | ocof (1-g)

0.09 0.203

0.22 0,278 0.100 0.267 0.042

0.34 0.246 0.046 0.246 0.039

0.50 0.1%8 0.018 0.192 0.015

Asshown in Table 4, and discussed in Section 4.3.1, it was not possible to acquiretime-
varying data in the bottom of the Tidd PFBC due to a plugged pressure tap, Steady
pressure drop data from Tidd' s Plant Operational Performance System (POPS) were used
to estimate the mean solid fraction in the bottom of the Tidd PFBC. Table 5 summarizes
the solid fraction profile from the POPS pressure drop measurements.
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Table 5: Summary of POPS Data Solid Fraction Profile

y/H Tidd POPS
mean (1-€)
0.06 0.22
0.19 0.28
034 0.27
0.59 0.14

The information in Tables 4 and 5 was used to generate Figure 1 in Chapter 4.
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Appendix E-Particle Size Distributions for ps/pg Studies

The particle size distributions for the polyethylene and limestone particles were determined
by sieve analysis. The analysis involves sieving a representative sample of the particles to
determine what fraction of the sample’s mass (xi) is collected between sieves whose mean

apertureis H,,i. The surface-volume mean particle diameter ( dp ) was calculated using

1
dp=—"7" (11)
>3,

. Polyethylene Particles

The particle size distribution of the polyethylene particles is given in Table 6. Using (11)
to calculate the mean particle diameter gives d,= 653um.

Table 6: Polyethylene Particle Size Distribution

dp, (um) Mass Fraction, Xi
1200 0.1897
855 0.3117
605 0.3008
428 0.1626
268 0.0352
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. Limestone Particles

The particle size distribution of the limestone particlesis given in Table 7. Using (11) to.
calculate the mean particle diameter givesd, = 379pm.

Table 7: Limestone Particle Size Distribution

H,,i (um) Mass Fraction, x;
855 0.0866
605 0.2568
428 0.3032
268 0.3277
143 0.0257

347



Appendix F-Internal Angle of Friction Measurements for p/p, Studies

The internal angle of friction characterizes the frictional forces within a granular
substance. The bin-flow method described by Zenz and Othmer’ was used to measure the
internal angle of friction of the two types of particles used here. Figure 2 shows the
experimental apparatus used to measure the internal angle of friction.

305 mm

305 mm
'
'l o Y
_;ﬁ:’_ 7 25mm

25 Mm

Figure 2: Internal Angle of Friction Measurement Apparatus

The apparatus consists of a bin 305 mm high, 305 mm wide, and 25 mm deep; the bin was
constructed of 3 mm thick polycarbonate plastic. A 25 mm by 25 mm square opening was
located in the center of the bottom of the apparatus. The opening was covered with a

piece of 3 mm thick polycarbonate that served asa“trap door” to permit particles to drain
through the hole when desired. The apparatus shown in Figure 2 was attached to a frame
positioned over a container to collect particles as they flowed out thehole in the bottom of
the bin. The bin was loosely filled with the particles whose internal angle of friction was

'Zenz F.A and Othmer, D.F., 1960, Fluidization and Fluid-Particle Systems, Reinhold Publishing

Corporation, New York,
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to be evaluated. When the opening in the bottom of the bin was uncovered, particles
flowed through the hole until the frictional force between the particles balanced the force
of gravity. The upper surface of the particles that remain in the bin (shown as a dashed
line in Figure 2) are at an angle o relative to the horizontal. This angle corresponds to the
internal angle of friction for the particles.

The internal angle of friction for the granular polyethylene was found to be
Olpoty=36°.

Theinternal angle of friction for the limestone was measured to be
Oliime=40°.

The upper surface of the particles that remain in the bin is not perfectly linear, which
introduces some uncertainty in the measurements. This uncertainty is estimated to be+2
degrees. The test was repeated several times for both types of particles; the results were
quite repeatable.
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Appendix G-Bubble Fraction Data

Using the model developed in Section 7.3.2.1, the local bubble fraction can be estimated
from pressure-drop measurements. The pressure-drop measurements were made across
four levelsin the cold-scale model for the fiveuy/ugs test conditions. A table is provided
for each operating condition. The table first includes: the midpoint elevation between the
pressure taps (z), the distance between the taps (Ah), thepressure drop measurements
(Ap), and the local voidage (e). The optical probe elevations do not coincide with the
position where the voidage measurements were made. The local bubble fraction depends
on the local voidage. So the voidage at the optical probes was estimated by interpolating
between the pressure-drop voidage measurements. The last three columns of the table
give the probe elevations (z.), the interpolated probe voidage (€;), and the bubble fraction
(8). The caculations were made using a cold-model particle solid density (p;) of 918
kg/m®, a fluidizing air density (p,) of 1 kg/m®, and an emulsion voidage (e.) of 0.63,

U u=2.5

z (cm) | Ah (cm) | Ap (in, H,0) & z, (cm) & o

8,22 13.97 1.394 0.724 133 | 0.713 | 0.226
20.21 | 10.08 1.106 0.697 | 20,6 | 0.698 | 0,187
3093 | 1135 1.080 0.737 | 276 | 0,724 | 0.258

46.06 | 1893 0.273 0960 | 314 | 0.739 | 0.296
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* ufuy=2.8

z (cm) | Ah(cm) | Ap (in. H,0) £ z, (cm) & o
8.22 13.97 1.358 0.731 133 | 0.720 | 0.246
20.21 | 10.08 1.077 0.705 | 20.6 | 0.707 | 0.210
30.93 11.35 1.001 0.756 21.6 0.740 | 0.300
46.06 | 1893 0411 0940 [ 314 | 0.759 | 0.349
. udumf_—z. 1
z(cm) | Ah(cm) | Ap (in. H,0) & 2, (cm) € )
8.22 13.97 1.260 0.751 133 | 0.737 | 0.290
20.21 10.08 1.032 0.717 20.6 0.719 | 0.242
3093 | 1135 0.969 0.764 | 27.6 | 0.749 | 0.325
46:06 | 1893 0,546 0920 | 314 | 0.766 | 0.369 |
e uwluy=34
z(cm) [ Ah(cm) | Ap (in. H,0) & z, (Cm) & S
8,22 13.97 1.145 0774 | 133 | 0.754 | 0.336
2021 | 10.08 0.997 0,727 | 20,6 | 0.728 | 0.267
30.93| 11.35 0.929 07741 276 |[0.759| 0.351
46.06 | 1893 0.657 0.904 | 314 | 0.776 | 0.396
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s u/u=383

z (cm) | Ah(cm) | Ap (in. H20) E Zp (cm) & )
822 | 1397 0.999 0.802 | 133 | 0.778 | 0.402
2021 | 10.08 0.929 0.745 | 206 | 0.747 | 0.317
3093 | 11.35 0.879 0786 | 276 | 0.773 | 0.389
46.06 | 1893 0.841 0877 | 314 | 0.788 | 0.428

Figure 3isaplot of al the bubble fraction data as a function of vertical position. The cold
model has small bubbles relative to the depth of the bed; this prevents significant gas flow
through bubbles bursting at the bed surface. Due to the limited gas through-flow,
increasing gas flow requires an increasing number of bubbles to carry the gas to the bed's
surface. This is reflected in the strong dependence of bubble fraction on the superficial

0.5
0
0.4- e =
A
X )
X o A
603 A » 0 uolmi=25
0 A 0 0 uo/umf=2.8
0.2- ° B A uofumf=3.1
0 X uo/umf=3.4
(0] qolumfﬂ.BS
0.11 1
10 15 .20 25 3 35 40
Distance from the Distributor (cm)

Figure 3: Bubble Fraction Profiles for Five Conditions Tested
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Appendix H - Bed Height Measurements

The expanded bed height (H) is used to determine the emulsion voidage (e.). It was
shown that the expanded bed height can be found from measurements of the vertical
pressure distribution in the bed. The following five tables give the pressure distributions
used to determine H for each of the test conditions. They also include the resulting bed
height (H), the ratio of the expanded bed height to the bed height at minimum bubbling
conditions (H/Hw), the average bed bubble fraction (5), and the emulsion voidage
estimated for each condition. The average of these five emulsion voidages was used to

calculate the bubble fraction profiles given in Appendix G.

* ufuy=2.5
Tap z(cm) | p-pp(in. HO) | H(cm) | H/Hm K €
1 1.27 3.853 39.02 1.478 0.285 0.611
2 15.16 2.460
3 25.25 1.353
4 36.6 0.273
5 55.52 0
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Tap z(cm) | p-pe (in.H0) | H(cm) | H/Hm S €
| 1.27 3.846 40.35 1.528 0.304 0.618
2 15.16 2.488
3 25.25 1.412
4 36.6 0411
5 55.52 0
Upfup=3.1
Tap z(cm) | p-pn (in.H:0) | H(cm) | H/Hm F €
1 1.27 3.807 42.15 1597 0.329 0.625
2 15.16 2.547
3 25.25 1.515
4 36.6 0.546
5 55.52 0
bofuy=3.4
Tap z(cm) | p-pn (in.H20) | H(cm) | H/Hm S €
| 1.27 3.728 43.89 1.662 0.351 0.636
2 15.16 2.583
3 25.25 1.586
4 36.6 0.657
5 55.52 0
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ufuy=3.83

Tap z(cm) | p-pn (in.H,O) | H(cm) H/H* 3 €.
| 1.27 3.648 47.08 1.783 0.387 0.647
2 15.16 2.649
3 25.25 1.720
4 36.6 0.841
5 55.52 0
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Appendix |-Tabulated Optical Probe Data

The following five tables give the numerical values for the bubble characteristics plotted in
Sections 7.4.1-7.4.3. Uw, U, and Uy, represent the 95% confidence limits for the bubble;

velocity, mean pierced length, and frequency, respectively.

* wluy=25
z(cm) | up (nss) | Uw(mis) | bo(em) | Ui(cm) | f(HZ) | ur(H2)
133 0.678 0.254 3417 1.318 4475 0.369
20.6 0.676 0.254 3.476 1.330 3.717 0.257
27.6 0.780 0.110 4.386 0.737 4.650 0,478
314 0.893 0,110 4.801 0.662 5.559 0.358
ufup=2.8
z(cm) | w(mss) | Un(mvs) | b(em) | U, (cm) | £ (HZ) | U (Hz)
133 0.546 0.104 2.800 0,538 4.859 0.101
20.6 0.703 0.104 3.400 0.513 4.392 0.059
27.6 0.846 0.140 4.955 0.982 5.209 0.611
314 0.921 0.140 5.244 0.84 6.209 0.427
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e Wfup=3. 1

z(cm) | w iy | U (INVS) | & (cm) | Ui(cm) | £ (Hz) | U, (Hz)
133 0.572 0.111 2.914 0.574 5.700 0.230
20,6 0.715 0.111 3.252 0,640 5.350 0.609
27.6 0.899 0.185 5.148 1.164 5.725 0.478
31.4 1.025 0.185 5.863 1.108 6.526 0.296
ufuy=3.4
z(cm) | w (nis) | Un(mv/s) | h(em) | U(cm) | & (Hz) | Ur(H2)
13.3 0.653 0.201 3.594 1.131 6.059 0.446
20.6 0.729 0.201 3.246 0.944 6.017 0.443
27.6 0.836 0.142 4.727 0.989 6,217 0.731
314 0.911 0.142 5.215 0.875 6.926 0.377
uofuy=3.83
z(cm) | uw(mss) | Un(mv/s) | b(em) | U;(cm) | fo(Hz) | Uf (H2)
13.3 0.530 0.218 3.161 1.308 6.733 0.329
20.6 0.765 0.218 4.373 1.260 5.536 0.283
27.6 0.887 0.154 4.932 0.995 7.084 0.729
314 0.898 0.154 5.473 0.968 7.060 0.315
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Appendix J - Bubble Characteristics Uncertainty Analysis

The figures presenting the bubble characteristics measurements in Chapter 7 include errors
bars representing 95% confidence intervals on the measurements. (Statistically, 95%
confidence intervals indicate that the odds are 1 in 20 that the trite value of the measured
quantity lies outside the interval.) The purpose of this appendix is to describe how these
uncertainty estimates were established. The following approach to uncertainty anaysis is
discussed in detail in Beckwith et al. (1993)".

Two types of error - precision and bias error- have been considered when estimating the
total uncertainty in the bubble measurements, Precision or random error is reflected in
variations in an instrument’ s repeated measurements of the same quantity. Bias errors are
systematic errors, such as limited measurement resolution, that occur in the same manner
for each measurement,

The approach to estimating the uncertainty in the bubble measurements is similar for all
the bubble properties, After a detailed description of the uncertainty analysis for the
bubble rise velocity measurements, the subsequent discussion for the remaining bubble
properties is more brief. ‘

. Uncertainty in Mean Bubble Rise Velocity M easurements

The mean bubble rise velocity (u) is calculated using up = Ah/Ty, where Ah isthe

measured distance between the probes and® is the mean time lag. The uncertainty
estimates for uy account for bias uncertainty in the measurement of Ah and the precision
uncertainty due to variations in the time-lag measurements.

8 Beckwith, T.G., Marangoni, R, D., and Lienhard, J. H., 1993, M echanical Measurements, S "Edition,
Addison-Wedey, Reading, Massachusetts.
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The mean time lag (1) was calculated using

1 L1

To="—""2T, (12)

N¢ i=t
where n; was a relatively small sample 4 to 9 time lag measurements. To estimate
precision uncertainty in the case where n. is less than approximately 30, the statistics of
the t-distribution must be employed. The precision uncertainty in this case is given by
To—P: <Tp < Tp+ Py, (13)
where T, is the true meantime lag, and P; is the precision uncertainty in'& P.isa
statistical quantity given by

O

P.= to/2.ve _‘\/;1—_ ’ (14)
T
where:

o = 1-c where c is the confidence level (e.g. ¢=0.95 for 95% confidence),
Vv=ng-1,
tany = the t-statistic, and
o, = the standard deviation of the 1, measurements.
The values of tyn,, are tabulated; see for example Beckwith et a. (1993) or Bendat and

Piersol (1986)’.

Some bias uncertainty exists in the measurement of Ah (Bay). This uncertainty was
estimated to be

Bas = +0.002 m. (15)

The bubble rise velocity is calculated from two independent measurements, each of which
have their own uncertainty. To estimate the uncertainty in us, we need to consider how

the uncertainty in each of the measurements propagates. Consider a quantity K thatisa
function of x and y. The uncertainty in k (UJis given by

gBt?l?dat. 1.S. and Piersol, A.G., 1986, Random Data - Analysis and Measurement Procedures, 2Nd
Edition, John Wiley & Sons, New Y ork.

359



ox ) ok Y
UK=J(U.'5;) +(Uy-§) , (16)

where Uy and Uy are the total uncertainty in x and y, respectively. Note that Uy, for
example, can include both bias (Bx) and precision (PJ uncertainty. Bx and Py combine to
give Uy according to

Uy = \/pi +B2. (17)

Using us = Ah/1y, and (16), the uncertainty in the bubble velocity (Uy) is found to be
1Y ~AhF
= — | —=1]. 1
Uub J(BM 'Cb) +[Pr ( T )] (18)

. Uncertainty in Bubble Size M easurements

The mean pierced length ( Iy ) characterize the bubble size, and it was calculated using
Ip=up-b, (19)
where b is the mean time it takes for a bubble to rise past the probe. The error bars on
the figures presenting the mean pierced length measurements represent the 95%
confidence limits. These uncertainty estimates include both the uncertainty in the bubble

rise velocity, given by (18), and the precision and bias uncertainty in the mean bubble
duration time.

A relatively small sample of b measurements were available, typically 5. (Although each
b measurement is the average of over a hundred bubble duration times.). Hence, (14)
was used to evaluate the precision uncertainty in the mean duration time(Ps). A small bias
uncertainty exists due to the finite sampling rate of 500 Hz (At=0.002s). The bias
uncertainty in b (B,) was estimated to be

B, = +0.001s. (20)
The total uncertainty in the mean duration time (U,) was then calculated using (17).
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The total uncertainty in the mean pierced length measurements was determined using (16)
in conjunction with (19) to give

U= \/(Uub’-ﬁ)z + (Ub'ub)z . (21)

. Uncertainty in Bubble Frequency Measurements

The 95% confidence intervals shown on the figures presenting the bubble frequency
measurementsin Chapter 7 reflect the precisionuncertainty in the bubble frequency
measurements. The mean values shown in the figures are typically the average of 5to 7
measurements, The precision uncertainty in f (P,) was evaluated using Equation ( 14).
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Appendix K-Thermistor Calibration Constants

Over alimited temperature range, the thermistor temperature-voltage calibration data can
befit in the form

T(es)=A.e3+B-e2+C-e,+D.
The calibration constants for each of thesixieen thermistors for temperatures between 5
and 45°C are given in Table 8.

Table 8: Thermistor Calibration Constants-5°C<T<45°C

Thermistor A B o D
1 15.5 25.8 311 18.2
2 0.279 1.09 6.22 17.2
3 0.261 1.16 6.26 18.1
4 0.569 0,316 6.06 119
5 0.466 0,787 595 14.2
6 0.311 1,13 6,21 17.3
7 0.328 1.02 595 15.5
8 0.426 0.906 594 14.2
9 0.306 1.08 6.18 15.8
10 0.351 1.09 6.34 16.5
11 0.505 0.525 5.86 13.
12 0.398 0.990 6.04 15.3
13 0.389 0.866 5.83 15.0
14 031 1.05 5.97 16.6
15 0.523 0.798 5.82 135
16 1.97 1.98 12.6 135
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