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ABSTRACT

This is the final report of a three year research project on the use of tracers for reservoir

characterization. The objective of this research was to develop advanced, innovative techniques for
the description of reservoir characteristics using both single-well backflow and interwell tracer
tests. Both chemical and miscible compositional reservoir simulators developed at The University
of Texas were used as tools in this research and have been improved significantly. The application
of the innovative tracer technology to the Elk Hills Naval Petroleum Reserve was also evaluated.
The final accomplishments of this project substantially exceeded those promised in the original
research proposal to DOE. The following is a summary of the most significant accomplishments:

(D

(2)

(3)

4

&)

(6)

(7)

(8)

®

We implemented and validated tracer modeling features in our compositional simulator
(UTCOMP). We have demonstrated the feasibility and usefulness of using tracers under
complex flow conditions involving multiple phases with mass transfer and other
compositional changes such as actually occur in multiple contact miscible floods with carbon
dioxide and other solvents used in enhanced oil recovery.

We developed and applied a new single well tracer test for estimating reservoir heterogeneity.
Our chemical flooding compositional simulator (UTCHEM) was used to do this research.

We developed and applied a new single well tracer test for estimating reservoir wettability in-
situ. This research shows how reliable estimates of relative permeability and other
characteristics of the reservoir related to wettability can be determined from short single well
tracer tests. This test is currently scheduled for field testing as part of another project.

We developed a new, simple and efficient method to analyze two well tracer tests based upon
type curve matching and illustrated its use with actual field tracer data.

We developed a new method for deriving an integrated reservoir description based upon
combinatorial optimization schemes. This method allows tracer data to be included with other
reservoir characterization data simultaneously to optimize the reservoir description. This
approach is a versatile and powerful solution of the difficult inverse problem.

We developed a new interwell tracer test for reservoir heterogeneity called vertical tracer
profiling (VTP) and demonstrated its advantages over conventional interwell tracer testing.
This method was evaluated using the combinatorial optimization schemes and tested against
our own experimental laboratory data on heterogeneous sandstone slaps that have been
characterized using a minipermeameter, tracers, pressure data and production data from both
waterfloods and polymerfloods.

We developed a simple and easy analytical method to estimate swept pore volume from
interwell tracer data and showed both the theoretical basis for this method and its practical
utility. We also have shown how this idea can be applied to estimating saturations from
partitioning tracer data without the need to solve the complex flow simulation problem.

We made numerous enhancements to our compositional reservoir simulator such as including
the full permeability tensor, adding faster solvers, improving its speed and robustness and
making it easier to use (better 1/O) for tracer simulation problems. Numerous other
enhancements were made during the same three years as part of associated industrially
sponsored research projects with the Center for Petroleum and Geosystems Engineering at the
University of Texas, for example, the addition of horizontal well modeling.

We applied the enhanced version of UTCOMP to the analysis of interwell tracer data using
perfluorocarbons at Elks Hill Naval Petroleum Reserve. This is the first time that this new
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Brookhaven tracer technology has been evaluated quantitatively with a tracer model and the
first time that residual oil saturations have been estimated using these tracers. These were both
very large and geologically complex reservoirs undergoing gas injection.

All of these accomplishments taken together have significantly improved the state of
reservoir tracer technology and have demonstrated that it is a far more powerful and useful tool for
quantitative reservoir characterization than previously realized or practiced by the industry.
Applications of this technology should result in better reservoir management, higher oil recovery,
lower costs and lower risks, all of which are vital to the future of the domestic oil industry. The
greatest challenge now is the effective transfer of this technology to the working reservoir
engineer.

EXECUTIVE SUMMARY

The tracer features in UTCOMP include the capabilities of modeling physical dispersion,
partitioning, radioactive decay, adsorption, capacitance, and chemical reactions. UTCOMP
development has continued and several significant improvements have been made in the code.
These improvements have the combined effect of making the code more versatile and efficient,
which serves not only our needs better but that of a large number of external users. These users
consist of not only the industrial sponsors of our enhanced oil recovery research at The University
of Texas at Austin, but also a large and increasing number of academic users who use our code in a
variety of oil recovery research. These users now include the following organizations:

ADREF Ames Laboratory H
Amoco Production Co. ARAMCO

Arco Oil & Gas Co. BP Exploration, Inc.

Brookhaven National Laboratory Conoco, Inc.

Cray Research Delft University of Technology

Duke University Elf Aquitaine

Exxon Production Research Company Idaho National Laboratories

Institute for Energy Technology INTERA, Inc. "
INTEVEP, S.A. Japan National Qil Corp.

Japan Petroleum Exploration Co., Ltd. Louisiana State University

Louisiana Tech University Mobil Exploration and Producing Services

New Mexico Recovery Research Center Norsk Hydro |
Oryx Energy Co. Oxy USA, Inc.

Pacific Northwest Laboratories Rice University

Rogaland Research Institute Sandia National Laboratories

Santa Fe Energy Resources Scientific Computing Associates, Inc. |
Shell Development Co. Stanford University I
Statoil Technical University of Clausthal, Germany ||
Technical University of Denmark Texaco, Inc.

Union Pacific Resources University of Alaska

University of Houston University of Michigan

University of Mining and Metallurgy — Poland | University of Oklahoma I
University of Reading — England University of Tulsa "
UNOCAL

A significant effort is required to provide the code and its documentation to these users as
well as some support on its use. However, we do benefit from feedback from these users and
occasionally even new features to the code.



The innovative techniques for the description of reservoir characteristics using both single-
well backflow and interwell tracer tests that have already been reported are a new single-well tracer
test for estimating in-situ wettability (Ferreira et al., 1992) and a new single-well tracer test for
estimating heterogeneity (Ferreira, 1992) and a new simple and efficient method to analyze two-
well tracer tests based on type curve matching (Datta Gupta, 1992; Datta Gupta et al., 1992) and a
method for deriving integrated reservoir description based on combinatorial optimization schemes
(Datta Gupta, 1992; Pope and Sepehrnoori, 1993; Sen et al., 1992). This final report is the
continuation of the innovative techniques for the description of reservoir characteristics and is
divided into four sections. The first section discusses the use of a new interwell tracer test for
reservoir heterogeneity (vertical tracer profiling) with combinatorial optimization schemes for
deriving integrated reservoir description (Pope and Sepehrnoori, 1993; Maroongroge, 1994). The
second section is a simple and easy technique of estimating swept volume and residual oil
saturation from interwell tracer data (Maroongroge, 1994). The application of this technique to the
new interwell tracer test (vertical tracer profiling) is also discussed. In the third section, we
discuss an application of the newly developed tracer features in UTCOMP to simulate two interwell
gas tracer tests at Elk Hills Naval Petroleum Reserve. The new perfluorocarbon gas tracer
technologies used in this interwell test have been developed at Brookhaven National Lab. Results
of this simulation study will help in designing a better gas injection scheme to improve oil recovery
at Elk Hills Naval Petroleum Reserve. The fourth section gives the results of a new automated
history matching procedure for the novel single well tracer test previously developed and reported
as part of this project (Pope and Sepehrnoori, 1993). This procedure is a fast and robust method
to simultaneously estimate both the residual saturations and relative permeability parameters from
the single well wettability tracer test data.



X SECTION 1
STOCHASTIC RESERVOIR MODELING WITH VERTICAL TRACER
PROFILING

SUMMARY

A tracer test where tracers were injected or samples were collected at different locations
along the depth of a reservoir was investigated. This is called vertical tracer profiling (VTP) in this
report. Stochastic permeability fields generated using information from this tracer test together
with a combinatorial optimization called simulated annealing based on the Metropolis algorithm
were compared with fields generated using other information. The known field used in this
comparison was measured on a sample of Antolini sandstone. The effectiveness of each generated
field was evaluated and compared with experimental waterflood and polymerflood data. In the
case where the actual vertical variogram was known, results showed that adding tracer data from
either a conventional tracer test or VTP could improve the quality of the generated stochastic fields.
The horizontal variograms from generated fields were always higher than the data. The closest in
terms of shape and values to the data was obtained using VIP. In the case where the actual vertical
variogram was unknown, use of VTP could generate a field with a similar vertical variogram to the
data. All the generated fields were shown to be effective in matching waterflood and polymerflood
data. The computational time required and the complexities of solving this inverse problem are
discussed.

INTRODUCTION

An interwell tracer test is done by injecting tracer at one well and producing it at a second
well nearby. Tracer production data can be related qualitatively to the flow behavior in a reservoir.
Faults, flow barriers, and fluid communication among layers within or between reservoirs can be
detected. Numerous papers have been published on using tracer data to characterize a reservoir.
In this report, the tracer production data measured at one location will be called an integrated tracer
breakthrough curve. Detailed information about layers, flow barriers, and channels in the reservoir
may be hidden under this integrated curve.

We propose another kind of tracer test where tracer samples are injected or collected at
different locations along the depth of the reservoir. The difference between this kind of tracer test
and the conventional tracer test is that tracers are injected or collected at more than one location. In
groundwater and hydrology, simulation and field applications of this technique, including both a
single-well and two-well tracer test, have been used to evaluate the mean, the apparent permeability
ratio among layers, dispersivity, and the position of a no-flow boundary (Pickens er al., 1978,
1981; Huyakorn et al., 1986). By injecting radioactive tracers in an injector together with a
logging tool in observation wells located between an injector and a producer, the preferential flow
path , injection profile, and width of each zone can be detected. This has been done successfully in
the oil field by Shell (Gesink et al., 1983), Exxon (Stiles et al., 1983), and Conoco (Albright,
1984). This information is then used to develop a reservoir model for further enhanced oil
recovery programs. A combination of injecting different tracers at different depths and making
measurements at different depths, either from logs or from samples, can provide much more
information than a single integrated measurement. In this report, this kind of tracer test will be
called VTP. Because of the difficulty of this problem, this technique has been used by others in
only a qualitative manner based on the assumption of no crossflow between layers. There are no
publications on general methods for using information to obtain the permeability distribution of a
reservoir. For the case of no crossflow, one can see that a ratio of average permeabilities between
layers can be calculated directly from the ratio of breakthrou gh times of tracers. A problem arises
in the case of high crossflow, where fluid in the high-permeability layer moves slower and fluid in
the low-permeability layer moves faster than in the case of no crossflow. Thus, a permeability
ratio cannot be related directly to the ratio of travel times or the first moment of tracer data from
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each layer. We will investigate if it is still possible to use this information to characterize a
TESEervoir.

The main objective of this research is to investigate the advantages of using more
information from VTP compared to less information from the conventional tracer test. What
information can be gained by making more measurements? We will show how the inverse
problem can be solved to obtain the permeability distribution of a given reservoir using different
measurements. However, these results should be considered only preliminary since much more
needs to be done along this line of research.

PROBLEM STATEMENT

Given a frequency histogram or frequency distribution of permeability for a reservoir, is it
possible to find an arrangement or structure of these permeabilities? What kind of information will
be needed to solve this problem? Using a geostatistical technique, a permeability field can be
generated by specifying the variance of the permeability and correlation lengths. Multiple
realizations can be generated by varying the seed number of a random number generator. By
making multiple simulation runs with different realizations and averaging the results, an error band
can be obtained. This creates some difficulties in selecting the correct reservoir model. These
permeability fields may not lead to the correct flow characteristics of the reservoir. There is a need
to develop a good reservoir model that is less ambiguous and satisfies both the statistical properties
and flow behavior of the reservoir. Tracers are useful for this purpose, especially if VTP is used,
but what is the best way to use and analyze these data?

APPRCACH

Permeability fields generated using different sources of information such as horizontal
variogram, vertical variogram, integrated tracer breakthrough curve, and VTP will be compared.
The effectiveness of each permeability field will be evaluated using experimental waterflood and
polymerflood data. A combinatorial optimization called simulated annealing based on the
Metropolis algorithm will be used to generate these permeability fields, minimizing different
objective functions. The complexities and difficulties in applying this optimization algorithm will
be discussed. The objective function is calculated by summing the squares of the differences
between known values and calculated values at each iteration. These values are

(a) horizontal and vertical variograms,

(b) vertical variogram,

(c) vertical variogram together with integrated tracer breakthrough curve,
(d) vertical variogram together with VTP, and

(e) only tracer data from VTP.

First, a known permeability field is needed in order to evaluate the success of a generated
field. This known permeability field can come from a laboratory measurement or be generated
using a geostatistical technique. The one selected for this report comes from face D of a
heterogeneous Antolini sandstone core (Experiment AN-4). The reason is that in this experiment
the heterogeneous Antolini sandstone can be represented using a small number of gridblocks (NX
x NY x NZ =38 x 1 x 14). Experimental data on waterflooding and polymerflooding are also
available for fluid-flow behavior comparison. This experiment was performed by Wang (1994).
The dimensions of the core and measured core properties are shown in Table 1. Figure 1 shows
the distribution of known permeabilities measured using a minipermeameter for each square
centimeter. The data showed that both faces of the core have similar permeability distributions.
Figures 2 and 3 show the histogram of permeability and the known vertical and horizontal
variograms.

The experiment was conducted in the following steps. FlI‘St the core was saturated with
100% brine and then a primary tracer test was conducted. Figure 4 shows the primary tracer test
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data. The tracer slug size was 5.62 pore volumes. The next step was the first oilflood, which
continued until no more water was produced. Then a waterflood was carried out. The endpoint
mobility ratio for the waterflood was 1.2. A summary of waterflood data is given in Table 2. All
the values were obtained from experiment except for the two exponents of the permeability curves,
which were obtained by a history match of the oil recovery using the measured permeability field.
Figure 5 shows the estimated relative permeability curves. The experimental and simulated oil
recoveries are compared in Fig. 6. This should be considered a preliminary result, since other
parameters such as pressure drop should be considered in estimating the permeability curves.

After the waterflood was completed, a second oilflood then followed. Polymerflooding
was initiated by injecting a solution of 0.2 wt % (2,000 ppm) active polymer Naflo 3837. The
polymer was injected continuously until no more oil was produced. A summary of polymerflood
data is given in Table 3. Figure 7 shows relative permeability curves used in the simulation of the
polymerflood. The experimental and simulated oil recoveries are compared in Fig. 8. Polymer
viscosity vs. polymer concentration data were fitted using a three-parameter model. Measured
polymer viscosity at zero shear rate and shear rate at which polymer viscosity became half of
polymer viscosity at zero shear were obtained from experiment. Other parameters such as polymer
inaccessible pore volume, polymer adsorption, and polymer shear rate coefficient were obtained
from correlations (Ganapathy et al., 1991; Wreath, 1989). The increase in oil recovery for
polymerflooding is attributed to a decrease in the residual oil saturation. The final oil saturation
was 4 saturation percent lower after polymerflooding than after waterflooding starting at the same
initial oil saturation. See Wang (1994) for a discussion of this aspect. The ultimate oil recovery
was reached in 0.5 pore volumes compared to 1.5 pore volumes for waterflooding.

Simulation of waterflooding and polymerflooding of a homogeneous field are shown in
Figs. 9 to 11. The scatter in water-oil ratio data at the end of the watertlood results from the small
amount of oil produced compared to water. The amount of oil produced at the end of the
waterflood was in the range of 0.1 cc, which was about the accuracy of the measurement.
Simulation of polymerflooding for the homogeneous field shows that this polymerflood is not a
good displacement process to evaluate the effectiveness of generated permeability fields, because
the low mobility ratio decreases the sensitivity of the oil recovery to permeability variations, just as
it is designed to do. We include these results to complete the analysis of Experiment AN-4 and to
emphasize that the effect of heterogeneity on oil recovery is process-dependent and that
polymerflooding can greatly improve oil recovery. For all runs, the same starting permeability
field, shown in Fig. 12, was used.

The objective of optimization is to improve the existing solutions using all the information
available. Simulated annealing is an approximation algorithm used to solve difficult combinatorial
problems where no exact solution can be found. A problem is said to be satisfactorily solved when
the solutions can be obtained within a reasonable amount of time. More information about this
algorithm can be found elsewhere (Aarts, 1989; Garey, 1979; Kirkpatrick, 1983; Johnson, 1989,
1991; Van Larrhoven, 1987). Our initial effort in this project was completed by Datta Gupta
(1992), who applied simulated annealing and genetic algorithms to generate stochastic permeability
fields using the vertical variogram and the integrated tracer curve. The use of the genetic algorithm
(Goldberg, 1989; Sen et al., 1992), which generates multiple starting configurations and combines
the best portion of each configuration to generate a new set of better configurations is a good
approach if parallel computing is used.

Simulated annealing is a randomized search algorithm or a search with a probability. It is
used in a combinatorial optimization where the variables are discrete and no derivative of the
objective function is available. A direct-search algorithm that moves only in the direction of lower
objective function (for minimization) will converge to a local minimum depending on the starting
point. Allowing an algorithm to make mistakes can improve the final solution. This is done by
adding probability to a direct search. The probability can be exponential or linear, and it contains a
parameter T (which was temperature in the original applications). As the number of iterations
increases, this parameter T is reduced, because once the global minimum is reached, we do not
want to jump out of the global minimum. The rate at which this parameter T is reduced is called a
cooling schedule. The quality of the solution and the amount of computational time depend on the
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cooling schedule and the initial starting temperature, which is problem-dependent and has to be
determined by trial and error or numerical experiment. Several authors recommend using an initial
starting temperature that results in at least 98% successful moves. Johnson (1989, 1991)
performed a numerical experiment with a cooling schedule that showed that for a graph-coloring
problem, a successful move of at least 45% was needed, but to be conservative, he recommended a
starting temperature with 70% successful moves. The suggested cooling rate was between 0.90
and 0.98 of the previous temperature. Like any other algorithm that uses probability, repeated runs
are needed to ensure that the solution is close to or near optimum.

The iteration is started by randomizing or rearranging permeabilities of a known
permeability field. The initial field used in this case is shown in Fig. 12. The quality of the
solution does not depend on the initial starting field when the starting parameter T is high. Ateach
iteration, the starting field is perturbed by randomly selecting two gridblocks and interchanging the
values. Other forms of perturbing the field have been investigated, such as randomly drawing
permeability values from a given distribution, or fixing and not fixing the maximum and minimum
permeability values. A random number between zero and one is also generated at each iteration.
Once the field is perturbed, a new objective function is calculated based on this perturbed field.
The difference between the objective function at the new iteration and the last iteration is calculated.
If it has decreased, the perturbation is accepted as a new field. If it has not, calculate the
probability based on the parameter T and the change in objective function from the previous
iteration. If the probability is higher than the random number, the new perturbed field is accepted.
The procedure is repeated for a new lower temperature until the desired tolerance is reached. The
perturbed field is considered frozen when less than 2% successful moves are obtained
consecutively five times.

Run (a) Minimize the Difference Using Known Horizontal and Vertical
Variograms

This run was made as a base case for comparison with other runs. There are two reasons
for making this run. First, simulated annealing is an approximate algorithm. If the size of a
problem is small, it will give an exact solution as with any direct search or greedy algorithm. As
the size of problem grows, it will find a good solution close to but not necessarily the same as the
known permeability field. To appreciate how well this algorithm works, one must look at the total
possible configurations or arrangements of permeabilities. Given n gridblocks to be arranged,
there are n! configurations possible. This algorithm will take many fewer iterations than n! to give
a reasonable solution. The number of iterations will be discussed below when evaluating the
results. Because reservoir horizontal variograms are usually unknown, any permeability fields that
give the same flow characteristics as the field obtained from minimizing horizontal and vertical
variograms will be considered good solutions. Figure 13 shows an excellent match of both vertical
and horizontal variograms for Experiment AN-4. Figure 14 shows the permeability distribution of
the generated field. Figure 15 shows the h-scatter plot of this field compared to the known data for
each gridblock. If exact solutions were generated, all the points would fall on a 45° line. This case
shows that given the histograms of permeability and the vertical and horizontal variograms,
simulated annealing will give only approximate solutions. Figure 16 shows a comparison between
the measured and simulated tracer responses for this field after matching the horizontal and vertical
variograms. The simulated tracer curve is almost the same as when the experimental permeability
field was used, which indicates that using both vertical and horizontal variograms is sufficient for
this purpose.

Run (b) Minimize the Difference Using Known Vertical Variogram

This run shows that in general using only a vertical variogram will not be enough to obtain
a good permeability field. Figure 17 shows the permeability field at the end of a simulated
annealing run. Figure 18 shows the vertical and horizontal variograms for this generated field.
Even though the vertical variogram matches the data, the permeability distribution does not show
the continuity in the horizontal direction that the actual sandstone shows. Multiple runs have been
made, and each run gave a different result, but still did not show continuity in the horizontal
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direction. These results show that the permeability field obtained from minimizing the known
vertical variogram is not unique. Thus, other sources of data that contain information about
continuity in the horizontal direction are needed to improve the generated permeability field. One
advantage of minimizing only the vertical variogram is the small amount of computational time that
it takes to reach the solutions. For each CPU second on the CRAY-YMP, about 5,000 iterations
can be made. The total run can be accomplished in just over 100 CPU seconds. This CPU time
can be reduced if the code is made more efficient and the optimum cooling schedule is used, but the
optimum cooling schedule is problem-dependent. Since it was not within the scope of this report
to find the optimum starting temperature and the optimum cooling schedule, a more conservative
cooling schedule was used. The starting temperature was chosen so that the number of successful
moves would be 98%. The slow cooling rate of 0.95 times the previous temperature and 2,000
iterations for each temperature step was used. At high temperature, the maximum number of
iterations was limited to 1,000.

Run (¢) Minimize the Difference Using Known Vertical Variogram Together with
an Integrated Tracer Breakthrough Curve

This run represents one of the best runs using a vertical variogram together with an
integrated tracer breakthrough curve. The field obtained using this method shows more continuity
in the horizontal direction than using only the vertical variogram. The generated permeability field
is shown in Fig. 19. Figure 20 shows the vertical and horizontal variograms of this field. Figure
21 shows the integrated tracer breakthrough curve compared to the data. Although both the vertical
variogram and the integrated tracer breakthrough curve show good agreement with the data, the
horizontal variogram is higher than the data. In this run and the next two runs, the cooling rate
was reduced to 0.9 and the maximum number of iterations at high temperature was reduced to 500
to save computational time.

Run (d) Minimize the Known Vertical Variogram Together with VTP

The known tracer responses at different locations in this run were obtained from simulation
since no data for VTP was available. First, a simulation run was carried out to obtain the known
VTP data. In this simulation, one tracer was injected across the face of the core and the
measurement was assumed to be taken from each layer. The objective function was the sum of the
squares of the differences of vertical variograms plus 13 tracer responses. Figure 22 shows the
calculated permeability field from this run. The calculated permeability field also shows more
continuity in the horizontal direction than by matching only the vertical variogram. Figure 23
shows the vertical and horizontal variograms of this generated field. This horizontal variogram is
the closest to the data of any of the runs made in this study. The smoothness of this horizontal
variogram is clearly seen from Fig. 23. :

There were some difficulties in simultaneously matching so many curves. The match was
not so good as when matching only the vertical variogram together with an integrated curve. To
see how well the match compared to Run (c), all of the 13 tracer responses were summed to give
an integrated curve. Figure 24 shows the integrated curve from this run compared to the data. We
also simulated VTP using the field from Run (c) to see how well the tracer responses from each
layer would match those of simulated data. The match for each layer was not good.

For Runs (a) to (d), we made an assumption that the vertical variogram was known. Our
experience is that the quality of the solutions depends a lot on the vertical variogram. In actual
reservoir applications, information about the vertical variogram is obtained from logs and core data
at well locations, and these may not be very accurate or may not be available at all wells. This
motivated us to investigate how VTP could provide information about the vertical and horizontal
variograms.

Run (e) Minimize the Known Tracer Data from VTP

In this run, the simulated tracer test was done by injecting each layer with one tracer. A
total of 13 different tracers were simulated. The tracer responses were calculated at a single
location (surface location). Therefore, the total of 13 tracer-breakthrough curves were generated.
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These tracer responses were calculated by summing all streamlines originating from each gridblock
at the injector.

This run was made to investigate if VTP can be used in the case where the vertical
variogram is not available or not reliable. The objective function is to minimize sum of the squares
of the differences of all the known and calculated 13 tracer breakthrough curves at each iteration.
Figures 25 to 35 show the 13 calculated tracer responses compared to the synthetic data. Figure
36 shows the calculated permeability field. As one can see, the major features of low permeability
streaks at the top followed by series of high- and low-permeability streaks are present. Although
the generated permeability field only shows qualitative resemblance to the known field, it shows
much improvement from the starting random field. Figures 37 and 38 show the vertical and
horizontal variograms from this field. The vertical variogram shows some resemblance with the
known vertical variogram. The major difference is at a lag distance of 12 cm, where the highest
contrast of permeability values occur. Asin other runs, the horizontal variogram shows higher

values than the known horizontal variogram. This run took approximately 10 CPU hours on our
IBM RISC-6000/530 workstation.

EVALUATING THE EFFECTIVENESS OF PERMEABILITY FIELDS FROM
SIMULATED ANNEALING

In order to compare how good each permeability field is, the same physical data given in
Tables 2 and 3 were used in all runs. For comparison purposes only, a homogeneous field result
is also shown.

Comparison with AN-4 Waterflood Data

Figures 39 through 42 show the oil recovery and water oil ratio as functions of pore
volume for the homogeneous case, the known permeability field, Run (a), and Run (b). Oil
recovery and water oil ratio from Runs (c) and (d) are shown in Figs. 43 to 46. Figures 47 and 48
show results from Run (e). All the water-oil ratios computed using different fields agree with the
experimental data except Run (b). Gravity also does not affect the recovery because the pressure
head is small.

Comparison with AN-4 Polymerflood Data

Figure 49 shows the oil recovery for polymerflooding for all the fields. The displacement
is piston-like and thus heterogeneity has little or no effect on oil recovery. Thus, this is not a good
comparison when evaluating the effectiveness of different fields. But it does show that one can
virtually eliminate moderate degrees of heterogeneity by using polymer.

DISCUSSION

Minimizing the tracer response requires a lot of computational time. Each tracer response is
equivalent to one simulation run. At each perturbation, a new pressure field is required. Although
we have used an efficient solver together with an efficient semianalytical technique (Datta Gupta,
1992) to solve for tracer concentrations, the total CPU time is still very large, since so many
simulations are required. Without the use of the semianalytical technique, it is not possible to
complete a run. As shown by Johnson (1989, 1991) in his graph-coloring problem, many
iterations can be saved by using a good starting configuration. Starting the iteration by minimizing
the vertical variogram first and then optimizing the tracer response together with the vertical
variogram at a low temperature may not give a solution as good as starting the field at a high
temperature. The reason is that the field obtained from minimizing the vertical variogram may not
contain information about the known field (as shown in Fig. 17) and thus it may not be a correct
path leading to the solution. To take full advantage of this method, one has to start the iteration
using a field closer to the known field. Another problem is the difficulty in choosing a good
starting temperature. If the starting temperature is too high, randomization will occur. If the
temperature is chosen too low, the field will be frozen. Experimenting with different starting

9



temperatures is then required if one desires to start the iteration at a low temperature.

For each CPU second on the CRAY-YMP, four iterations or simulations were performed.
The total number of iterations required is generally in the order of 60,000 (this number of iterations
is a very small fraction of the total number of possible solutions). The number of iterations
required can vary depending on the starting temperature, the cooling schedule used, and the
stopping criteria. For this size of problem (number of blocks NX x NY x NZ= 494), it will
require 10,000 seconds or more on the CRAY-YMP. Many runs have also been made using our
IBM-RISC 6000. If running in batch mode, it takes approximately one day to complete a run on
this RISC 6000.

More than 20 permeability fields have been investigated by minimizing the vertical
variogram together with an integrated tracer breakthrough curve and also with VTP. The results
always show an improvement over using just the vertical variogram, but still not close to the
known field. The main features, such as high- and low-permeability streaks, can be seen.

Because the information about crossflow and the vertical variogram is contained in the
tracer data from VTP, we speculate that a better field should be generated using this information.
There are two reasons why, using more information, Run (d) did not give much improvement over
using less information, Run (c). The first one is that we cannot fully match all 13 tracer responses
as well as we matched one integrated curve. Since there are more functions to be matched, more
computational time is required. The computational time required to match one curve is already very
great. Therefore, it is not practical to reduce the cooling schedule further. (Another method that is
more efficient and practical is being investigated to utilize additional tracer data.) The second
reason is the assumption of a known vertical variogram in Run (c), which is contained in the VTP.
In any case, the flow behavior of the fields generated using either an integrated breakthrough curve
or VTP agree with the single-phase flow of tracer data and also waterflooding data.

Tracer data from VTP are shown to be an important tool to generate a field that gives the
same flow behavior for both single-phase and two-phase displacements as does the known field
without making any assumption about the known vertical variogram. Although we have not
shown any results using only an integrated curve for comparison, experience with other
permeability fields show more randomness after matching only the integrated curve.

We have presented the results of permeability fields obtained from using different sources
of information together with the fluid-flow behavior in these fields. Oil recovery and water-oil
ratio show excellent agreement with the experimental data for waterflooding. For
polymerflooding, the displacement is favorable and thus heterogeneity has little effect on the oil
recovery. If a good displacement process is used, the effect of heterogeneity can be minimized.

Depending on what kind of enhanced oil recovery process is used after tracer injection, the
generated field should be evaluated using the same process and as close to the field conditions as
possible. For a miscible displacement where the density of the displacing fluid is different from
the displaced fluid, such as a CO, miscible flood, heterogeneity may have more effect on the oil
recovery of the calculated field than the immiscible waterflood displacement shown in this report.

In the case where the vertical variogram is available, it is possible to generate a field that
has the main qualitative features of the known field. The horizontal variograms from different runs
are always higher than data. Of all the horizontal variograms, Run (d) shows the greatest
smoothness and is closest to the data. Although the horizontal variogram cannot be determined
directly, the generated fields give the same result in a single-phase, matched-density displacement
and in an immiscible displacement. Using only tracer data from the proposed VTP, the vertical
variogram can be qualitatively inferred. This generated field also satisfied tracer data and
waterflooding data.

Simulated annealing is a good optimization algorithm but requires a large number of
iterations. The quality of the solutions depends on the number of iterations. Therefore, we next
investigated an alternative procedure that takes much less computational time and yet produced
superior results.

The problem can be handled by limiting the solution space to a more likely possible
solution by making an assumption that the horizontal variogram of the reservoir can be expressed
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in a functional form with different parameters. Simulated annealing is used to generate a field
according to the variogram function and a multiple nonlinear parameter estimation is used to history
match the tracer data. Since simulation is performed only at the end of each simulated annealing
run, a lot of computational time can be saved. Any variogram model can be used (nugget effect,

hole effect, sill, or without sill). The following example models are given together with model
equations.

1. Linear (2 parameters, c, and by)
Y1 (h) = cg + bph  ;cy20

2. Spherical (3 parameters, c,, Cg, and ag)

h h\?
'Yz (h) CO + CS 155“"05(8—)

1Cn,C 20, h<a
s R O'~s

S

Yo(h) = cg + cg i€y Cg20, h>ag

3. Exponential (3 parameters, c, Cq, and a,)

Y3(h) = cg + ce{1.0 -exp(éhé—)

;CpCeN20
4. Rational quadratic (3 parameters, c,, ¢, and a;)

2
ch

2

)
1+~
{ &y

5. Wave (3 parameters, c,, Cy,, and a,,)

;co,cr,ar,h 20

6. Power (3 parameters, Cy, by, and 1)

|
'Y6 (h) = CO + bp h* ) Co,b h> O,ldSZ

pl
7. Nested

n

¥7(h) = X v (h) ;h=0

i=1

Figures 50 to 53 show different variogram models. The following is the proposed
procedure:

1. Obtain an upper bound of horizontal variogram by making one simulated annealing run
minimizing the known vertical semivariogram.
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em) = Y {Wehy) - Walh))?

all i

In the above expression, Yyc(h) and Yya(h) are the computed and experimental vertical
variograms, respectively.

2. Choose a horizontal variogram model and make an initial guess of the parameters.

3. Make one simulated annealing run minimizing the following objective function.

em) = > Al vvolhi) - wahd}2 + D Agj{¥ne(hy) - Yaa(hy)}?
all i all j

7"1i = 1/{'Yva(hi) + ’ch(hi)}2
A2 = 1/{na(hy) + Ync(h))}?

Yhe(h) and Yha(h) are the computed and experimental horizontal variograms, respectively.

A1j and Apj are the weights for the two parts of the objective function.

4. Call UTCHEM to get a tracer response corresponding to the permeability field from
simulated annealing.

5. Estimate a new set of parameters (horizontal variogram) by history matching tracer data
using the following objective function.

e(m) = 2 { Ci,c(éz 1) - Ci,a(& ,t)}z

all i

Cc(t) and Ca(t).correspond to the computed and actual tracer histories.

Assuming tracer production data can be written as a nonlinear function of parameters to be
estimated, then for each tracer data point i

C. = F(ot) i=1,n_

Using a Taylor's series and expanding C up to the first order term around the initial estimate oty

- aF((_X’,ti)ﬂ _aF(&,ti)-
Cia = F(ogt)+ (o—a {—-———_* oo + (Opp—0l0 ) | ——|
i,a (o0, i) + (a—an ) 901 5o + ( Onp O)Laanp_ao
CE(E4 - IUNE R ENE RN
Cia-F (oo ti) = (o ao){ 0, _EO+....+(anp oco)L 30ms 5o |

The above equation can be written as
where
o = Cia-F(00,1i)
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Bj - al_ajo , J = 1,2,... np

9F(aL, 1) . .
DI,]_ {‘""a_&_j—}ao 11'—1’n J"'lanp

This system of equations becomes n (data point) equations in np (number of parameters)
unknowns. This is a multiple linear regression with parameters [3 At each iteration, a new set of

parameters (B] ) is estimated and the objective function is calculated as

n data point
~ 2
em) = D, (o-o)
i
where
o = B1ui’1+ B2Di,2 +...+B Ui’np

o = Cia-F (g, t;)

The derivative of this function with respect to the parameters is computed numerically.

6. Generate a horizontal variogram according to the model and the new parameters.

7. Repeat steps 3-7 until convergence is reached.

To illustrated these procedures, a permeability field is generated using the MDM method
(Yang, 1990). The generated field is shown in Fig. 54. This permeability field is used as the
synthetic data (actual permeability field). Figure 55 compares the produced tracer concentration
from the simulation of the tracer flow in the actual permeability field to the produced tracer
concentration from the above procedure using a spherical horizontal variogram model. The
produced tracer concentration from a random permeability field is also plotted on the same figure.
The simulated produced tracer concentration matches the synthetic data well. Figure 56 shows the
permeability field generated using the proposed procedure and Figure 57 shows a scatter plot of the
permeabilities for each gridblock. This plot shows good results since most of the points are close
to the 45° line. The derived horizontal variogram is shown in Fig. 58. Simulation of a waterflood
with endpoint mobility ratio of 15 is shown in Figs. 59 and 60.

Another run was made to see the sensitivity of selecting a different variogram model.
Figure 61 compares the produced tracer concentrations from synthetic data and from the above
procedure using an exponential horizontal variogram model. Figure 62 shows the generated
permeability field. The scatter plot is shown in Fig. 63, and Fig. 64 shows the derived horizontal
semivariogram. The generated permeability fields from using two different models satisfy the
vertical variogram and also the tracer data. The derived permeability fields and horizontal
variograms are close to the synthetic data. Qil recovery and water-oil ratio from the waterflood
also show good agreement with the synthetic data. The results indicate that the generated
permeability field is not sensitive to the variogram model selection. The advantages of this new
procedure are less computational time (2,000 CPU seconds on Cray YMP compared to 15,000
CPU seconds) and better results. It should now be feasible to use a 3D model, do multiple
realizations, and include multiphase flow.
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Table 1. Core Properties (Experiment AN-4, Face D)

Dimension (L xH x W, cm) 0% 14 x5
Bulk Volume (cm3) 2,439
Pore Volume (cm3) 331

Porosity 0.14

Oy, i 0.82

Vip 0.56

Maximum Permeability (md) 974.7
Minimum Permeability (md) 24.9
Arithmetic Average (md) 338.9
Standard Deviation (md) 205.4

e e e e |

Table 2. Waterflooding Data

Temperature (°C) 20
Injection Rate (cc/min) 0.2
Interstitial Velocity (ft/day) 1.02
Oil Type Texas Ranger Crude
Q - 1.07
A%

T 9.5

S 0.81

S.. 0.48
k2, 0.14

k?o 0.89

€, 1.0

€, 1.2
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Table 3. Polymerflooding Data

Temperature (TC—) 20
Polymer Naflo 3837
Interstitial Velocity (ft/day) 0.07
Polymer Injection Continuously
Polymer Screen Factor 12.5
Polymer Concentration 0.2 wt%
Polymer Plateau Viscosity 15.5
S.; 0.84
S, 0.44
kfw 0.08
K° 0.94
Cw 3.0
e, 2.0
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Fig. 2. Frequency histogram for permeability data from face D of heterogeneous Antolini
sandstone core (Experiment AN-4)
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Fig. 3. Measured variograms from face D of heterogeneous Antolini core (Experiment AN-4)
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Fig. 4. Comparison of primary tracer injection data of Experiment AN-4 and simulations
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Fig. 16. Comparison of primary tracer injection data of Experiment AN-4 and simulations

25



weiSowreA (8ot Afuo Sursn (q) uny woly pareIausad proy Anfiqesundd -

000} 006 008 00L

009 005 00 00E 002 OO

~QANM<t WO OMN~NOOD

26



=
<

Sur[esuue poTe[nIIS PUE elep Jo swresoureA usamlaq uostredwo) gl Sy

LER LI

() 9ouesi(y e
¢« o¢ s ot ST 0 ¢ 0
T T 34535050860363036¢0505900°7]
A\ ............. " .a..om
Y \ .fl..?m

y 4
weI3oUe A [EIUOZLIO

LIS

WesSOLeA [EOTHIA

1L 1 1

‘

ﬁ--wn------- el )

Bur[eouuy PIR[UIIS ========

meq  ©

Tt

sureI3oLIeA TEOTLIAA A[uO 35N :(q) umy

L =

00

¢o

01

¢l

07

4

0¢

St

Surer30e A

27



9AIND Y3nonyyealq paeidaur ue E.MB 10419801 wreiSoLrea [eonIaA Suisn (0) uny w0l PajeIauas praLy szmocuom. ‘61 814

000+ 006 008 ~ 00L 009 0OS OO¥ 0OE OO 001 0

~—TANMOT O OMNOO®D

28



3-5 LELELS LI R I LELLE lIllIIllllllllllllllllllJ

é H Run (c): use vertical variogram

3.0 F together with integrated tracer bt. curve

2.5 E ’ ' -
é’ - o Data
5 20E , .
2 - LN Simulated Annealing
E 1.5 E | Vertical Variogram | :‘_—'"" E :

1.0 : Horizontal Variogram _E

0.5 é ’me"nz , E

5 Ey e e —m |
0.0 £20006000099000090009900999907
5 10 15 20 25

o

Lag Distance (cm)

Fig. 20. Comparison between variograms of data and simulated annealing
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Fig. 21. Comparison of primary tracer injection data of Experiment AN-4 and simulations
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Fig. 23. Comparison between variograms of data and simulated annealing
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Fig. 24. Comparison of primary tracer injection data of Experiment AN-4 and simulations

31



0'20 L] T L ] T T

| L] ¥ l L ) - L] l T 1 ] L ] I L] 1 L] l T ¥ L] i
[ Produced Tracer Concentration No. 1 | ]
- 0.16 _ e ‘
g i
=~
£ 0.12
QL ™ -
o L. -
S [
~ 0.08
8 B .
& - Optimizati 7
= - mizatuon -
0.04 Simulated data "]
0.00 0
0 2 4

Fig. 25. Comparison between data and simulated annealing
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Fig. 26. Comparison between data and simulated annealing

32



0.20

0.08

Tracer Concentration

0.04

0.00

0.20

0.16

.:
-
[\°]

o
o
(s3]

Tracer Concentration

o
[
Y

0.00
0

L L] L] Ll L] L) 1 i I 1 L] ¥ I L L) L] l 1 L4 L l L L] L

Produced Tracer Concentration No. 3

0.16

0.12 |

Fig. 27. Comparison between data and simulated annealing

- Produced Tracer Concentration No. 4

Fig. 28. Comparison between data and simulated annealing

33




0'20 L L] L] ¥ L) L] L] ] L] l ¥ ¥ L4 J T L T I L) L] L] I T L L]

L Produced Tracer Concentration No. 5 | ]
o 0.16 e
5 I i
% 0.12 | Data :
8 B
E pos -
§ 0.08 - f ” -
=g 5 ' : Optimization : ]l
0-04 . /’Op :
0.00 o L L1 1 " | ‘ ‘ ‘ N
0 2 4 6 8 10 12 14
PVI
Fig. 29. Comparison between data and simulated annealing
0‘20 B L] 4 L] L] L 4 T L | L) L L ¥ l Ll L} L) l L] L I. l L] L] L l
- : Produced Tracer Concentration No. 6
0.16 i nnmm:gm:m:mnm:
g | R |
E [ Simulated Data
g 0.12
8 - ]
8 5
O K q
0.08
S ]
= 0.04 [ Optimization i
0.00 ; 11 T W | TN O |
0 2 4
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Fig. 32. Comparison between data and simulated annealing
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Fig. 37. Comparison between vertical variogram of data and simulated annealing
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Fig. 38. Comparison between vertical variogram of data and simulated annealing

39



e
~

o
W

T T ™ T T

Horr.logenCOgS  Dam Slmulated Annealmgs

T ) T T

-—H'b_-—“

e
)

Oil Recovery (fraction of
original in core)

Run (a): use horizontal and vertical variograms

05 10 15 20 25

PV

Fig. 39. Comparison between waterflood data and simulated annealing

100 —

T 1

Homogeneous

80 [

/ Slmulated Anneahng/.

60 [

Run (a):

use horizontal and vertical vanograms o V .
o ]
(®)

Water-Oil Ratio

Fig. 40. Comparison between water-oil ratio of data and simulated annealing

40



Oil Recovery (fraction of

original oil in core)

Water-Qil Ratio

o
()

S
S

e
w

Homogene%ous Simulated Anne&;ling

T T T L maamn r T L T ¥ L T ¥ T T

Daia

Q-

Run (b): use only vertical variogram

.1.0. -
PV

0.5

.1.5. -

2.0 25

Fig. 41. Comparison between waterflood data and simulated annealing

100

T )
l Run (b): use only vertical variogram | Homogeneous :
80 | . / ]
e ’ f e
[ / X 1
60 Simulated Annealing
' RAIRE
40 | :
4 o5 @
- // ooooo
4
L . \
201 A s> Data
M i
0. 0.2 0.4 0.6 0.8 1.0 1.2

PV

Fig. 42. Comparison between water-oil ratio of data and simulated annealing

41



r—r T

- Homogeneous Data | = Simulated Annealing
S 04 [ o e
S I 3
85 03[ [; i
E% [ Run (c): use vertical variogram together
2 'S [ with integrated tracer bt. curve
8.5 0.2
& B [
U
© 01 !
4 I P I
0.0 0.5 1.0 . 1.5 20 2.5
PV ' '

Fig. 43. Comparison between waterflood data and simulated annealing

100 —T 1
Homogenéous
80 | L/
2 , P
S Run (c): use vertical variogram together !
5 60 || withintegrated tracer bt. curve |-~ Simulated Annealing -
B / :
] B e e mes e stemeesenebomessemmieemmeesamssemsetmbrnmsscmsssneessmserensepm gl eend Lo O -
= / o ° -
i / o o2 \ ]
20 - /- o Data -
0.0 0.2 0.4 0.6 0.8 1.0 1.2

PV:
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SECTION II
SWEPT VOLUME, RESIDUAL OIL SATURATION AND FLOW PATTERN
USING THE FIRST-MOMENT METHOD

SUMMARY

This report investigates the accuracy of swept volume calculated from the first-moment
method using tracer production data from an interwell tracer test. Because of heterogeneity, a
tracer response has a long tail and much information is contained during this period. It is more
likely in an actual field application that this tail will not be accounted for because the test is stopped
too early or the produced tracer concentration falls below the detectable limit. Results of swept
volume calculated from the first-moment method of tracer production data are compared with ones
from reservoir tracer concentration contours from simulations. It is shown that the lower the cutoff
concentration, the smaller is the difference between the swept volumes from the first moment and
the reservoir tracer concentration contours. A tracer with a lower detectable limit will give a better
result than a tracer with a higher detectable limit. Furthermore, the reservoir swept volume can be
different depending on the type of flooding process. There are an optimum injected slug size and
concentration that yield an optimum swept volume for different flooding processes.

The first-moment method is extended for partitioning tracers to determine the residual oil
saturation in-situ between wells. The theory is presented and then verified using 3D simulation
data. It is found that this method can give an accurate residual oil saturation for a very
heterogeneous reservoir and a nonuniform (local) distribution of residual phase. There is no
assumption required about the shape of the partitioning and nonpartitioning tracers. This method is
being applied to a field application using data from a field gas tracer test of the Shallow Oil Zone
(S0Z) reservoir located at the Elk Hills Naval Petroleum Reserve in California (NPRC). Results
are reported in Section II1.

The application of the first-moment method to determine the residual phase saturation is
further extended to obtain a saturation map of a residual phase. This is done using simulated data
from a new tracer test called Vertical Tracer Profiling (VTP). Results show that VTP can provide
insight into the flow pattern of a reservoir where a conventional tracer test cannot. In the limiting
case of a noncommunicating layered reservoir, the swept volume and residual phase saturation of
each layer can be obtained with VTP. Furthermore, if crossflow is small, a saturation map of the
residual phase can be estimated. The difference between the calculated residual phase volume from
VTP and simulated data increases with the degree of crossflow. For a reservoir with large
crossflow, exact location of the residual phase may not be so critical as for a reservoir with small
crossflow because of greater sweep efficiency. Bypassing or undetection of the residual phase by
injected tracers is not likely for a reservoir with large crossflow. The use of selective injection
combined with VTP is shown to provide the most information about crossflow and reduce the
chance of bypassing the residual phase by injected tracers.

INTRODUCTION

Many authors have related the first and second moments of a tracer response to the degree
of physical dispersion for different boundary conditions (Levenspeil and Smith, 1957; Van der
Laan, 1958; Aris, 1958). Some of these results are tabulated in Himmelblau and Bischoff (1968).
Beier and Sheely (1988) used the first-moment method to estimate the reservoir swept volumes
between wells at the MCA unit in New Mexico. Tester er al. (1982) used cutoff fractional recovery
of tracer to define a truncated integral mean volume. He defined the 90% truncated integral mean
volume as
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where tgq is the time at which 90% of the injected tracer has been recovered. Robinson (1985)
used the internal residence-time distribution to evaluate the fluid flow and temperature pattern of a
geothermal reservoir. He also showed that in a tracer experiment, the tail of a residence-time
distribution curve can be extrapolated using different functions and the calculated pore volume is
not sensitive to these functions. The accuracy of the swept pore volume as a function of effective
or cutoff concentration from the first-moment method compared to actual reservoir swept pore
volume has not been reported in the literature.

This report investigates the swept volume calculated using the first-moment method with
the tracer production data from an interwell tracer test as a function of cutoff concentrations.
Because of heterogeneity, a tracer response has a long tail and much information is contained
during this period. It is more likely in an actual field application that this tail is not accounted for
because the test is stopped too early or the produced tracer concentration falls below the detectable
limit. The detectable limit depends on the kind of tracers and also the analytical method used to
analyze the tracer samples. Therefore, the swept volume varies with the minimum detectable
concentrations or cutoff concentrations.

The following is the problem statement. Can the first-moment method be used in an actual
field application to obtain an accurate estimate of the reservoir swept volume? If so, what are the
underlying assumptions of this method and how accurate or reliable is the result compared to actual
reservoir swept volumes ?

This report is divided into three sections. The first section involves 2- and 3D simulations
of tracer flow using different well patterns. The swept volumes from the first moment of simulated
tracer production data are then compared with reservoir tracer concentration contours from
simulations. The next section is an extension of the first-moment method applied to partitioning
tracers for the purpose of residual phase saturation determination. The last section combines the
first-moment method with tracer production data from VTP to determine the flow pattern inside the
reservoir and investigate the possibility of obtaining a saturation map of the residual phase.

SIMULATION STUDY OF SWEPT VOLUMES

The assumptions in this study are constant injection and production rates and that tracers
are not adsorbed on the rock surface. The following procedure is used in this study. First,
stochastic permeability fields are generated using geostatistical techniques. Second, these field are
used as input in a finite-difference numerical reservoir simulator to simulate an interwell tracer test
using nonadsorbed tracers. The tracer production data from the simulator are used in the first-
moment calculation. A subroutine is implemented in the simulator to count the number of
gridblocks that encounter tracer concentrations greater than some specified cutoff value. These
numbers are contours of reservoir tracer concentrations. Because of numerical dispersion, these
contours will be higher than the actual swept volume. By averaging the contours of different
tracers, numerical dispersion is then minimized. These two results are compared as functions of
cutoff concentrations.

The first moment with respect to volume is defined as
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where Q = rate between injector and producer.
The amount of tracer produced at any producer can be calculated from

and

m, = Q, f c dt, (5)
m
Q= “m—l_) Q ©)

The followinlg patterns are used in this simulation study: a five-spot pattern with balanced
injection and an irregular pattern with unbalanced injection. Both homogeneous and heterogeneous
and 2D and 3D are used.

Five-Spot Pattern with Balanced Injection
The pattern under study is a square of size 620 ft x 620 ft and is 20 ft thick. Four injectors

located at the corners are operating at 1,000 ft3/day. The producer is located in the middle and
producing at constant pressure. Tracer is injected at Injector 1 located at the lower left corner of
this pattern. The tracer injection interval is 10 days. All tracer concentrations in this study are
normalized by the initial injected concentrations. Figure 1 shows an areal view of the five-spot
grid, well location, and different swept volumes.

2D, homogeneous five-spot pattern

This is a test case before making a more complicated investigation. The objective is to
show that the procedure of using tracer concentration contours from a finite-difference numerical
reservoir simulator as a way of obtaining the swept volume is accurate. The grid size used is 31 x
31 x 1 (NX x NY x NZ). For this simple case, the swept volume is 25% of the total pore volume.
Figure 2 shows tracer production data used in the first-moment calculation. The breakthrough time
is 300 days and the peak is located at 380 days. Tracer response shows a long tail because of the
flow pattern. Table 1 shows the result of the first-moment calculation at different cutoff
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concentrations. At a cutoff concentration of 10'3, the first-moment calculation shows 4% lower
swept volume than the tracer concentration contours. This is because of the slow moving tracers
along the outer streamlines that have not been accounted for in the first-moment calculation. At
longer time or smaller cutoff concentration, the two methods approach the same correct answer as
shown in Fig. 3. This is a good example to show the effect of cutoff concentration in the first-
moment method. For a more realistic field with heterogeneity, one would expect the difference to
increase if tracer responses are truncated at high cutoff concentration. This effect will be shown in
the next simulation run.

2D, heterogeneous five-spot pattern
To see the effect of heterogeneity on the swept volume calculation, the same input as in the
homogeneous case is used except for the permeability field which was generated using the MDM

(Yang, 1990) with a seed number of 87,654, Vpp of 0.81 (0 15 = 1.7, CV=2.231), correlation
lengths in both the X and Y directions of 300 ft. Figure 4 shows the permeability field from the
MDM. Four tracers were simulated and each is injected in a different injector. The names of these
four hypothetical tracers correspond to the number of their injector. The use of multiple tracers
enables different regions to be investigated. Figures 5 and 6 show the simulated production data.
Tracers 2 and 4 break through about the same time at 170 days of injection and peak at 240 days.
The next tracer to break through is Tracer 1 at 300 days which is about the same time as in the
homogeneous case followed by Tracer 3 at 350 days. The late breakthroughs of the last two
tracers and long tails compared to the homogeneous case indicate that the area around Injectors 1
and 3 have low permeabilities. The early breakthroughs of Tracers 2 and 4 indicate the possibility
of channeling and a high-permeability area between the producer and Injectors 2 and 4. This
analysis agrees with the observation of the permeability field that shows a high-permeability area
located at the upper-right corner, or near Injector 4, and also near Injector 2. Tables 2 to 4 show
results of the first-moment calculation from the four tracer responses.

Figures 7 and 8 show comparisons between swept volumes from the first-moment
calculation and tracer concentration contours as a function of cutoff concentration. At a cutoff

concentration of 10'3, the swept volume from the first moment is always lower than that from the
contours. Because streamlines that contain injected tracers have not reached the producer, they
have not been accounted for in the first-moment calculation. The amount of tracer produced as a
function of cutoff concentration is shown in Table 5. As the cutoff concentration is lowered, more
weight is put on the tail of the tracer responses and thus the swept volumes approach those from
the contours. The difference between the two calculations ranges from 1 to 8% at a cutoff

concentration of 10'3. At a cutoff concentration of 104, the maximum difference is about 6%
between Injector 2 and the producer. However, the first-moment calculation shows about 1 to 2%

difference for other injectors. At the small cutoff concentration of 100, the two calculations give
the same results.

3D, heterogeneous five-spot pattern

We have investigated the swept volumes in 2D simulation, and the results from the first-
moment method agree well with the tracer concentration contours. In the actual field, the flow is
3D. The objective of this run is te include the 3D flow effects with realistic heterogeneity. The
permeability field was generated using the MDM (Yang, 1990) with a seed number of 87654, Vpp
of 0.90, correlation length in both the X and Y directions of 300 ft and zero correlation length in
the vertical direction. The generated permeability field is shown in Fig. 9. The grid size used was
31 x 31 x 5 (NX x NY x NZ). All other data were unchanged from the previous two cases except
for the grid size in the Z direction and the permeability field.

Figures 10 and 11 shows simulated tracer production data. Comparing this run with the
2D case, all four tracers show earlier breakthrough times, lower peak values and longer tails than
for the 2D case because of heterogeneities. The first tracer to break through is Tracer 1 followed
by Tracers 3, 4, and 2, in that order. Tracer 2 has the longest tail and thus indicates that the
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highest heterogeneity is between Injector 2 and the producer. The early breakthrough time of
Tracer 1 indicates that the area between Injector 1 and the producer has the highest permeability.
Since this breakthrough time and peak location are not very different from those of the other
tracers, it is not likely that there would be a channel between this injector and the producer. Tracer
3 shows a double peak, which is a characteristic of high-permeability contrast between layers.
Tables 6 to 9 show the results of the first-moment calculations. Figures 12 to 15 compare
swept volumes obtained from the two methods as a function of cutoff concentrations. From the
tracer concentration contours, the largest swept volume is between Injector 2 and the producer and
the smallest volume is between Injector 3 and the producer. The swept volume between Injector 4
is slightly higher than that between Injector 1 and the producer. At the large cutoff concentration of

103, the first-moment method gives much lower volume than the actual volumes. The largest
difference is about 24% with Tracer 2, and the smallest is 9% with Tracer 3. As the cutoff
concentration is lowered, the differences between the two methods become smaller. At a cutoff

concentration of 107 , the difference ranges from 2 to 10%. At a cutoff concentration of 10'6,
Tracer 3 indicates less than 1% difference between the two methods. When all tracers are
produced, the two methods will converge to the same answer.

To confirm results from the UTCHEM simulator and the procedures used to eliminate
numerical dispersion in calculating tracer concentration contours, a streamline model using a
semianalytical technique based on transit-time calculation was used to double-check the swept
volumes. Figures 16 to 19 compare tracer production data from the 3D, semianalytical technique
developed by Kurihara (1994) and from UTCHEM 5.1. Table 10 shows swept volumes from
summing the product of flow rate and transit times using 12,000 streamlines, and also swept
volume from tracer concentration contours from UTCHEM 5.1. The total swept volume will sum
to 100% when an infinite number of streamlines are used. The good agreement of the tracer
production data and swept volumes obtained from the semianalytical technique and UTCHEM 5.1
shows that the swept volume from tracer concentration contours is correct and free of numerical
dispersion.

Irregular Pattern with Unbalanced Injection

The objective of this run is to show that the first moment can be applied to any well pattern,
well rate, and any degree of heterogeneity as long as the assumptions of nonadsorbed tracer and
constant rate are not violated. The shape of the reservoir is a square of length 165 ft on each side.
The thickness is 20 ft and porosity is 25%. The grid size is 30 x 30 x 1 (NX x NY x NZ). Two
injectors and two producers are used in this simulation. Injector 1 injects water at a constant rate of

280.75 ft3/D and Injector 2 injects at a constant rate of 168.45 ft3/D. Both producers are
producing at the same constant pressure. Two tracers were used so that more regions can be
investigated. The names of the tracers again correspond to the names of their injectors; Tracer 1 is
injected at Injector 1 and Tracer 2 is injected at Injector 2.

2D, homogeneous irregular pattern

Figure 20 shows the well locations and streamlines for this homogeneous field. Figures 21
and 22 show simulated tracer production data at the two producers. Using the first-moment
method, four different swept volumes or regions can be computed since they are investigated by
different tracers. These volumes are labeled Vi, Vg3, Vg3, and Vg as shown in Fig. 20. Tables
11 to 14 show results from the first-moment calculations. Figures 23 and 24 compare the swept
volumes calculated using the first moment to the swept volumes from the tracer concentration
contours.

2D, heterogeneous irregular pattern
The permeability field is generated using the Turning Band Method (Yang, 1990). The

correlation length is 70 ft along one axis and 233 ft along the perpendicular axis. In order to
simulate channeling between the injector and producer, the permeability field is rotated 30 degrees.
Figure 25 shows the generated permeability field. The same boundary conditions as in the
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homogeneous case are used. Producer 2 produces all of the injected fluid from Injector 1 plus
about half of the injected fluid from Injector 2. Tracer 1 from Injector 1 does not reach Producer 1
because of the heterogeneity. Producer 2 produces both Tracer 1 from Injector 1 and Tracer 2
from Injector 2. Figures 26 and 27 show the simulated production data at Producer 1 and
Producer 2, respectively.

Tables 15 to 17 show results from first-moment calculations. Figure 28 shows the
streamlines for V1. Figures 29 and 30 compare the swept volumes from the first-moment method
and tracer concentration contours. The swept volume between Injector 1 and Producer 2 is the
volume swept by Tracer 1 (Vg1). The swept volume between Injector 2 and Producer 2 is the
volume swept by Tracer 2 (Vs2). The rest of the volume swept by Tracer 2 is called Vg3 and
includes the volume between Injector 2 and Producer 1. As simulation results show, the swept
volumes from the first-moment method also work for the case of an irregular well pattern.

In this study, a large amount of tracer is injected to ensure that the whole reservoir is
completely swept. In an actual field tracer test, the amount of tracer used is another factor in the
designing of a tracer test. If the amount of tracer injected is too small, the reservoir volume
investigated will also be small. Thus, the actual reservoir volume seen by a particular tracer will
depend on the amount of tracer injected. Even if the same amount of tracer is injected, the injected
concentration and slug size can be different. For the same amount of tracer injected, if the slug size
is too large, the injected concentration will be low or vice versa. For chemical or gas flooding
processes, the cost of the injected chemical could be high and there is an effective concentration
below which the displacing fluid is ineffective. This effective concentration depends on the
flooding process, or is process-dependent. Therefore, the swept volume for different processes
could be different depending on the amount of chemical used and the effective or cutoff
concentration. For a given amount of chemical used, there is an optimum injected slug size and
concentration for different processes that yield the maximum swept volume.

RESIDUAL OIL SATURATION DETERMINATION

Besides calculating the swept volume between wells from the tracer breakthrough curve of
a nonpartitioning tracer, the first-moment method can also be used to estimate the average residual
oil saturation between two wells. The method is based on the chromatographic separation of two
chemical tracers. The velocity of each chemical tracer depends on its partition coefficient. A tracer
with a higher partition coefficient will spend more time in the oil phase compared to one with a
lower partition coefficient. Hence, the velocity of a higher-partitioning tracer is lower and
breakthrough time is longer. If the partition coefficients are known, the chromatographic
separation of the two tracers can be used to calculate the residual oil saturation in the region swept
by the two tracers. This idea is not new. It was applied in a single-well tracer test by Dean
(1971). Cooke (1971) also claimed a patent for both the single-well and interwell tracer test for
residual oil saturation. Dean (1980) used the method of moments to estimate the residual oil
saturation from a single-well tracer test. Tang and Harker (1990) used a landmark comparison and
a recovery-profile crossplot technique to estimate the residual oil saturation from a gas flood at the
Golden Spike carbonate reservoir. The landmark comparison used a point on the production data
of both the partitioning and nonpartitioning tracers to compare the travel times and relate them to
the residual phase saturation. The basis of the chromatographic transformation is that tracer
production data for nonpartitioning and partitioning tracers can be collapsed into a single curve.
The equivalent concentration on the two tracer responses is then mapped onto the travel times and
residual oil saturation can be calculated. Tang and Harker (1991) pointed out that the method
works for a heterogeneous reservoir because the streamlines for both the nonpartitioning and
partitioning tracers remain the same. The only assumption is that the distribution of residual oil
saturation must be uniform. For reservoirs with nonuniform distribution of residual oil saturation,
another transformation must be made, and this transformation only works for the special case of a
reservoir with ordered layers: low residual oil saturation for a high-permeability layer.

In this study, the residual oil saturation for different partitioning tracers is derived from the
first-moment method separately. The first-moment method uses all the information from the whole
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tracer response. Therefore, it is not limited by the shape of the tracer responses of the
nonpartitioning and partitioning tracers. The use of the first-moment method to determine residual
oil saturation for an interwell tracer test has not been published in the literature. The theory will be
presented for the following cases: 1D with and without physical dispersion for a uniform
distribution of the residual phase and 2D without physical dispersion for a nonuniform distribution
of the residual phase. Next, 3D simulation of known residual phase saturation was conducted and
compared with results from the first-moment method. Applications to field data are reported in
Section IIL.

Theory
The material balance for a partitioning tracer in 1D flow with no physical dispersion and
instantaneous pulse tracer injection can be written as

‘1) %{ci,wsw+ci,oso] %{Ci,wuw+ci,ouo] = mlS(X)S(t) @

- GA[S+K S,

The term on the right side is a source term. At constant residual oil saturation, Eq. 7 can be written
as e :

dc, de.
q)Sw CI,W Sor CI.O +—[Ci wuw] = mlS(X)S(t) . (8)
ot g ox -t OA[S,+Kp;S,,]
Substituting
Fi = SW+KTiSOr ’ ®
Ci,o = KTiCi,w ’ (10)
and
S, = 1-5_ (11)
in Eq. 8 gives
215 )aci'w 'S d (Krici ) N _ mB3(x)3(1) 12)
o’ ot o ot ax[ ] = - 0AF,

At constant rates, uyy, is a constant and can be taken out of the derivative. Also, the tracer partition
coefficient can be assumed to be a constant.

3. de.. o |
q) (1_ Sor) __%1;_‘!_ + SOIKT’ C],w +u ‘cx,w = m[5(x)5(t) | (13)

i o ¥ oox 0AF,

Upon rearranging, Eq. 13 becomes

Hiw , By, Py _ mBEBQ)

dt OF, ox 0AF,

(14)

Equation 14 is based on the following assumptions:
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1. 1D flow of water at residual oil saturation,

2. constant injection and production rates, and

3. constant and uniform residual oil saturation and tracer partitioning coefficient.
The initial and boundary conditions are

Cw(t=0,%) = 0 15)
¢, x=0) = 0. (16)

The solution of Eqs.14 to 16 can be obtained using the Laplace transform. The Laplace
transform of Eq. 14 is

dc. (s,
SC; ,,(s,X) + oy 95w (%) = m,3(x) ) an
' oF, & 0AF,

1

i

Taking the Laplace transform of Eq. 17 gives

= u, = _ m
SCi‘w(S,p) + _w—(pci.w(s’p) - Ci,w(S,X=O)) = ! (18)
| ¢ F; OAF;
Ciw(sx=0) = 0 (19)
= u, [ = m
;. (8:P) + —4(pC; ,(5.p)) = — (20)
oF, OAF,;
Gusp) = — [—L @1)
OAF, |5+ P
OF;
S = - [——). @2)
Au,, F.¢s
p+—2—
uW
Applying the inverse Laplace transform to Eq. 22 gives
F.0x
g (%) = — exp( if ) : | @3
. u
Au,, w
Applying the inverse Laplace transform to Eq. 23 gives '
oy g Fi%x
Ciwtx) = S(t- ‘iw ) . (24)

Au,,

At x=L, we have
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The first moment is defined as

I ¢V dV
t =2

f Ciw dv
0

(25)
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At constant rates, the first moment with respccg to time can be written as

-
c,  tdt
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c.  dt
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27)

Substituting ¢; , from Eq. 235 in the definition of the first moment with respect to time gives

F.0oL
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Auw
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F.0L
o S(t- ‘;¢ )dt
AuW w

Using the relationships

f S(t=1)f(H)dt = f(T)f o (t—1) dt

and

(28)

- (29)

(30)
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f o (t—1)dt = 1, (3D

we obtain

- FoL

p o= (32)
The first moment of tracer j can also be written as

- F.0L

= _d

b= (33)
Subtracting Eq. 33 from Eq. 32 and substituting q = uw/A gives

- - (F-F) LA
Substituting Fj and Fj in Eq. 34 and solving for Sqr in the pore volume gives

(t-t) q
S, = - (35)
(g Krp) 0AL
Multiplying Eq. 35 by pore volume gives Sor in actual volume:
i-5)
S 4 (36)

or = (KTi_KTj) .
Sor can also be obtained by taking the ratio of Eqs. 32 and 33. After rearranging, Sor is

_ (1-R)
or R Ky 1) - Ky D)

(37)
where
t.
R, = +. (38)
4

Equations 35 to 38 are derived from a 1D instantaneous pulse tracer injection with no physical
dispersion. The material balance equation describing the 1D flow of a partitioning tracer with
physical dispersion is
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At Sor, ug is zero. Substituting ¢j o with Kt Ci;w in the above equatiOn, we have
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We change the above etuation using the following dimensionless variables:

ci,w Y
° =5 T (44)
tp = 3 | | (45)
OAL
Np, = L. | @7)
¢ K,

Equation 43 is now

9 .
FiacD+acD Sy 9% _ 0 48)

and the initial and boundary conditions are

cp (ty Xp=0) = 8(tp) . 50y
Taking the Laplace transform of Eq. 48 gives
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The general solution is
Tp = ¢ exp (Ax)+cyexp (Ax), (53)

where A; and A3 are the negative and positive roots of the characteristic equation. When x—e<,
cp—0 and Cp,—0. Thus, ¢z must be 0. When x =0, c1 =T, (s, x=0):

Tp (s,xp) = Cpls:xp=0)exp A1xp) (54)

so that A is given by

2
‘7\.1 = 2§SP£ —/\/ NP; + Fil;PeS . 55
w 4 Sw ,

w
The Laplace transform of the boundary condition (Eq. 50) is
Tp(sxp=0) = 1 (56)

Tp(s;xp) = exp (Ax) . (57)

Taking the inverse Laplace transform of Eq. 54 gives

t 2
'—(XD'F_I?) A
cp (pXp) = ————1———3—XD exp| ——5—1—1. (58)
St 4 -wD :
24/ =wD F.N
FiNPe i "Pe
At Xp = 1, the solution is
2
t
—(1-2)
cp (tpxp=l) = ——— exp| —5——|. (59)

) / TtSwt3D 4 FSWTtD

1::iNPe i pe
Figure 31 shows the solution for different partitioning tracers. Van der Laan (1958) and Aris
(1958) showed that the first moment can be conveniently related to the solution in Laplace space by
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f cp dip
- F, (66)
and
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The first moment with respect to time is the same as for the case without physical dispersion.
Therefore, Egs. 35 through 38 can be used to obtain Soy. ‘

The time at which the maximum produced tracer concentration occurs is found by taking
the derivative of cp (Eq. 59) with respect to tD and equaung itto 0. The resulting equation is

9FSy g2 . 31«‘isw

2 1 N
NPe Pe

(68)

tl) at Cpyypm =

The maximum produced tracer concentration is found by substituting tp ., in Eq. 59. It is
generally believed that the produced tracer concentration vs. time is symmetric and the peak always
occurs at tp = Fj (or at 1 PV for a CD equation). As pointed out by Levenspeil and Smith (1957)
for a CD equation, this is true only when physical dispersion is small. Equation 68 shows that
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D at ¢y, iS €ither less than or equal to Fj. Figure 32 shows the produced tracer concentration at
different Npg and the locus of ¢y ... Figure 33 shows ty ¢oms VS Npe compared to the first

moment. The tp ¢, _ is approaching the first moment only at large NPe or small physical

dispersion. Therefore, erroneous results can occur if the peak time is substituted in place of the
first moment when using Eqgs. 35 through 38 to calculate Sqr.

At small dispersion or N, — e, the right side of Eq. 68 reduces to Fj. Substituting F; for
tp in Eq. 59, the maximum produced tracer concentration is

CDmax = T:S . (69)
24/ ¥ F.
NPe '

Thus, the maximum produced tracer concentration is inversely proportional to F;. The maximum
produced tracer concentration of another partitioning tracer having partition coefficient = KT j can
be calculated from

F. ¢ .
D max,
Omxi = T F 79

i
Equation 70 is the basis of the landmark comparison or transformation used by Tang and Harker
(1990) that the tracer response of a partitioning tracer can be generated from a nonpartitioning

tracer. For continuous tracer injection, Marie (1981) solved the CD equation similar to Eq. 48
using the Laplace transform. For an equation of the form

2
aa Cp _bacD _CacD _ 0 a1
op (tp=0, %) = 0 (72)
op (tp> 0, xp=0) = 1, (73)

the solution is

_1 Xpbip bx Xptbtp
cn (th, X = 2 [{1-erf +exp (221 - erff =—=]! . 74
D(D D) 2[( 2{5% XP(a)( 2{5%‘ ( )
Substituting a = Sw ( Npe Fi )1, b=F;'l, and ¢ = 1 gives
b )
1 DR, xpNpe “O'E,
ep (tpy xp) = 2 || 1-erf —— =i |+ exp [0 | 1 - erf — =L (75)
5 St w 5 Sup
NPeFi NPeFi

The second term is small and can be neglected to give
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e (ipxp) = L [ 1-erf—==]. T )

S.t
2 - YwD
V NpF

e i

The above solution is valid under the following assumptions:
1. 1D single-phase flow of water at constant residual oil saturation,
2. constant rates and constant tracer partition coefficient, and
3. continuous injection of tracer. .
For a step tracer injection of size tpg, the use of superposition gives the following solution:

ot St -t-‘)"‘»- '
~xD'-Fl)_- : . xD-___Q_f._.Di_ : : | 5
i | an

cb(tD,xD) = —Loerf|———i |+

2 2 ."Swt_D’_. e : ’Sw(tD-tbS)_ 7
4V, ‘NbPeFi I NPeF

i

At the outlet end, the solution is

I . Gptn)
Cr (tn, Xn=1 =——lerf—————‘——+lerf. 1 78
p (tp, Xp=1) 5 ) TS 2 3 o) (78)

Figure 34 shows these solutions for Kt values of 0, 1, 2, and 5, respectively. Itis interesting to
see whether the above equations are valid if the residual oil saturation is not uniformly distributed.
The simplest case of all is the layered reservoir case, where the residual oil saturations are different
for each layer but the permeabilities and pore volumes are the same for all layers. In this case, the
overall tracer concentration is related to the tracer concentration from each layer by

n
1:2} Cpk ~

tor = ok : (80)

: S - @D
f Cor dipr n f Cpk d:tDk |
0 o
n n
_ ok X F |
tDT = k=1n = k=}1 : . (82) .
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n .
kgl Sor, k
Sm’T = —_— - (83)

Equation 83 shows that the residual oil saturation calculated from the first moment of the total
tracer concentration is an average from all layers.

In an actual reservoir, the flow is not 1D. It can be shown that the same equations for Sor
are also valid for 2D flow. The proof using a streamfunction closely follows that of Datta Gupta
(1992) for a nonpartitioning tracer. The tracer response for a single streamline without dispersion
is

e, = 8(t-1(¥)) . (84)

The overall tracer response is given by

f\Ptolal
c@) = —1 §(t-1(¥)) d¥ . (85)

total

The first moment in time is given by

t
t = Ic(t)tdt. (86)

Substituting c(t) in the definition of the first moment, we obtain

t

n \Plolal
= 1 S(t-t(P)) dF t dt (87)
‘Plolal 0
lIJlotal t
= 1 a¥ | S(t-t(¥)) tadt. (88)
\Ptotal 0 0
Using the relationships
f S(t=1)f(t)dt = f(‘C)f d (=) dt (89)
and
f S(t—-t)dt = 1, (90)
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_ LPtota_l | . . . ’ .
t = @_l_ ¥ t(¥) . R Y

total

The ¥ and T coordinates must be changed to x and y coordinates using the transformation

ady, N C2)

f d¥ dr = I———a ¢
- ] 1o xy)
D : .
where '
‘a Fo| the Jacobian of transformatibn _-
9 (x.y) o
T= 1T(xy). o9

As discussed by Bear (1988), the equations that describe the geometry of streamlines in 3D
flow are ’

¥ = ¥ (x,y,z) = constant o 95)

A = A(xy,z) = constant. _' ’ (96)

These are two families of surfaces whose intersections are streamlines. The relationship between:
Vx, Vy, vz and the streamfunctions A and W are

v gradA X grad ¥ , | 97

or
‘ oL ¥ oA oY

oA 0¥ OA ¥ :
Y= max %z | | 9)

_ ahaY _ ad¥ | |
Vz = —a;—a;,— ay ax’ . ‘ : (100)

For 2D flow in the X-Y plane , A = z = constant. T,herefore;
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v, = - F (101)
ov¥
vy = a3 (102)
v, = 0. (103)
From Eq. 25, the transit time of a partitioning tracer i along a streamline is given by
F,
T = f - ds, (104)

where s is the distance traveled and Fj is the retardation factor of tracer i. The total velocity of the
aqueous phase can be related to s:

_ 9
v, = -2 (105)
ds = -2dp. | (106)

w

Substituting ds in Eq. 104 gives

F. A
T = —| - 5 dp 107
vW
ot _ _ FA :
- 2 (108)
w
op _ _ VY
L - - (109)
ot dt dp F. A v, F. v, v
— = —2x = X = . (110)
ox dp ox vw2 A Vw2
o _ adp _ KAy Ry a1
dy dp 0y v,2 A v,
Substituting o , g , oF , and o¥ in the Jacobian of transformation results in
ox ' dy ’ dx oy
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d (x,y) = = N AT
g dx  ady
Vy o Vx
- | By EHYy (113)
vwz' VW2
F (V+v2) o
= 'l,( X -y) ' (114
, | sz B . : o
fd‘l’dt = '9-(—'{1’1)- dx dy o (116)
b 9 xy) | |
]
Id‘l’dt = IFi dx dy | i
D D’ _ | ‘
F, = F&xy. (118)
Define an integral mean value of F; as
jFidxdy ,
F= =2 Y | - (119)
jd‘l‘d’t = Fif dx dy ='15-"iA. | . (120) -
D Dl : .
The dimension of the stream function (W) is L2/T
o Q
¥ = = (121)
total H¢
| ¥ iotal ’ ' . ,
i = —l—f v T (W) | | (122)
\Ptotal ° .
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The first moment with respect to time for a 2D geometry is thus the same as for the 1D case (Egs.
32 and 33). Therefore, the working equations for Sor (Egs. 35 through 38) do not change. The
assumptions are constant rates, no physical dispersions, single-phase flow of water at residual oil
saturation, and constant tracer partitioning coefficient. Thus, the above derivation is valid for
heterogeneous reservoirs and nonuniform distribution of residual oil. The calculated Sgris a
- volume-averaged value.

(123)

Simulation

The application of this method is first demonstrated using simulation data. This is a
hypothetical case in which the actual residual oil saturation is known. Since the accuracy of this
method depends on the tracer partition coefficient, the calculation of this number is important and
will be discussed in the next section.

In this simulated example, the objective is to estimate the volume of contaminants or
residual oil saturation in place between wells using partitioning tracers. The in situ contaminant in
this example is trichloroethene (TCE), which is nonuniformly distributed in the reservoir at
residual saturation. Figure 35 shows the distribution of TCE. The same reservoir used in the 3D
heterogeneous swept volume calculation is used in this simulation. The simulation is done by
injecting two different partitioning tracers, one with K = 0 and the other with K1 = 50. Different
parts of the reservoir can be investigated by using more than two tracers or conducting the test at
different times. Figures 36 to 39 show the simulated tracer production data from the four injectors.
Figure 38A shows that a nonpartitioning and a partitioning tracer can have a different shape for a
nonuniform residual phase distribution. From Figs. 9 and 35, one can see that the residual oil is
distributed in the high-permeability area. The effect of heterogeneity on the partitioning tracer is
lessened by the residual phase, and there is only one single peak in the tracer response compared to
two for the nonpartitioning tracer. If the shapes of the nonpartitioning and partitioning tracer
responses are different, the chromatographic transformation used by Tang and Harker (1991) is
not valid, because all the tracer responses cannot be collapsed into a single curve. To illustrate this
point, another simulation run was made using the same input as this run, except a residual oil
saturation of 10% was uniformly distributed for the whole reservoir. Figure 38B shows simulated
tracer production data from the heterogeneous permeability field and uniform residual oil
saturation. The similar shape of the three tracers with different partitioning coefficients can be
clearly seen. Compare Figs. 38A and 38B; the tracer responses of the partitioning tracer having
KT of 50 are quite different. Using the chromatographic transformation of Tang and Harker
(1991), the tracer production data for a tracer with KT of 25 collapses into the same curve as a
nonpartitioning tracer (Fig. 38C).

Figures 40 to 43 compare TCE volumes calculated from Eq. 36 and tracer concentration
contours of tracer with K of 50. The agreement is good. The largest difference is about 8%
between Injector 2 and the producer because the tracer responses have very long tails.

Calculation of Tracer Partition Coefficients

The type of tracer can be categorized by its carrier phase. Two types of tracers used for
residual oil saturation determination are water tracers and gas tracers. For a tracer that partitions
between an aqueous and oleic phase, the partition coefficient is defined as

C.
Kp; = e (124)

i .
’ Cx.w

The unit of the concentrations is volume per volume basis. For a system containing two phases
and two components such as water and trichloroethene (TCE, CHCCl3), the equations describing
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tracer i in this liquid-liquid equilibrium are

~oleic ~a]

fi = fi ‘ 4 “ o - (125)
xxi)leic ,ﬁleict? = XM o ,> | ' - (126)
xgleic ,ﬁleic = xzilq,yicl : . o o , - (127
1 | . 3
aleie 48 (128)
K= xad leic o
i Y° '
oleic oleic ; ,.oleic :
Koy, = X g S (129)

: = oleic,ad
1 xiaqgaq Yi)lelcc q
For a tracer injected with the gas phase and partmoned between the vapor and oleic phase, the

partition coefﬁcwnt is deﬁncd as

Kp; = &= . - | o 130)

Ci.g

The equations describing vapor-liquid equilibrium are

Al ~ : K : »

f; = _fiv B v . (131)

U = v PY; | | (132)
~pYap | . -

At low pressure, @, is equal to 1. Therefore, the equations reduce to

Ylpvap - ylp : (134)
y.  YipYeP | |
Ki‘ = .ill_ = _1..113_ 3 (135)
1 1 1
_ & PC £

Equation 136 is valid under the following assumptions:
1. the vapor phase is an ideal gas and v
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2. the fugacities of liquid are independent of pressure.
For an ideal solution, the activity coefficient is unity and thus Egs. 134 and 135 reduce to Raoult's
law: ‘ :

xP} P = y;P 137)
vap
K, =2 = B (138)
Xy P

The activity coefficients can be estimated using various activity coefficient models such as
UNIFAC. The UNIFAC model is based on the solution-of-groups model. The interactions
among groups are independent of the molecules where groups occur. UNIFAC can predict the
activity coefficients of the liquid phases. Details of this model can be found elsewhere (Reid et al.,
1988).

As Eqgs. 129 and 136 show, if the activity coefficient can be calculated, the tracer partition
coefficient can be obtained without assuming an ideal solution. The UNIFAC model is valid only
for liquid-liquid or vapor-liquid equilibrium at low pressure. At high pressure, an equation of state
or a different approach should be used. Examples of how to determine the partition coefficients of
a water and a gas tracer will be illustrated.

Example 1: alcohol (C4,HgOH) as a water tracer in trichloroethene (TCE,
CHCCL;) and water
The problem is to find the partitioning coefficient of C4HOH (tracer) in a liquid-liquid

mixture of TCE (oleic phase) and water (aqueous phase) at 200C and 1 atm. The problem can be
solved by using Eq. 129 with the activity coefficients from the UNIFAC model. Sandler (1989)
has a computer program in BASIC to calculate the activity coefficients from the UNIFAC model.
Two computer runs need to be made for each binary system. The first binary system is alcohol
(0.01 mole fraction) and TCE (0.99 mole fraction). The second binary system is alcohol (0.01
mole fraction) and water (0.99 mole fraction). The first step is to write the compound as different
chemical groups. The alcohol is composed of 3 CH3, 1 CH, 1 CH, and 1 OH group. Wateris 1
H,0. TCE is composed of 1 CH=C, and 3 CI(C=C) group.

Y8 = 415385

P = 7.9458

e - 1.462 g/cc = 0.011 mol/cm3
¢ = 0.998 gicc = 0.0554 mol/em3

Thus, the partition coefficient of alcohol (as tracer) in TCE-water is

Yacheic
., =2
KTl ,Ypleiccaq (129)
1
-~ 41 X 11

7.9458 x 0.0554

volume of tracer i in oleic phase

= 1.04 —
“volume of tracer i in aqueous phase

79



Example 2: PMCP as a tracer in air-decane binary system

The next example is another tracer called perfluoromethylcyclopentane (PMCP) in an air-
decane system (vapor-liquid equilibrium) at 1 atm and 60°F. At this low pressure, the vapor phase
can reasonably be assumed to be an ideal gas and the liquid-phase activity coefficient can be
calculated from the computer program. Equation 136 is used in this case. The binary system used
in this run is PMCP (0.01 mole fraction) and decane (0.99 mole fraction). PMCP is composed of
4CF7,1CF,and 1 CF3 groups. Decane is composed of 2 CH3 and 8 CH2 groups. Subsmutmg
the values in Eq. 136 gives

Ko, = P& (136)
T,i iP;/ap CV : - T : :
¢ = 0321bmols3
' = 0.002644 1b mol/ft3
P = 0.2784 bar
P = 1 bar
y} = 7.4352
1.x0.32

o
H
!

i 7 7.4352x 0.2784 x 0.002644

volume of tracer i in oleic phase

= 58.5 — .
volume of tracer i in vapor phase

The partition coefficients for alcohols from butanol to decanol as water tracers together with
their solubilities in water have been tabulated in Table 18.

APPLICATION OF THE FIRST-MOMENT METHOD TO SIMULATED DATA
FROM VERTICAL TRACER PROFILING

A more desirable objective is be able to obtain a saturation map of the contaminant in place
so that the most effective remediation can be used. In the above example, if the test is conducted at
the same time for all injectors, there would be only two tracer breakthrough curves. Thus, the
TCE volume calculated will be the TCE volume of the whole reservoir. Since the TCE volume
calculated is the volume average over the path traveled by the tracer, more tracer breakthrough
curves should give higher resolution to the location of the contaminant. As shown in the example,
the horizontal resolution of TCE volume is improved by obtaining more tracer breakthrough curves
using more injectors. For the same reasons, obtaining more tracer breakthrough curves in the
vertical direction should give more resolution in the vertical direction. A method used to obtain
multiple tracer breakthrough curves in the vertical direction is called Vertical Tracer Profiling
(VTP). Figure 44 shows a schematic diagram of VTP.

For a noncommunicating layered reservoir, it is easily seen that the swept volumes and the
TCE volumes calculated from VTP will be the results of each layer. The problem is with a
communicating reservoir with crossflow. There are two kind of information that can be obtained
from VTP: the flow pattern inside a reservoir and residual oil saturation.

For single-phase flow, the degree of crossflow can be calculated from an effective length-
thickness ratio (R1,). This number is defined as
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The larger Ry, the more crossflow the reservoir has. In order to investigate the flow pattern inside
a reservoir from VTP, simulation runs were made at Rp values of 0, 0.22, 2.2, and 22. R} was
varied by lowering the vertical permeability and keeping other variables constant. Different
methods have been used to average the ratio of vertical to horizontal permeabilities. For simplicity,
this ratio is calculated from the ratio of vertical to horizontal permeabilities for each gridblock. For
example, let the distance between the injector and the producer be 438 ft (L) and the total thickness
be 20 ft (H). Therefore, when the vertical permeability is the same as the horizontal permeability,
Ry is 22. Figures 45 to 50 show simulated tracer production data from a conventional tracer test
and from VTP at different layers for Ry = 0. Figure 51 shows that the total swept volume between
Injector 1 and the producer from the conventional tracer test approaches the total swept volume
from the tracer concentration contours. Figures 52 to 54 compare the swept volumes from the first
moment of tracer production data from VTP and the tracer concentration contours of each layer.
As expected, the swept volumes from VTP agree with the swept volumes from the tracer
concentration contours because there is no crossflow. These results show that the use of VTP
can give residual phase saturation for each layer compared to residual phase saturation between
wells. At Rr = 0.22, Fig. 55 shows simulated tracer production data from a conventional tracer
test. The simulated tracer production data from VTP by layer are shown in Figs. 56 to 60.
Figures 61 to 64 compare the swept volumes from the first moment of the conventional tracer test
and VTP to tracer concentration contours. Results for Ry, = 2.2 and 22 are shown in Figs. 65 to
83. As Rp increases, the difference between the swept volume from the contours and from the
first moment increases because of crossflow among layers. AtRp =22, layer 5 shows about 12%
difference. Figure 84 compares TCE volume from the first moment of tracer production data from
a conventional tracer test and the tracer concentration contours. The total TCE volume between
wells from the first moment of a conventional tracer test agrees with the value from the tracer
concentration contours. Figures 85 to 87 compare TCE volumes from the first moment of tracer
production data from VTP and from the tracer concentration contours for different layers. The
TCE volumes from tracer concentration contours are larger than those from the first moment except
for layer 5 because of large crossflow among the layers. |

The tracer response measured at layer 5 is a result of tracer injected from all layers. Thus,
it is difficult to determine the degree of crossflow. In this simulated example, it is easy to see the
degree of crossflow because the swept volumes are plotted vs. the tracer concentration contours.
In actual data, the injection profile together with results from VTP can be used to estimate the flow
pattern inside the reservoir. VTP can be combined with selective injection as shown in Fig. 88.
The test is done by injecting tracer in different layers so that tracer response measured at the
producer can be easily traced back to the injection layer. Another advantage of this technique is
that the injected fluid can be evenly distributed to all layers. If there is high permeability contrast in
the injection well and the crossflow is small, the injected fluid will not be distributed equally to all
the layers. The layer with the lowest permeability will accept the least amount of fluid and tracer.
The produced tracer concentration may fall below the detection limit or some parts of the reservoir
may not be swept. If the contaminant is in that particular layer, it will go undetected. Figures 89
and 90 show the tracer production data from VTP with selective injection from layers 1 and 5 at Rp
= (0.22. Figure 91 shows the residual phase saturation calculated from the first-moment method
using tracer production data from a conventional tracer test (Fig. 44) compared to that from the
tracer concentration contours. Figure 92 shows the residual phase saturation from the first-
moment method using tracer production data from VTP with selective injection (Fig. 88) compared
to that from the tracer concentration contours. The difference between the residual phase saturation
from the first-moment method using tracer production data from VTP with selective injection and
that from the tracer concentration contours is less than 2%. The results indicate that layer 5
contains a larger volume of TCE than layer 1 which agrees well with the saturation contours in Fig.
35. ,

81



CONCLUSIONS

In summary, the application of the first-moment method to tracer production data from the
conventional tracer test can provide information about the swept volume and residual oil saturation
between wells. The application of the first moment to tracer data from VTP can provide
information about the flow pattern and residual oil for each layer of a reservoir with small Ry..
When combining selective injection with VTP, less uncertainty and better description of flow
inside the reservoir can be obtained. ‘ '

Although the vertical resolution of the residual oil for a reservoir with large crossflow
cannot be obtained using VTP, it may not be so important as for a reservoir with small crossflow,
because a reservoir with large crossflow has a better sweep efficiency and less chance for the
contaminant to go undetected. For a reservoir with small crossflow, a more exact contaminant
location is preferred because of poor sweep efficiency. In this case, the saturation map can be
obtained using multiple injection wells and VTP with selective injection. :
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Table 1. Results of First-Moment Calculation for 2D, Homogeneous Five-Spot Pattern

[MNormalized Cutoff | Tracer Recovery ~ First Moment Swept Volume from First-Moment
Concentration (%) (Dgﬂ) Calculagion (%)
107 91.24 437.17 20.754
104 99.11 471.82 24.331
107 99.91 479.00 24.90
10—6 99.99 480.11 24.977

Table 2. Results of First-Moment Calculation for Tracer 1 for 2D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery | First Moment Swept Volume from First-
Concentration (_%) @ays) Moment Calc_ulation (%)
10-3 97.12 470.45 23.77
“ 10—4 99.54 476.90 24,70
10—5 99.94 478.66 24.89
10-6 99.99 479.04 24.92

Table 3. Results of First-Moment Calculation for Tracer 2 for 2D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery First Moment Swept Volume from First-
Concentration (%) (Days) Moment Ca]cu_lation (%)
10—3 88.6 268.34 12.37
10-4 95.39 292.02 14.49
10-5 99.84 373.08 19.38
10-6 99.98 378.47 19.69

Table 4. Results of First-Moment Calculation for Tracer 3 for 2D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery| First Moment | Swept Volume from First-
Concentration (io) (Days) Moment Calcq}ation (%)
" 10—3 87.69 643.68 29.37
" 1 0—4 99.26 698.24 36.06
10—5 99.90 703.96 36.59
10-6 99.99 705.15 36.68
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Table 5. Results of First-Moment Calculation for Tracer 4 for 2D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery| First Moment §wept Volume from First-
Concentration (%) (Days) Moment Calculation (%)
’ 10—3 88.54 289.19 13.32
10-4 98.98 344.53 17.74
107 99.86 354.72 18.43
10-6 99.98 356.97 18.57

Table 6. Results of First-Moment Calculation for Tracer 1 for 3D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery First Moment Swept Volume from First- |
Concentration (%) (Days) Moment Calculation (%)
1072 83.39 204.10 8.86
10-4 96.01 280.90 14.03
10—5 99.26 368.00 19.00
10-6 99.63 382.00 19.84

Table 7. Results of First-Moment Calculation for Tracer 2 for 3D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery First Moment gept Volume from First-
Concentration _(%) (Days) Moment Calculation (%)
10-3 76.61 249.15 9.93
10-4 92.80 367.13 17.73 "
10-6 99.90 626.30 32.60 II _

Table 8. Results of First-Moment Calculation for Tracer 3 for 3D Heterogeneous Five-Spot Case

[MNormalized Cutoff | Tracer Recovery First Moment Swept Volume from First-
Concentration (%) (Days) Moment Calculation (%)

" 10-3 85.99 249.39 11.16

" 10-4 97.69 320.54 16.29 "

" 10-5 99.49 347.94 18.01 "

H 10—6 99.92 360.05 19.09 "
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Table 9. Results of First-Moment Calculation for Tracer 4 for 3D Heterogeneous Five-Spot Case

Normalized Cutoff | Tracer Recovery First Moment §wept Volume from First- ||
Concentration (%) (Days) Moment Cal_culation (%)
10 82.41 226.14 9.70
10-4 96.78 323.04 16.27
10—5 99.22 368.31 19.01
10-6 99.92 404.70 21.00

Table 10. Comparison Between Swept Volumes from a Finite-Difference Simulator and
Semianalytic Technique Based on Transit Time

II Swept Volume Between Using Tracer Concentration Using Transit-Time
Producer and Injector Contours from UTCHEMS.1 Calculations
1 21.58 21.10
2 36.86 34.60
3 19.50 19.00
4 23.14 22.40

Table 11. Results of First-Moment Calculation for Tracer 1 at Producer 1 for 2D Homogeneous

Irregular Pattern
Normalized Cutoff | Tracer Recovery First Moment Swept Volume from First- l
Concentration (%) (Days) Moment Calculation (%)
" 10 - 37.81 338.03 26.36
" 10-4 39.17 385.93 31.18
“ 10—5 39.26 391.46 31.70
“ 10—6 39.27 392.17 31.76 I

Table 12. Results of First-Moment Calculation for Tracer 1 at Producer 2 for 2D Homogeneous

Irregular Pattern
Normalized Cutoff | Tracer Recovery| First Moment | Swept Volume from First-
Concentration (%) (Days) Moment Calculation (%)
107 59.56 270.62 33.25
1 0-4 60.66 294.68 36.87
10—5 60.73 296.75 37.17
10—6 60.73 297.00 37.20
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Table 13. Results of First-Moment Calculation for Tracer 2 at Producer 1 for 2D Homogeneous

Irregular Pattern
MNormalized Cutoff | Tracer Recovery First Moment §wept Volume from First- |
Concentration (%_) (Days) Moment Calculation (%)
107> 68.71 124.80 10.61
10—4 69.49 132.93 11.43
10-5 69.54 133.79 11.51
10-6 69.55 133.91 11.53

Table 14. Results of First-Moment Calculation for Tracer 2 at Producer 2 for 2D Homogeneous

Irregular Pattern
Normalized Catolf | Tracer Recovery | Tist Morment | Swept Volurme Fom P |
Concentration (%) (Days) Moment Ce_ﬂculation (%)
10—3 28.54 483.98 17.10
10—4 30.31 548.45 20.57
10—5 30.43 556.05 20.94
10-6 30.45 557.07 20.99

Table 15. Results of First-Moment Calculation for Tracer 1 at Producer 2 for 2D Heterogeneous

Irregular Pattern
[ Normalized Cutoff | Tracer Recovery First Moment §wcpt Volume from First-
Concentration (%) (Days) Moment Calculation (%)
10~ 98.37 93.63 18.99
10-4 99.66 104.62 21.50
107 99.92 109.71 22.61 |
L 10—6 99.98 112.48 23.19 “

Table 16. Results of First-Moment Calculation for Tracer 2 at Producer 1 for 2D Heterogeneous

Irregular Pattern
Normalized Cutoff | Tracer Recovery | First Moment | Swept Volume from First-
Concentration (%) (Days) Moment Calculation (%)
107 49.18 153.50 9.34
10—4 49.45 156.95 9.61
107 49.49 157.60 9.65
10-6 49.49 157.69 9.66
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Table 17. Results of First-Moment Calculation for Tracer 2 at Producer 2 for 2D Heterogeneous

Irregular Pattern
Normalized Cutoff | Tracer Recovery First Moment §wept Volume from First-
Concentration (%) (Days) Moment Calculation (%)
107 41.92 436.03 22.62
10—4 48.76 710.62 42.88
10—5 50.07 870.26 53.92
10-6 50.33 947.76 59.03 .
Table 18.  Partition coefficients for various alcohols in PCE-water system at 20°C (liquid-liquid
equilibrium)
B 2q olelc aq , solubility in |
Tracer Name Yi i ¥, (vcff/Tv]ol) water at 20°C
,queic (wt %)
]
2-Methyl, 2-Butanol (CsH,0) 144 8.46 17.0 2.98 12.15
2,3-Dimethyl, 2-Butanol (CgH;40) | 399.7 7.46 53.6 9.4 -
1-Hexanol (CgH;40) 426.3 7.45 57.2 10.01 0.62
1-Heptanol (C7H;60) 1194.8 | 6.64 179.9 31.5 0.17
1-Octanol (CgH;g0) 3362.4 | 5.95 565.1 98.9 0.042
1-Nonanol (CoHp(O) 9505.0 | 5.35 1776.6 310.9 0.014
1-Decanol (CgH27,0) 26947.6 | 4.82 | 5590.8 978.4 0.0036
oleic
Ratio of molar densities = 1 = 0.175 —mol f oil
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Fig. 1. Areal view of the five-spot grid, well location, and swept volume
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Fig. 3. Comparison between swept volumes calculated from the first moment method and tracer
concentration contours from simulation (Run No. SWVR12)
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Fig. 4. Permeability field used in the simulation of 2D, heterogeneous, five-spot pattern (Run
No. SWVR13-16) ~
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Fig. 6. Simulated tracer production data from a heterogeneous five-spot pattern
(Run No. SWVR13-16)
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Fig. 8. Comparison between swept volumes calculated from the first moment
method and tracer concentration contours from simulation
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Fig. 11. Simulated tracer production data from a 3D, heterogeneous, five-spot pattern

(Runs No. SWVR17 to 19)
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Fig. 15. Comparison between swept volumes calculated from the first moment
method and tracer concentration contours from simulation
(Run No. SWVR19)
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Fig. 22. Simulated tracer production data from Producer 2

for a homogeneous irregular pattern (Run No. SWVR9)
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Fig. 23. Comparison between swept volumes calculated from the first moment
method and tracer concentration contours from simulation
(Runs No. SWVRI and 9)
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Fig. 24. Comparison between swept volumes calculated from the first moment
method and tracer concentration contours from simulation
(Runs No. SWVRI1 and 9)
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Fig. 25. Permeability field used in the simulation of 2D, heterogeneous, irregular pattern (Run
No. SWVR4 and SWVR6) ' '
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Fig. 29. Comparison between swept volumes calculated from the first moment
method and tracer concentration contours from simulation
(Runs No. SWVR4 and 6)
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Fig. 30. Comparison between swept volumes calculated from the first moment
method and tracer concentration contours from simulation ‘
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Fig. 36. Simulated tracer production data from Injector 1 (Run No. SWVR31)
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Fig. 37. Simulated tracer production data from Injector 2 (Run No. SWVR32)
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Fig. 38B. Simulated tracer production data from Injector 3 (Run No. SWVR33P2)
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Fig. 39 Simulated tracer production data from Injector 4 (Run No. SWVR34)
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Fig. 46. Simulated tracer production data from Injector 1 (Run No. SWVR35)
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Fig. 47. Simulated tracer production data from Injector 1 (Run No. SWVR35)
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Fig. 48. Simulated tracer production data from Injector 1 (Run No. SWVR35)
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Fig. 50. Simulated tracer production data from Injector 1 (Run No. SWVR35)
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Fig. 51. Comparison between swept volumes from tracer concentration contours
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Fig. 52. Comparison between swept volumes from tracer concentration contours and
the first moment of tracer production data from VTP (Run No. SWVR35)
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Fig. 53. Comparison between swept volumes from tracer concentration contours
and the first moment of tracer production data from VTP (Run No. SWVR35)
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Fig. 56. Simulated tracer production data from VTP (Run No. SWVR41)

120



Normalized Tracer Concentration

Nomnalized Tracer Concentration

0.15

0.10

0.05

0.00

0.030

0.025

0.020

0.015

0.010

0.005

0.000

3D, Heterogeneous, Five-Spot
RL =0.22
K. =0
/ Layer 2 I
KT=50
. ~ TR \/__ —
500 1000
Time (days)

1500

Fig. 57. Simulated tracer production data from VTP (Run No. SWVR41)
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Fig. 58. Simulated tracer production data from VTP (Run No. SWVR41)
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Fig. 61. Comparison between swept volumes from tracer concentration contours and
from the first moment of tracer production data (Run No. SWVRA41)
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Fig. 66. Simulated tracer production data from VTP (Run No. SWVR42)
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Fig. 69. Simulated tracer production data from VTP (Run No. SWVR42)
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Fig. 70. Simulated tracer production data from VTP (Run No. SWVR42)
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and the first moment of tracer production data (Run No. SWVR31)

10 ——— v —————

| From Contours of Layer 2 R =22 ]
8 A e .

» [ | - |
6
4

From Contours of Layer 1 J

L From First Moment of Layer 1

2 From First Moment of Layer 2 ...} .
41 a’i
10“ 10 10°6

Normalized Cutoff Concentration

Fig. 85. Comparison between TCE volumes from tracer concentration contours

and the first moment of tracer production data from VTP (Run No. SWVR31)

135



Swept Volume (% of Total Pore Volume)

TCE Volume (% of Actual Spilled)

10

T
From Contours of Layer 3

i

e .. ?
8 l\ —l—
From Contours of Layer 4
¢ R =22 l
4 From First Moment of Layer 4 - .
. [ [) * b
/ From Fxrsl Moment of Layer 3
0 € : ° i
10 10t 107 10
Normalized Cutoff Concentration

Fig. 86. Comparison between swept volumes from tracer concentration contours
" and the first moment of tracer production data from VTP (Run No. SWVR31)

40
3s R =22 I
From First Moment of
Total Tracer Concentration
30 : / -
25 | / :
20 | / ]
15 5 / From Contours ]
10 : K/ .
/ w —— .
5 ¢ ]
0 l3l -1 i :4: d A ISI A -6
10 10 100 10

Normalized Cutoff Concentration

Fig. 87. Comparison between TCE volumes from tracer concentration contours
and the first moment of tracer production data from VTP (Run No. SWVR31)

136



Vertical Tracer Profiling
with Selective Injection

Inject Tracer Producer

Better Description of Flow Pattern

and Distribution of Residual Phase

Inside the Reservoir

> ——EE l—Detectors

7

Fig. 88. Schematic diagram of Vertical Tracer Profiling with selective injection

137



Normalized Tracer Concentration

0.10 ; ' ,' e ',k, ~'~ . . -
0.08 [ : 3D, Heterogeneous, Five-Spot 1

) [ RL =0.22 N
0.06 Layer 1 I ....................... ]
0.04 e

K’r =50
0.02 |
0.00 ' . i - e ~ .\-._
0 ~ 600 800 1000

Time (days)
Fig: 89. Simﬁlatéd'&aécf production data from VTP with selective injection (Run No. SWVR44)

138



Normalized Tracer Concentration

0.10 . —— rreere—— —r
]
L KT= 0 i
008 [ / 3D, Heterogeneous, Five-Spot :
: [ / R =022 ]
0.06 A Layer 5 I
0.04
: Kp=50
0.02 [ b
] /A4
- ) \ -
0.00 /A B LR £ IR —
0 200 400 600 800 1000
Time (days)

Fig. 90. Simulated tracer production data from VTP with selective injection (Run No. SWVR43)

139



50— . . N—
[ From Contours

40 & /\';_H————_

| From First Moment of Tracer Production Data

\ Conventional Tracer Test I
20
e o]

10 -

30

TCE Volume (% of Actual Spilled)

o g 4 A A & A 2 Y PR U W Y A i i PR D U T T S 1 i A
103 10 10°% 10°¢
Normalized Cutoff Concentration

Fig. 91. Comparison between swept volumes from tracer concentration contours and
from the first moment of tracer production data from a tracer test (Run No. SWVR41)

140



() P — —— . e
I i From First Moment of Layer 5
— I From Contours of Layer 5 H
Z sa iy . .
a. H H
7 i i 1
= VTP with Selective Injection |-
g
3 6
‘s ./ p
¥ . R, =022 I ]
E 4 From First Moment of Layer 1 ]
3 | -
i i .
2 ‘ ................... / f
From Contours of Layer 1 4
0 " i PR “
103 10° 103 10°
Normalized Cutoff Concentration

Fig. 92. Comparison between swept volumes from tracer concentration contours and
from the first moment of tracer production data from VTP with selective injection

(Run No. SWVR44,45)

141



| | ) SECTION III
ANALYSIS, INTERPRETATION, AND SIMULATION OF
PERFLUOROCARBON GAS TRACER TESTS AT ELK HILLS

SUMMARY

Two field tracer tests have been conducted by Bechtel Corp. using perfluorocarbon gas
tracers. The first test was done using perfluoromethylcyclopentane (PMCP) and two isomers of
perfluorodimethylcyclohexane (oc,0t-PDCH), while the second test was done using
perflucromethylcyclohexane (PMCH). The main objectives of these tests are to evaluate the new
perfluorocarbon tracers as hydrological gas tracers and to characterize the 26R reservoir. The total
amounts of tracers recovered from 14 sampling wells were each less than 2% of the amount
injected. Data also showed a lot of fluctuation compared to conventional tracer data. Analysis of
these tracer data indicates that the data from the first tracer test are significant while data from the
second test are more likely to be noise. Reservoir simulations were conducted to take into account
areal sweep, heterogeneity and anisotropy, dispersion, dilution from other injectors, interference of
other producers, position of tracer injection wells and observation wells, perforation intervals,
change in well conditions, and tracer partitioning. The reservoir description used average reservoir
properties based on data in Rial (1990) and the 26R Reservoir Perfluorocarbon Tracer Field Study
Recommendation (Watson, 1990). Additional information was provided by Mr. John Yu of
Bechtel Petroleum Operations, Inc. and Dr. Gunnar Senum of Brookhaven National Laboratory.
Simulation results for both tracer tests also supported the data analysis. Results of these tracer
tests indicate that the injected gas migrates up structure and out of the 26R reservoir into the 318
reservoir. Along the southeast boundary of the 26R where the upper 26R sands disappear, there is
a transition of the lower 26R sand into NA shales of the 31S reservoir. In this area, fluid
communications also exist from the injected gas in the upper 26R through the lower 26R and into
the 31S reservoir. The results of this study agree with the study conducted by Rial (1990) that
injected gas migrates out of 26R through the NA shales in the northwest-southeast limit of the
26R. The results of this study should help in designing the gas injection operation of the 26R and
31S for maximum oil recovery. Data from the second tracer test are insufficient at this time to
draw any conclusions about migration across the main 26R fault. The next tracer test should be
conducted using a larger amount of tracer. Results from the next test could help answer some of
the questions from the second test. If a more detailed reservoir description is desired, detailed
geologic descriptions with multiphase flow effects can be added. However, given limited time and
data quality, the description used in this study is sufficient to achieve the desired objectives.

Another interwell, perfluorocarbon gas tracer test was conducted at the Shallow Oil Zone
(SOZ) reservoir also located at the Elk Hills Naval Petroleum Reserve in California (NPRC). Data
obtained from this tracer test were analyzed for residual oil saturation. The tracer partition
coefficients of the PFT's were predicted using different methods (Raoult's law, UNIFAC, and the
Peng-Robinson equation of state). Analysis of the tracer data indicates residual oil saturations
from 8% to higher than 20% between Injector 34-10G and Well 81-10G.

CHARACTERIZATION OF THE 26R AND THE 31S RESERVOIRS

A good tracer for reservoir characterization is one which has all of the following properties:
unique, low detection limit, conservative, stable at reservoir conditions, non-toxic, inert, and
inexpensive. It is difficult to find a tracer that will satisfy all of the above criteria. The gas tracers
used for a gas reservoir can be divided into radioactive tracers and nonradioactive tracers.
Examples of radioactive tracers are tritiated hydrocarbon gases and 85Kr. These tracers are subject
to strict regulation. Examples of nonradioactive tracers are inert gases such as helium and sulfur
hexafluoride (SFg). The inert gases are expensive because a large quantity is needed due to high
detection limits. Sulfur hexafluoride is probably the most well-known and successfully used gas
tracer. Other kinds of tracers being evaluated are perfluorocarbon tracers (PFT's). PFT's have
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been used in the past as atmospheric tracers. Brookhaven National Lab has developed PFT
technologies and used them successfully as geologic tracers in the North Sea Ekofisk oil field
(Senum et al., 1990) and at the Shallow Oil Zone located at the Elk Hills Naval Petroleum Reserve
No. 1 (Senum et al., 1992). These PFT's are currently being evaluated at the 26R and 313
reservoirs at Elk Hills Naval Petroleum Reserve No. 1. The main objectives of the 26R tracer test
project are to evaluate the PFT technologies and to characterize the 26R TESEIVOir.

There are many difficulties involved in interpreting these tracer data. The 26R and 31S are
very complicated reservoirs. Within the 26R alone, the sands could be divided into 18 distinct
layers based on continuous shales. The 318 reservoir also contains many different shales and
sands. Some producers were shut-in during this tracer test to control gas production updip, which
resulted in some loss of tracer data. The discontinuous sampling after tracer breakthrough also
decreased the usefulness of the tracer data. Therefore, the interpretation of these tracer results is
only very approximate. The objectives of this report are to

1. decide if the given data are artificial or real responses of the reservoirs,

2. evaluate the new perfluorocarbon gas tracers, and

3. be able to answer the following questions concerning the 26R and 318 reservoirs:

a) Is there fluid communication along the northwest-southeast boundary of the 26R
and 315? '

b) How is the fluid communicated inside the 26R reservoir?

¢) On the southeast boundary of the 26R where the two upper sequences of the 26R
disappear, is there fluid communication from the upper sequences to the lower sequences of the
26R and to the 31S NA reservoir?

d) Is the major fault that divides the 26R reservoir into two halves communicating,
partially communicating, or noncommunicating?

Overview of the 26R Reservoir

: The following information on the geology of the 26R and 31S NA reservoirs is taken from
the 26R Reservoir Perfluorocarbon Tracer Field Study Recommendation (Watson, 1990). The
26R reservoir is located at the Elk Hills Naval Petroleun Reserve No.l in Kern County,
California. It is a northwest-southeast trending, elongated, Stevens sandstone reservoir located in
Sections 22R, 25R, 26R, 27R, 35R, and 36R. Table 1 summarizes some data for the 26R
reservoir. Figure 1 shows the production rates for the 26R reservoir.

The 26R sand is divided into lower and upper sequences. Each sequence can be divided
into subdivisions or megaunits based on reservoir-wide thin shale and petrophysical analysis of
core data. The upper sequence or upper 26R consists of two megaunits: the A-C megaunit and the
C-F megaunit. The lower sequence or lower 26R consists of 3 megaunits. These are the F-K, K-
N, and N-O megaunits. Table 2 gives the average properties of these megaunits.

There is a main fault in the 26R reservoir that divides the pool into an eastern sector and a
western sector. The gas-oil contact is not uniform across the 26R reservoir. As much as 600 ft of
relief is present on the gas-oil contact across this reservoir due to a partial flow barrier and
operating conditions. The gas-oil contact is at approximately 5,650 ft subsea for the eastern sector
and 5,780 ft subsea for the western sector. Figure 2 shows a structure map of the 26R reservoir
and the location of the main fault. This reservoir has an average net sand thickness of 500 ft.

The relation of the 26R sands to their equivalents (NA shales) located to the north and
southeast is unknown. The limit of the 26R reservoir is estimated from the location where the 26R
sands terminate (along the updip in the northwest-southeast direction and in the southeastern
direction). There is reason to believe that the 26R sands communicate with the NA shales of the
31S because both reservoirs appear to have a common gas cap. In the southeastern boundary of
the 26R, the upper sequence (A-F) is not present and the lower sequence (F-P) is transitional with
the NA shales. Figure 3 shows a cross section of the 26R reservoir in the southwest-northeast
direction.

Overview of the 31S Reservoir
Figure 4 shows the production history of the 318 reservoir. Figure 5 shows a structure
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map of the 318 reservoir in relation to the 26R reservoir. Figure 6 shows a cross section of the
31S in relation to the 26R and Fig. 7 gives more details of this cross section. The 31S NA shales
are located at Elk Hills on Naval Petroleum Reserve No.1 in Sections 2G, 3G, 4G, 5G, 6G, 22R,
23R, 24R, 25R, 26R, 27R, 35R, 36R, 308, 318, 32§, 33§, 348, 35S, and 368 in T30S, R23E,
and R24E, in Kern County, California. The 31S NA shales consists of shale, siltstone and
sandstone beds. Geologically, the shales are equivalent to the 26R sands. The structure of the
31S NA shales is that of a 7.5-mile-long anticline with an overall WNW-ESE trend. The crest of
the structure lies in the northwest quarter of Section 31S, where the top of the N shale reaches
3,470 ft subsea and the top of the A shale is at 3,570 ft subsea. The N shale of the 318 is less than
100 ft thick over the crest and a fairly consistent 100 to 250 ft thick along the anticlinal axis. The
thickness increases to 300 to 400 ft on the flanks of the structure, partially because of increasing
dips. Along the southwest flank of the structure where the shale has a 26R sand equivalent, the
unit exceeds 1,300 ft in thickness. The A shale of the 318 is consistently about 200 ft thick along
the anticline axis and like the N shale, thickens on the flanks to more than 400 to 500 ft. The A
shale thickens to more than 1,000 ft on the southwest flank. Table 3 shows some properties of the
cores taken from the 31S NA shales

Perfluorocarbon Gas Tracers

The perfluorocarbon tracers (PFT's) are a family of perfluorinated alkyl cycloalkanes.
Table 4 lists different PFT's and their formulas. The detection limit of PFT's is 10-13 liter of PFT
per liter of reservoir gas (Senum et al., 1992). The lower detection limit of PFT's compared to the
detection limit of SFg makes PFT's very promising gas tracers. The different partition coefficients
of the different PFT's can be used in principle to determine the amount of a residual hydrocarbon
phase provided the partition coefficients can be accurately estimated as a function of composition,
temperature, and pressure. Bernard (1988) reported mutual binary solubility data of
perfluoromethylcyclohexane and hydrocarbons. Dugstad (1992) measured the partition
coefficients of PMCP and PMCH in slim-tube experiments at high pressure and temperature using
methane/decane and nitrogen/decane fluids. Estimations of the partition coefficients of PFT's
using simple activity coefficient models such as the Wilson and the Whitson equations were also
investigated by Dugstad (1992), but the results were not successful. For this study, Institutt for
Energiteknikk (Hundere, 1991) measured the partition coefficients of the PFT's using 44.137 g of
26R oil, 0.6 mol of methane, 0.02 mol of ethane, and 0.02 mol of propane. The laboratory data
were matched by fine tuning of binary interaction parameters in the Peng-Robinson equation of
state. The binary interaction parameters of the PFT's were in the range of 0.18 to 0.22 at the
conditions of the 26R reservoir (200°F, 2,400 psia). The simulated partition coefficients were
found to be very sensitive to the binary interaction parameters. This implies that accurate data
under specific reservoir conditions are needed for each application. The physical properties and
partition coefficients of four PFT's used at the 26R tracer project are given in Table 5.

The Peng-Robinson equation of state (Peng and Robinson, 1976) is a two-parameter
equation with pressure given by a cubic function of molar volume:

RT a(T) , )
v-b v(v+Db)+b(v-b)

P =

The constants a(T) and b for a pure component are computed from

. RT 2 :

a(T) = Qag"('p“c_c_)“ @

b= Qka?ﬁT ; 3)
C N
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with

Q, = 045724 4)
Q, = 0.0778 5)
oa=[1+m(1-\/—TT—)]2 6)
. ;
where
m = 0.37464 + 1.54226 ® - 0.26992 w2 @)

When applied to multicomponent mixtures, the mixing rules are given by

: Ne N¢

a= 3 % X{Xgaj ~ ®)
i=1 k=1 i

aik=(1-5ik)\jaiak (9)

and : '

n; ‘

b= 3 x;b; (10)
i=1

where, for each component, a; is computed from Eq. (2) and b; from Eq. (3).

The amount of PMCP injected was 30 g, which is 0.1 mol since its molecular weight is
300 g/mol. PMCP at 60°F and 1 atm is a liquid. After being diluted with methanol and injected
with gas into the reservoir at 2,400 psia and 200°F, it vaporized into the gas phase. The gas tracer
was transported inside the reservoir by injected gas to the producers. The gas samples were
collected at the well and samples were analyzed for tracer concentration at standard conditions of
60°F and 1 atm. The volume of 0.1 mol of PMCP at standard conditions can be calculated using
the ideal gas law as follows:

— nRT
v P

_ 0.1 [mol] x 82.06 [cm3atm mol™! K'l] x (273.15+15.56) K
- 1 [atm]
= 2370.63 cm® or 2.37 standard L

The injected tracer concentration used in the 26R tracer test is calculated as follows

VPMCP as gas at standard conditions

Co, pmcp = V
Injected gas at standard conditions

_ VPMCP as gas at standard conditions

QInjected gas At
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= 2.37 [standard L]
10,000 [Mscf/D] x1000 [scf/Mscf] x 28.317 [standard L/scf] x 18 [D]

=4.65% 10" L/L or 465 pL/L .

For the two isomers of PDCH, 30 g each were injected together with PMCP in the first
stage. The calculated injected concentrations are 349 pL/L.

The injected PMCH concentrations in the second-stage tracer test are calculated in the same
manner. A total of 800 g of PMCH were injected in four injectors. Each injector received 200 g of
PMCH. These tracers were injected over a period of approximately 17 days. Table 6 shows the
flow rates and the injected PMCH concentrations at the four injectors.

Objectives of the 26R Gas Tracer Test Project

Pressure maintenance in the 26R reservoir is done by injecting gas in the crest of the 26R
structure and also in the NA shales of the 318 reservoir. These two reservoirs do not appear to be
independent of each other, but the geological and engineering data are not sufficient to be sure of
this. Hence, the general objectives of this tracer test project were to determine the migration of
injected gas, either updip into the 31S NA or downdip inside the 26R reservoir. Another main
objective is to determine the fluid communication among layers inside the 26R. Tables 7 and 8
show the injection rate for each megaunit in the western and eastern sectors during June 1990 (the
most recent data available to us). The gas injection rates during the tracer tests from November
1991 are shown in Table 9 (Yu, 1993). The combined gas injection rate for 26R and NA is
approximately 170-180 MMscf/D.

The 26R tracer test project is divided into many stages (Watson, 1990 and Yu, 1993), as
follows.

1

Stage 1 began on November 17, 1991 and ended on December 4, 1991. Thirty grams of
each PFT (PMCP, oc-PDCH, and ot-PDCH) were diluted with 146 gal of methanol and injected
with gas into 366U-26R. Approximately 7 gal of methanol were used per day. The objective of
this first stage was to find out where the injected gas migrates to, either updip, downdip, or inside
the 26R reservoir. Samples from the 14 producers listed in Table 10 were collected and analyzed
for PFT concentrations.

Stage 2
The second stage started on April 3, 1992 and ended on April 19, 1992. Two hundred
grams of PMCH diluted with 150 gal of methanol were used in each injector in the western sector.
The first objective was to determine if the gas injected into the western sector migrated to the
eastern sector or if the fault was a barrier to flow. The second objective was to determine if the gas
injected into the 26R reservoir migrated updip into the NA reservoir.

The objective was to determine if the injected gas in the eastern sector migrated downdip
into the other layers of the 26R reservoir. The procedure will be to inject different PFT's for
different layers in Injector 388U-26R. This test has not yet been conducted.

4
Results of the earlier stages can help in the planning of this final test.

Results of Stages 1 and 2

Figures 8 to 21 show PFT concentrations from the 14 sampling wells in the 26R and 315
NA areas. The concentrations are plotted separately for the two stages. For the first-stage tracer
test, the PFT concentrations are plotted vs. elapsed time since November 17, 1991. Results of the
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second stage are plotted vs. elapsed time since April 3, 1992, the starting date of the second stage.
Figures 22 and 23 show gas production rates during the tests. For most of the wells located in
26R, the gas production rates do not change significantly. For wells located in 318, the
fluctuations in the gas production rates are caused by changes in operating conditions to control
excessive gas production.

Data Analysis and Interpretation of the First-Stage Tracer Test

The first question that needs to be answered is whether the data are merely noise or actual
responses from the test. This is done by estimating the produced tracer concentrations at the
sampling wells and comparing these to the detectable limit of the PFT's. If the calculations show
that the produced tracer concentrations are well below the detectable limit (less than 10-14 pL/L),
the data should be considered noise. Otherwise, the data should be considered as valid. The
calculation is done by diluting the amount of tracer injected by the volume of the gas in the
reservoir. Assuming a 200 ft thick gas cap, an average porosity of 25%, an average gas saturation
of 60%, and a distance between Injector 366U-26R and Well 378A-26R of 1,450 ft, the volume
of reservoir gas at 60°F and 1 atm is

nr’H ¢S,

B,

2.55 x 10'° scf or 7.22 x 10*! standard L

The produced tracer concentration at Well 378 A-26R is obtained by diluting the volume of gas
tracer with the volume of the reservoir gas at 60°F and 1 atm: :

2.37 standard L of PMCP
7.22 x 10" standard L of reservoir gas

Cat 378A-26R

3.2 x 10°1? —_standard L of PMCP
, standard L of reservoir gas

pL of PMCP
standard L of reservoir gas

This produced tracer concentration does not include the dilution by injected gas. As one can see
this number is only two orders of magnitude greater than the detectable limit of 0.01 pL/L.
Considering that this well is the closest to the injector and a large amount of gas is injected to
maintain the reservoir pressure, more tracer should be injected for a better result. This could be
one reason why there is so much noise in the data. A look at the produced tracer concentration at
Well 378A-26R shows that the peak concentration is 3.5 pL/L at 250 days, which is consistent
with our estimation. Although this calculation involves many assumptions, the results should be
correct within an order of magnitude. The fact that this estimation is so close to the data also
should not lead us to believe that our assumptions are accurate. This is only a rough estimate.
Assuming that the injected tracer travels in the same layer, the produced tracer
concentrations at different sampling wells should be inversely proportional to the distance squared.

d2 x C
366U-26R 1o 378A-26R™ “at 378A-26R

Ca332xU36R = 2
d366U-26R 10 332XU-36R
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1450 x 3.5
38752

= 0.49 pL/L

This result is also consistent with the data. The peak tracer concentration at Well 332XU-36R
located on the same straight line as Well 378 A-26R and at a distance of 3,875 ft from Injector
366U-26R shows 0.45 pL/L compared to 0.49 pL/L from the calculation.

A careful look at the produced tracer concentrations vs. elapsed time plots from some of the
sampling wells such as Wells 326-26R, 332XU-36R, 362-26R, and 378A-26R indicates an
approximate bell-shaped distribution. This is another reason to believe that the data are not noise.

Table 11 shows the distance from the tracer injection well to the samplmg wells and the
average velocity for the first test.

The next step is to calculate the amount of tracer produced at each sampling well. The
amount of tracer produced can be obtained by integrating the area under the curve of the produced
tracer concentrations vs. elapsed time plot and multiplying by the gas production rate of the
sampling wells:

Myracer prod = Qprod f c dt
Jo

The gas production rates are assumed to be constant and are shown in Table 9. Table 13 shows
the amount of tracer produced at the sampling wells.

The distribution of injected gas into different sectors with reference to the major fault is an
important issue. Does the majority of the injected gas migrate to 31S or stay inside the 26R? Is the
major fault a complete barrier to flow? If not, what is the percentage of flow across this fault? The
distribution of injected gas into different sectors can be determined only if complete recovery of
tracers is obtained. The amount of tracer recovered depends on the following factors: number of
sampling wells used, the duration of time the sampling wells are opened, and the completion
intervals. Figure 24 shows the location of the sampling wells and amount of PMCP produced
from the first stage as a percentage of total PMCP produced. The wells that produced most tracers
are located in the western sector. These are Wells 326A-26R, 336U-26R, and 347A-26R. Well
322A-36R shows about 19.5% (from total produced) of PMCP, but there is a possibility that this
is noise in the data because most of the area is under a single data point (18 pL/L at 400 days).

All of the wells in 31S experienced a large increase in gas-oil ratio. Table 12 shows the
gas-oil ratio for the sampling wells. There are fluctuations in the gas-oil ratio but the values in
Table 12 are representative of the actual values. Hence, not all of the sampling wells in the 315
area were opened during the test as indicated in the produced tracer concentrations vs. elapsed time
plots. Wells 362-26R and 384-26R were shut in after 300 days. Well 383-26R was opened 350
days after the test. Well 386A-26R was also shut in after 280 days. If these wells had been open
the entire test period, more tracer could have been produced.

- Since we cannot discuss the unproduced tracers, we will make some observations about the
produced tracers. Table 14 shows the average amount of PMCP produced per well in different
sectors. The western and eastern sectors produced about the same amount of tracers, while in the
318 area, less was produced because the wells were shut in and had lower completion intervals (C
and D shales and 318 sands). Only one well was sampled in the southeastern area (NA shales of
the 31S) . It is unknown from this first stage tracer test if the major fault that divides 26R is a
‘barrier to flow, because Injector 366U-26R intersects the fault and PMCP could be injected in both
sectors. We will discuss this later when interpreting the second-stage tracer test.

There are many possibilities that could lead to an early breakthrough and also to small
amounts of tracers produced. The most likely scenario is that 26R and 318 share the same gas cap

148



and the injected gas filled this gas cap by moving updip into 31S, where the wells are completed in
the NA shales. At the same time, it is moving downdip to the lower 26R, where the producing
wells are completed (see Table 10 for the completion intervals).

A simple material balance calculation on the injected gas shows that there exists good
communication between the gas injectors and the producers. The total injection rate for 26R is
around 170 MMscf/D. Total gas production rate is about 150 MMscf/D and total oil production
rate is 18,000 STB/D. Assuming that the solution gas is 1,000 scf/STB, the amount of free gas
produced is obtained by subtracting the solution gas from the total amount of gas produced and is
about 132 MMscf/D, or about 80% of the injected gas.

The volume of the gas cap can be roughly estimated from the total gas injection rate and the
breakthrough time by making reasonable assumptions. These are an average porosity of 25%, a
constant tracer partition coefficient of 0.65 for PMCP, a gas formation volume factor of 0.0078
reservoir volume, per surface volume and single-phase flow of gas at residual oil and water
saturations of 30% and 15%, respectively.

bt
_ QB

o[1+ ®-1)s, S, |

gas cap

_ 200 [D] x 170 x 10°[scf/D] x 0.0078 [£¢*/scf]
0.25 [14 (0.65 — 1) 0.3 — 0.15]

1.42 x 10° ft> or 51 square mile-ft

This number is reasonable compared to the thickness of the first three megaunits of 26R. The
actual volume of the gas cap should be greater than 51 square mile-ft, since the injected gas does
not sweep the whole gas cap at the time of breakthrough.

‘ The idea that 26R and 318 share the same gas cap and that there is good communication
between 26R and 31S can be supported by much evidence. This evidence will also show that there
is good vertical communication among all geological units within each reservoir. The first
evidence comes from pressure data. Pressure measured in the gas cap of 26R is around 2,500 psig
and is around 2,400 psig in 31S . The higher pressure in 26R could be the result of a higher gas
injection rate in this area. The second evidence comes from tracer data. As the injected tracers
move updip into the 31S area and downdip into the 26R area, they also move downward into the
lower geological sequences (see Fig. 7 for the order of these geological sequences in the 26R and
31S areas). In the 26R reservoir, tracers injected in the upper 26R were produced in the lower
26R. These tracers were also produced in the 31S area from the equivalent of the 26R sands or
NA shales, the B, C, and D shales, and also from the upper and lower 31S sands. The
breakthrough times of these tracers at the sampling wells were also consistent with the depths of
the well completions and the distance away from the tracer injector. Wells completed shallower
broke through earlier than those completed deeper. Well 332XU-36R is located farther from the
tracer injector compared to Well 378A-26R and shows a breakthrou gh time of 350 days compared
to 200 days.

For wells located in the 31S area, Well 362-26R is located farther from the tracer injector
but is completed at a shallower depth. Well 362-26R is located updip and completed higher in the
B and 318 sands compared to the C and D shales where Well 363-26R is completed. The oil,
water, and gas production rates for Well 362-26R are 32 STBO/D, 1 STBW/D, and 1,041 Mscf/D.
The gas-oil ratio is 32,531 scf/STB. The oil, water and gas production rates for Well 363-26R are
52 STBO/D, 683 STBW/D, and 561 Mscf/D. The gas-oil ratio is 10,788 scf/STB. The
breakthrough times of these two wells are at 200 days and Well 362-26R shows a higher peak
tracer concentration because of less dilution. Well 382-26R is completed in the N, A, and B shales
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while Well 384-26R is completed in lower geological units (B, UL31S). The oil, water, and gas
production rates for Well 382-26R are 15 STBO/D, 0 STBW/D, and 593 MSCE/D. The gas-oil
ratio is 39,533 scf/STB. The oil, water, and gas production rates for Well 384-26R are 17
STBO/D, 0 STBW/D, and 854 Mscf/D. The gas-oil ratio is 50,235 scf/STB. These two wells
produced at about the same gas-oil ratio because they are both completed above the gas-oil contact
and Well 384-26R is located closer to the 26R gas injectors than is Well 382-26R. Data indicate a
breakthrough time of 200 days for Well 382-26R. Well 384-26R was shut in between 200 to 260
days and data show tracer breakthrough after the well was reopened. The breakthrough time at
Well 384-26R could be about the same as for Well 382-26R. The peak tracer concentration at Well
384-26R is also higher at 2.1 pL/L compared to 1 pL/L at Well 382-26R. The peak tracer
concentration of (oc+ot) PDCH at 360 days appears to be noise because it is only one point.

Well 383-26R is located between Wells 382-26R and 384-26R but is completed lower.
The oil, water, and gas production rates for Well 383-26R are 81 STBO/D, 117 STBW/D, and
1,486 Mscf/D. The gas-oil ratio is 18,348 scf/STB. The well was opened 350 days after tracer
injection and the data indicate some tracer breakthrough after the well was opened. The well was
shut in 60 days later because of excessive gas production. Well 386A-26R is located close to the
tracer injector and completed in the B shale. The oil, water, and gas production rates for Well
386A-26R are 26 STBO/D, 2 STBW/D, and 776 Mscf/D. The gas-oil ratio is 29,846 scf/STB.
This well was shut in between 200 to 260 days after tracer injection. Once the well was reopened,
the data indicated a peak tracer concentration of 3.4 pL/L. There are no tracer data after 280 days.

Another interesting result is that the concentrations of two other tracers, oc-PDCH and ot-
PDCH, are generally lower than PMCP concentrations and they breakthrough at about the same
time as PMCP. This result is consistent with the partition coefficients of these tracers, since
PMCP has a lower partition coefficient compared to PDCH. A lower-partitioning tracer will spend
less time in the oleic phase compared to a higher-partitioning tracer. As a result, the breakthrough
time will be earlier and the tracer concentration higher. However, comparison of the breakthrough
times is uncertain because of poor quality data at these very low tracer concentrations.

Simulation of the First-Stage Tracer Test

Given a set of fluid flow data or tracer data, it is not difficult for one to develop a reservoir
model based only on these data. However, it is difficult'to develop a model that is also consistent
with the geology. The first step in building a reservoir model is from data analysis. The data
include a structural map of the reservoirs, production data, material balance of the injected gas,
petrophysical properties, recovery mechanism, and positions of gas-oil contact and perforation
intervals. Once the initial reservoir model based on data analysis is developed, a decision has to be
made on what parameters, and the range of these parameters, need to be adjusted so that the model
gives the same responses as the reservoir. Figure 25 shows a cross section of a conceptual flow
model of the 26R and 318 reservoirs based on data interpretation. : ‘

imulation Model ,

The next step is to decide the area to be simulated and how to grid it. Using production
rates from the wells and a steady-state streamline model, each injector was assigned a rate by
counting the number of streamlines from the producer back to the injector. Figure 26 shows an
areal picture of the streamlines assuming that 26R is in full communication with 31S. The area to
be simulated is approximately 1.5 square miles and is divided into a 26 x 43 grid (NX x NY).
Figure 27 shows the areal grid used in this simulation study. The locations of the wells are such
that no two wells are in neighboring grids. ;

The 26R sands can be divided into 18 different layers based on the continuous shales. Rial
(1990) used 20 vertical gridblocks in the simulation of this reservoir. If the same number were
used here, this would bring the total number of gridblocks to 22,360 (26 x 43 x 20). The use of a
large number of gridblocks in the vertical direction is necessary to model the effects of gravity,
multiphase flow, and detailed reservoir heterogeneity. In the tracer test, the flow is mainly single-
phase except for wells completed below the gas-oil contact or in the transition zone. For the
reservoir description side, the material balance of the injected gas indicates good communication
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from the injectors to the producers. The use of single-phase flow and good fluid communication
among the layers enables us to use a smaller number of gridblocks in the vertical (Z) direction
because gravity has no effect on the flow behavior and some degree of reservoir heterogeneity
could be represented with physical dispersion. Figure 28 shows a cross section of the simulated
reservoir. The initial assumption was that an even gas-oil contact exists across both reservoirs.
This assumption is contradictory to the belief that an uneven or multiple gas-oil contacts exist
across the 26R reservoir. Some adjustments may be needed during simulation.

The number of gridblocks in the vertical direction (NZ) is 4. The total number of
gridblocks is 4,232. The number of gridblocks is kept to a minimum so that multiple runs can be
made economically. Each gridblock in the vertical direction represents one megaunit of the 26R
sands. The first and second gridblocks in the vertical direction represent the upper sequence from
layers A to E, while the third and fourth vertical gridblocks represent part of the lower sequence of
the 26R sands above the gas-oil contact (layer F and below). Average reservoir properties are
taken from Tables 1 and 2. An average porosity of 25% was used in the 26R area and 16% for the
318 area. The vertical permeabilities are one-tenth of the horizontal permeabilities. Anisotropy is
also included by doubling the permeabilities in the X direction. The elongated shape of the 26R
reservoir suggests preferential flow in the northwest-southeast direction (Y direction) compared to
the X direction. Table 15 summarizes the reservoir properties used in the simulations.

Initially the hydrocarbon components were lumped into seven pseudocomponents using an
expert system for UTCOMP developed at The University of Texas by Khan (1992). Table 16
shows the fluid description. An average water saturation for 26R is taken from Table 2. The same
water saturation for 26R is used in 318 so that a single phase of gas can be simulated. Simulation
results will show that some adjustments may be needed to obtain better results for wells perforated
in the lower shales and sands for both the 26R and 318 areas.

Since single-phase flow of gas will be simulated, the total number of hydrocarbon
components can be reduced from seven to two without affecting the results. This reduction helps
reduce unnecessary computation performed in the flash calculations. This is done by using only
methane and the heaviest components (Ca4+4). The hydrocarbon compositions of these two
components are adjusted to give the same gas and oil saturations as using seven
pseudocomponents at the same pressure and temperature. The overall mole fraction of methane
and Cp44 used are 0.82 and 0.18, respectively.

In summary, we have transformed two very complicated reservoirs (26R and part of 318S)
into a simple reservoir description by making some assumptions to aid in the interpretation and to
reduce computational time. The main assumptions are :
single phase flow of gas at constant residual oil and water saturations,
constant tracer partition coefficients,
no adsorption of tracer,
heterogeneity can be represented by physical dispersions,
good fluid communication exists between the 26R sands and NA shales in the northwest-

southeast limit of 26R,
the major fault that divides 26R into two equal halves is not a barrier to flow, and
there is an even gas-oil contact for both reservoirs.

NO kL

Simulation results will show that some of these initial assumptions may need to be
adjusted to give a better match to the field tracer data. Although the initial reservoir description is
simple, it includes many fluid-flow effects such as 3D flow, areal sweep, heterogeneity and
anisotropy, physical dispersion, dilution from other injectors, interference of other producers,
positions of tracer injection wells and observation wells, perforation intervals, change in well
conditions, and tracer partitioning.

Transport Parameters
There are many parameters that could influence tracer breakthrough times and produced

peak tracer concentrations, such as heterogeneity, anisotropy, multiphase flow, degree of physical
dispersion, effective thickness, fluid saturations, and tracer partition coefficients. As mentioned
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earlier, the decision was made to simulate only a single-phase flow of gas at residual oil and water
saturations. The simulation results will show the validity of this assumption. Therefore, the
parameters that affect the tracer responses most are the effective thickness and degree of physical
dispersion. These two parameters are related closely to the degree of heterogeneity. The effect of
uncertainty in the tracer partition coefficients is small compared to that of reservoir heterogeneity.
Data on dispersion in the laboratory and in the field have been published by many authors.
It has been found that dispersivity increases with the length scale of observation. Neuman (1990)
fit two separate regression lines to the data with the length scale of observation less than 100 m and
greater than 100 m. The expression for the regression line when the scale of observation is greater

than 100 mis o, = 0.32 L2%2. Using the distance of 1450 ft (442 m) between Injector 366U-
26R and Well 378A-26R, the calculated apparent longitudinal dispersivity is 50 m, or 165 ft. In
this study, apparent dispersivities of 100 and 150 ft were used for both the longitudinal and
transverse dispersivities.

The second parameter is the effective thickness of the reservoir. The effective thickness is
not the same as the net thickness of the reservoir but is the portion of reservoir that contributes to
the flow. The effective thickness is different in different parts of the reservoirs. In the initial
model, a constant effective thickness from the top of sands to the gas-oil contact is assumed to be
the same for both reservoirs. This parameter will be adjusted and the effect of changing this
parameter will be discussed. Since the simulated reservoir is very close to a homogeneous one, the
effective thickness should be much smaller than the actual reservoir thickness. As calculated in the
data-analysis section, a gas-cap volume of 50 square mile-ft is obtained using the total injection rate
of the whole field (170 MMscf/D) and an average tracer breakthrough time of 200 days. The
simulated area is around 1.5 square miles and thus an effective thickness of 34 ft is obtained.
Keep in mind that not all of the injected gas gets produced or stays inside the simulated area.
Thus, this number could be lower. An effective thickness of 60 ft was used in the first simulation.

Simulation Results

Figures 29 to 37 show results of two simulation runs using input data from Table 15 and
different dispersivities and effective thicknesses. The first run used an effective thickness of 60 ft
and longitudinal and transverse dispersivities of 100 ft. The second run used an effective thickness
of 30 ft and longitudinal and transverse dispersivities of 150 ft. The first run, with the larger
effective thickness, shows a late breakthrough compared to the data with the exception of Wells
336-26R and 347-26R. The peak tracer concentration at 220 days for Well 336-26R is probably
noise because it is much higher than other neighboring points. Results of the first run indicate a
smaller effective thickness as expected from the calculation.

An effective thickness of 30 ft and dispersivities of 150 ft were used in the second run.
Results indicate a better match for Wells 326-26R, 363-26R, 378A-26R, 383-26R, and 384-26R.
Wells 336-26R and 347-26R show an earlier breakthrough than the data. Compared to wells
located near the tracer injector (Well 366U-26R), Wells 336-26R and 347-26R are completed
lower than Wells 378A-26R and 326-26R . Well 378A-26R was completed from 5,019 to 5,444
ft subsea while the completion intervals for Wells 336-26R and 347A-26R were 5,811 to 5,921
and 5,573 to 6,078 ft subsea, respectively. Well 326-26R was also completed lower than Well
378A-26R at 5,592 to 5,898 ft subsea. All four of these wells are oil producers and are completed
in the transition zone or below the gas-oil contact. ,

" The oil, water, and gas production rates for these wells are 281/235/5,191 for Well 326-
26R, 225/224/5,765 for Well 336-26R, 280/45/3,605 for Well 347-26R, and 112/39/524 for Well
378A-26R, STBO/D, STBW/D, and Mscf/D, respectively. The gas-oil ratio for Wells 326-26R,
336-26R, 347-26R, and 378A-26R are 18,473, 25,622, 12,875, and 4,679 scf/STB, respectively.
Wells 326-26R, 336-26R, and 347-26R are located in the western sector and produce much more
free gas than Well 378A-26R even though they are completed lower.

Simulation results indicate much thicker reservoir sands at Wells 336-26R and 347-26R
compared to 378A-26R. The reservoir thickness at Well 326-26R is also larger than at Well 378A-
26R. This is consistent with other studies finding that there is an uneven gas-oil contact across the
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main fault. The average gas-oil contact in the western sector (5,780 ft subsea) is lower than the
average gas-oil contact in the eastern sector (5,650 ft subsea). The difference in gas-oil contacts
makes the pore volume in the eastern sector smaller than the western sector. The simulated
reservoir has a uniform thickness for both sectors, therefore, the breakthrough times and the peak
concentration do not match the data well. The tracer concentration data at Well 378 A-26R shows
distinct peaks compared to simulation results, possibly caused by heterogeneity. Simulation
results show no breakthrough at Well 332XU-36R after 550 days.

For the sampling wells located in the 31S area, the use of a smaller effective thickness
gives better results than a larger one. This is so for two reasons. First, the 26R sands are thinner
near the northwest-southeast limit as shown in Fig. 3. The NA shales of 318 reservoir become
thicker away from this limit. The NA shales of 31S also have lower porosity compared to the 26R
sands. Second, gravity causes the injected gas to move updip toward 31S. The sampling wells in
26R were completed in the transition zone (below the gas-oil contact) and they are located downdip
of the structure. The sampling wells in 318 are located updip, and most of them were completed
above the gas-oil contact as supported by the production rates of these wells. It is easier for gas to
move updip than downdip and below the gas-oil contact because of gravity. Well 363-26R shows
a reasonable match except that the area under the curve is greater. Wells 383-26R and 384-26R
also show reasonable matches with the data. The simulated (oc+ot) PDCH concentrations are
lower than PMCP, in agreement with the data, because they have higher partition coefficients.
Simulation shows a late breakthrough at Well 362-26R compared to the data because this well is
farther away than Well 363-26R. Well 362-26R is also completed higher in the B shale, U318,
while Well 363-26R is completed in the C and D shales and closer to the gas-oil contact. In the
simulation, the same effective thicknesses for these wells are used. Adding multiphase flow to the
C and D shales could give a better match for Well 362-26R.

' In summary, the simulation results match reasonably well with the data. The simulated
tracer production curves show a gradual increase and decrease in tracer concentrations whereas the
tracer data are erratic. The areas under the simulated tracer breakthrough curves are greater than for
the data, which indicates less tracer was produced than predicted. Simulation results show smaller
PDCH concentrations than PMCP concentration in agreement with the data. The differences are
caused mainly by the use of uniform thicknesses for both reservoirs. Better results could be
obtained by adjusting the effective thickness according to the thickness above the gas-oil contact at
different well locations.

Data Analysis and Interpretation of the Second-Stage Tracer Test

The results of the second-stage tracer test also show a lot of fluctuation. In this test, more
tracers were injected compared to the first stage (800 g of PMCH compared to 30 g each of PMCP,
oc-PDCH, and ot-PDCH in the first stage). Table 17 shows the amount of PMCH produced at
each sampling well and Fig. 38 shows the locations of these sampling wells. The total amount of
PMCH produced is smaller than the amount of PMCP produced. The breakthrough times for
PMCH are even shorter than those for PMCP and are generally in the range of 100 days. Table 18
shows the average velocity of PMCH for different sampling wells.

If the produced tracer concentrations from the sampling wells are plotted vs. sampling date,
it can be seen that some of the data, such as that for Well 382-26R and Well 383-26R show similar
shapes of produced PMCP and PMCH concentrations. The wells that show peak concentrations
of PMCH higher than those of PMCP are 326-26R, 332XU-26R, 363-26R, and 382-26R. Are all
of these responses real or just some of them? The wells that are important in the second stage are
wells located in the eastern sector. If the responses of the wells in this area are real, then the major
fault is not a barrier to flow. The responses from Wells 378A and 332XU-26R located in the
eastern sector might be real since they are more consistent compared to Well 327-25R. The
produced tracer concentration at Well 378 A-26R can be estimated using the same procedures as in
the interpretation of the first stage. The distance between the center of the four injectors to Well
378A-26R is approximately 2,750 ft. The volume of the reservoir gas at standard condition is
calculated using
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9.138 x 10'% scf or 2.588 x 10'? standard L.

The amount of PMCH in moles is 800 g divided by its molecular weight (350 g/mol), which is
2.286 moles. The volume of PMCH is
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2.286 [mol] x 82.06 [cm3°atm emol’! 'K'l] x (273.15 + 15.56) K
: 1[ atm]

= 54159 cm® or 54.16 standard L.
The estimated concentration of PMCH at Well 378A-26R is then

C = 54.16 standard L of PMCH
at 378A-26R

2.588 x 10"%standard L of reservoir gas

21 x 10711 __standard L of PMCH
‘ standard L of reservoir gas

0

pL of PMCH
standard L of reservoir gas -

This calculation gives an estimated tracer concentration about one order of magnitude higher than
the calculation of tracer concentration in the first stage. The data show that the highest peak occurs
at 100 days with the peak PMCH concentration of only 1.3 pL/L (compared to 21 pL/L from the
above calculation). The smaller peak concentration is possible because more tracer could be
produced later.

The next question is how to interpret the early breakthrough of 100 days of PMCH. The
early breakthrough times of PMCH in the second stage are not consistent with the breakthrough
times of PMCP in the first stage. The nearest injector for PMCH is Injector 356-26R, which is
located 1,900 ft from Well 378A-26R while the PMCP injector is located 1,450 ft from Well
378A-26R. The lowest completion at Injector 356-26R is 4,829 ft subsea compared to 4,684 ft
subsea at Injector 366U-26R. At 378A-26R, the highest completion is at 5,019 ft subsea. In the
vertical direction, the distance from the closest PMCH injector to Well 378A-26R is 190 ft and the
distance from PMCP injector to Well 378A-26R is 335 ft. The shortest distance between Injector
356-26R and Well 378A-26R is 1,909 ft compared to 1488 ft between Injector 366U-26R and
Well 378A-26R. Figure 39 shows a schematic diagram of the shortest distances from the PMCP
injector (Injector 366U-26R) and the closest PMCH injector (Injector 356-26R) to Well 378A-
26R. Is it possible that a more retarded tracer (PMCH) injected 137 days after PMCP can travel a
greater distance in the same direction through the fault and breakthrough at the same time as
PMCP? This is possible if PMCH is injected in the same layer as the completion interval of Well
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378A-26R and there is poor vertical communication between the PMCP injector and Well 378A-
26R. The data indicate that the opposite is true. Simulation results given below support this fact.

imulation Resul

Figures 40 to 48 show the simulation results for the second stage. The same reservoir
description as in the first stage was used. At Well 378A-26R, located in the eastern sector of the
26R reservoir, simulations show a late breakthrough of 220 days of PMCH compared to 60 days
after PMCH injection. The simulated PMCH concentration increases slowly and reaches 0.1 pL/L
at 400 days. A larger simulated peak can be expected after 400 days. The simulated breakthrough
time of PMCH is consistent with the simulated breakthrough time of PMCP. As expected from the
analysis, PMCH should breakthrough later than PMCP because of the greater distance PMCH has
to travel. There is a possibility that the peak at 300 days could be a real breakthrough. Simulations
show no tracer breakthrough at Well 332XU-36R. For other wells located in the 26R reservoir,
simulation results show much higher concentrations of PMCH compared to the data. This is also
consistent with the larger amount of PMCH used in the second stage compared to the first stage. If
there is a breakthrough, the concentration should be in the range of 10 to 100 pL/L, as estimated
previously.

There are two possibilities if there is no breakthrough of PMCH in the eastern sector. The
first possibility is that the main fault is a barrier to flow and the second possibility is that the data
are not sufficiently good. The first possibility is true if there is breakthrough of PMCH in other
sampling wells but not in the eastern sector of the 26R reservoir. The second possibility is true if
there is no breakthrough of PMCH at all. Wells 336-26R and 347-26R do not have enough data
after 100 days. Well 326-26R has data up to 370 days, but the data show much lower
concentrations than in the simulations. For sampling wells located in the 318 reservoir, Well 363-
26R shows a larger PMCH concentration than the data. Other sampling wells may not have good
data because of the short sampling period. There are only two wells that have enough data points
to be evaluated. These problems with the data prevent us from making a conclusion about the main
fault at this time. Sampling should be continued to see if a larger peak PMCH concentration
occurs. We speculate that the remaining tracer stayed in the gas cap of 26R and 318, with the
majority of the tracer in the western sector of 26R. The remaining tracer should be recovered later
if it is still detectable.

RESIDUAL OIL SATURATION DETERMINATION FOR THE SHALLOW OIL
ZONE RESERVOIR (S0Z)

The Shallow Oil Zone (SOZ) reservoir is located at the Elk Hills Naval Petroleum Reserve
in California (NPRC). This reservoir has been producing oil since 1920's. The total estimated
reserves are 500 million barrels of oil and the production rate is 15,000 barrels of oil per day from
550 production wells. The average reservoir pressure is 18 psig and the reservoir temperature is
140°F. This reservoir is undergoing a gas injection program to increase the reservoir pressure to
25 psig. The objectives of the tracer test project at the SOZ reservoir were to test the new tracer
technology (perfluorocarbon tracers, PFT's) developed by Gunnar Senum of Brookhaven National
Lab (BNL) (Senum et al., 1992) in a petroleum reservoir and to investigate the flow behavior of
the injected gas so that a better plan for an EOR project can be implemented in the future.

The tracer test was carried out by injecting PMCH (perfluoromethylcyclohexane) and
PMCP (perfluoromethylcyclopentane) into Well 34-10G undergoing a gas injection rate of 150
Mscf/D. The injected PMCP and PMCH concentrations were 89,330 and 97,000 pL/L,
respectively. Two other tracers, oc-PDCH (perfluo cis 1,2-dimethylcyclohexane) and ot-PDCH
(perfluo trans 1,4 dimethylcyclohexane) were injected into Well 44-10G undergoing a gas injection
rate of 75 Mscf/D. The injected oc-PDCH and ot-PDCH concentrations were 64,700 and 139,000
pL/L, respectively. The injection intervals for these two wells were 75-100 ft above the gas/oil
contact. Well 34-10G was completed in sublayers Pa, A, Al, and B of the SS-1 with an average
net thickness of 45 ft. Well 44-10G was completed lower in sublayer D with an average net "
thickness of 15 ft. Gas samples were taken at wells located around the two tracer injection wells
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and then sent to BNL for analysis. The gas cap wells were produced at low rates, about 1 Mscf/D.
Figure 49 shows a map of the area (Senum et al., 1992).

Data obtained from this tracer test were analyzed for residual oil saturation. The accuracy
of the residual oil saturation relies heavily on the accuracy of tracer partition coefficients that have
to be measured with the reservoir fluid at reservoir conditions. The composition of the reservoir
fluid used in this study was obtained from PVT data of fluid collected from Well 73-11G
(Reudelhuber, 1952) and shown in Table 19. The hydrocarbon components were lumped into
eight pseudocomponents using an expert system for UTCOMP developed at The University of

“Texas by Khan (1992). Table 20 gives the fluid description computed using this expert system.
Estimation of the tracer partition coefficients is based upon vapor-liquid equilibrium using different
assumptions; ideal gas and ideal liquid (Raoult's law), ideal gas and nonideal liquid, and the Peng-
Robinson equation of state base on the critical temperature, critical pressure, accentric factor, and
binary interaction parameters of the PFT's.

Since the reservoir in this test zone is at a low pressure of 19 psia (Pande, 1991) and
moderate temperature of 140°F, the vapor-liquid equilibrium of the PFT's should follow Raoult’s
law. Raoult's law relates vapor pressure which is a function of temperature to the equilibrium ratio
(K value). ’ '

va
T
1 x P

The vapor pressures for PMCP and PMCH were estimated using the Antoine and the Wagner
equations (Reid er al., 1988). The vapor pressures of PMCP and PMCH from correlations were
1.575 and 0.585 bar, respectively. The vapor pressure for PMCP may not be as accurate as for
PMCH because the vapor pressure correlation for PMCP is not available and so the vapor pressure
of perfluorocyclohexane is used instead. To ensure that the vapor pressures from correlations
were accurate, the Peng-Robinson equation of state was used to double checked these numbers.
First, the boiling points or the vapor pressure at 1 atm of both PMCP and PMCH were checked
and agreed with boiling point data. Then, the vapor pressures of the PFT's at reservoir
temperature of 140°F were predicted using the Peng-Robinson equation of state. The vapor
pressures for PMCP and PMCH from the Peng-Robinson equation of state were 1.45 and 0.55
bar, respectively. The vapor pressures from correlations agree with the ones from the Peng-
Robinson equation of state. In this study, the vapor pressure of 1.45 bar for PMCP and 0.585 bar
for PMCH at 140°F were used.

Raoult's law assumes that there is no interaction between PMCP or PMCH molecules and
‘hydrocarbons in the liquid phase. This may not be the case since the PFT's contain fluorine which
is different from hydrocarbon. The interaction can be accounted for by using the activity
coefficients. Many different activity coefficients models can be found in the literature. The most
widely used is the UNIFAC group contribution method. Using the oil compositions from Well
73-11G, the activity coefficients of PMCP and PMCH in the oleic phase are 6.11 and 9.357,
respectively. The equilibrium ratio is calculated using

vap
_ NP
i X; P
The equilibrium ratio is converted to the partition coefficient using

1
Kp = ;v .
K; g

The ratio of the molar densities of the oleic to gaseous phase is estimated to be 72.768 using the
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Peng-Robinson equation of state.

Figures 50 and 51 show results of equilibrium ratio versus pressure at different
temperatures using PFT's binary interaction parameter of 0 and 0.22. Based on experimental data
on the partition coefficients of PFT's measured usin g the 26R reservoir fluid at 2400 psia pressure
and 200°F temperature, the binary interaction parameter is in the range of 0.18 to 0.22. (The 26R
reservoir is a reservoir located at Elk Hills Naval Petroleum Reserve No.1.) 'The partition
coefficients are very sensitive to the binary interaction parameters. More experimental data are
needed to correlate the binary interaction parameters used in the Pen g-Robinson equation of state to
the tracer partition coefficients at different conditions.

The equilibrium ratios and the tracer partition coefficients from different methods are
tabulated in Tables 21 and 22. Comparing different methods, Raoult's law gives the lowest

equilibrium K value and the Peng-Robinson equation of state with Sij = 0.22 gives the highest
equilibrium K value. Table 22 indicates a large uncertainty of the tracer partitioning coefficients
from different methods. The binary interaction parameters in the Peng-Robinson equation of state
are used to correct for the nonideality between molecules. At the conditions of the SOZ reservoir
(19 psia, 140°F), the binary interaction parameters should not be as high as the numbers obtained
from the conditions of the 26R reservoir (2400 psia, 200°F). The predicted tracer partition

coefficient using Sij = 0.22 is more likely to be too high and the actual tracer partition coefficient

should be in between the numbers predicted by the equation of state using dij = 0 and 0.22.
Comparing all the methods, the UNIFAC model should give the best estimate of the tracer
partitioning coefficients at these reservoir conditions (19 psia, 140°F). Therefore, the tracer
partition coefficient predicted using the UNIFAC model will be used to calculate the residual oil
saturation of the SOZ reservoir.

Figures 54 and 55 show tracer production data from Well 25-10G and 81-10G. Figures 56
and 57 show cumulative recovery of PMCP and PMCH vs. time at Well 25-10G and 81-10G,
respectively. With this set of data, the recovery is very small and the test was stopped very
prematurely. Extrapolation of the tail of a tracer response to complete recovery may not be very
meaningful when recovery is small. The extrapolation technique also requires tracer production
data from other surrounding wells so that the total amount of tracer is conserved and these data are
not available. Because of the above reasons, applying the first moment calculation to this set of
data may not give good results. As shown in the simulation example, the residual oil saturation
calculated using the higher cutoff concentration (10-3) will be lower than the actual value (Figs. 40-
43 of Section II). Using data from Well 81-10G, the calculated R; is 0.84 without extrapolation of
the tail of tracer response. Using Egs. 37 and 38 of Section II and K from the UNIFAC model,
the calculated residual oil saturation from the first moment method is 5%. Extrapolation of the tail
of PMCH to the same cumulative PMCP recovery (0.09% injected) using an exponential function
gives the first moment with respect to time of 356 days compared to 266 days without
extrapolation. The calculated R, is 0.75 and the corresponding residual oil saturation is 10%.
There are no assumptions made regarding the distribution of Sor when applying the first moment
method. ‘ '

In an oil reservoir, the distribution of residual oil in the reservoir is more uniform compared
to the distribution of spilled contaminants given in the simulation example (Section II). The
uniformity of the oil saturation is suggested from the similarity of the shape of tracer production
data for PMCP and PMCH at Well 25-10G (Fig. 54). When the distribution of residual phase is
uniform, the tracer response of different partitionin g tracers can be collapsed into a single curve as
illustrated in Fig. 38C of Section II and point by point or a landmark comparison of Tang and
Harker (1991) can be applied. The assumption used is that dispersion is a result of heterogeneity
or the flow is mainly convective flow. Therefore, the ratio of the first moment or R;in Egs. 37
and 38 of Section II is the same as the ratio of the travel time of the equivalent concentrations on
the nonpartitioning and partitioning tracer breakthrough curves.

Figure 58 shows the residual oil saturation vs. cumulative tracer recovery using data from
Well 81-10G and Egs. 37 and 38 of Section II. Figure 58 indicates that the residual oi] saturation
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is not uniform. If the distribution of residual oil is uniform, a single value of Sor should be
obtained at any cumulative tracer recovery. If we assume a layered and ordered reservoir model
(low Sorin high permeability layer), by correlating the peak of the tracer production data, there are
3 layers of different residual oil saturations. (The number of peaks is subjective and the
corresponding residual oil saturations will be different.) The residual oil saturations are 8%, 13%
and greater than 20%. The present of the third layer can be seen from the tracer response of PMCP
but not PMCH. The Sy for the third layer could not be determined since the test was stopped
before the third peak of PMCH broke through. If the test had continued, the calculated So for the
third layer should be greater than 20%. Data from Well 25-10G is not as good as Well 81-10G
and it is not used in this calculation. In the Proposed Collaborative Experiment Between Chevron
Oil Field Research Corp. (COFRC) and Brookhaven National Laboratory (BNL) dated Jan. 17 of
1991, the residual oil saturation is estimated to be 40-60% in the test zone. This field example
shows that although the first moment method is a very powerful method, it requires good quality
data for interpretation. :

CONCLUSIONS

The main conclusions from this study are the following.
1. The PFT data show a lot of fluctuation or noise.
2. The data from the first-stage tracer test of the 26R reservoir are significant.
3. There is fluid communication along the northwest-southeast boundary of the 26R and 31S
TESErvoirs.
4. In the southeast boundary of the 26R reservoir where the two upper sequences of 26R
disappear, fluid communication exists between the upper 26R and 31S NA through the lower 26R.
5. Inside the 26R reservoir, good fluid communication exists between the gas injectors in the
upper 26R and the producers in the lower 26R
6. At this time, there is not enough information from the second stage tracer test of the 26R
reservoir to determine if the main fault is a barrier to flow. PMCH data from wells located in the
ecastern sector appear to be noise. With the existing data, simulation results show much larger
PMCH concentrations for wells located in the western sector of 26R and in 31S compared to these
data.
7. For the tracer tests conducted at the shallow oil zone reservoir (SOZ), analysis of the tracer data
indicates residual oil saturations from 8% to higher than 20% between Injector 34-10G and Well
81-10G.

For the 26R reservoir, more tracer data should be collected to see if larger PMCH
concentrations breakthrough. A comparison between PMCH and PMCP data should give some
indications as to whether the data are real or just noise. If there is a real breakthrough for PMCH
in the western sector but not in the eastern sector, the main fault is a barrier to flow. This would
give evidence other than the uneven gas-oil contact for both sectors.

For tracer tests conducted in the future, the injected concentration should be in the range of
100,000 pL/L. As indicated by Gunnar (1990), the PFT's are not expensive. Because a large
amount of gas is injected and both the 26R and 318 contains the gas cap, it is better to use more
tracers for better results and ease of interpretation. If the wells are shut in to control reservoir
voidage, nothing can be done, but when the wells are not shut-in, tracer data should be collected.

A simple reservoir description has some limitations in that it cannot give the same solution
or detailed information that a complicated reservoir description can. At the same time, it has
advantages because it requires less computational time and effort. However, if the assumptions are
clearly stated and understood, the simple reservoir description is as good as a complicated one. In
this study, there are some discrepancies between the simulation results and the first-stage tracer
test. The discrepancies are caused by the assumptions used in the simulation model. Although the
flow is mainly single-phase in the upper 26R and NA of 318, the flow is actually multiphase in the
lower 26R and the C and D shales. The use of single-phase flow may still be applicable, but the
effective thicknesses above the gas-oil contact at different well locations must be taken into account
so that better matches to the breakthrough times are possible. If a complicated model is desired, a
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better reservoir description could be used so that heterogeneity can be included. More gridblocks
in the vertical direction should be used to capture detailed information about these reservoirs. It
would require much more time and effort to include multiphase flow and detailed geologic data in
the simulations. However, the data analysis and simulation model used in this study are sufficient
to achieve all the objectives of the tests.
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Table 1. General Information About the 26R Reservoir (from MER Performance Review)

Ornginal Oil in Place ; 423.7 MMB
Estumated Recoverable Oil 211.9 MMB
Cumulative Production (8/31/90) 174.5 MMB
Remaining Reserves (9/1/90) 37.4 MMB
Drive Gravity Drainage with Gas Injection for Pressure Maintenance
Active Producers (9/90) 50
Active Injectors (9/90) 9
Gas-0il Ratio (8/90) 8521 scf/STB
Water Cut (8/90) 16.6%
Avg. Reservoir Pressure (8/89) 2520 psig

Table 2. Average Properties of 26R Sands

Megaunit Porosity (%) Permeability (md) Water Saturation (%)
A-C 23.23 178 15.5
C-F 25.80 365 14.2
F-K 21.98 218 12.9
K-N 26.48 191 14.7
N-O L 26.48 191 14.7

Table 3. Average Properties of Cores from 31S NA Shales

No. of Samples Mean Value
“ Porosity (%) 639 16.93
, Permeability (md) 697 1.22
It Water Saturation (%) 227 51.68
“ Oil Saturation (%) 390 12.92
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Table 4. Current Available PFT's (adapted from Senum ez al., 1990)

No. Symbol Name (perfluoro-) Chemical Formula
1 PDCB dimethylcyclobutane CesF12
2 PMCP methylcyclopentane CeF12
3 PMCH methylcyclohexane C7F14
4 oc-PDCH ortho?(cis)P-DCHC CgF16
5 mt-PDCH meta(trans)-DCH CgFi¢
6 pc-PDCH para(cis)-DCH CgF16
7 PECH ethylcyclohexane CgF16
8 ot-PDCH ortho(trans)-DCH CgF16
I 9 mc-PDCH meta(cis)-DCH CgF16
i 10 pt-PDCH para(trans)-DCH CgF16
(11 1 PTCH 1-trimethylcyclohexane CoF18
|| 12 2 PTCH 2-trimethylcyclohexane CoFi13

4 ortho, meta, and para mean the 1, 2-, 1, 3-, and 1, 4-isomers.
b cis and trans means the alkyl groups (e.g., methyl) are on the same or opposite sides,
respectively, of the molecule plane.

Table 5. Tracer Physical Properties and Partition Coefficients

e ——

Tracer T(fg Tp pLat Pe Te ©
¢ O 20°C | (psia) | (°R)
(g/ce)
PMCP | -45 48 1.72 | 330.75|811.89| 0.458
PMCH | -39 76 1.80 |310.17|870.03| 0.482 | 350. | 0.22 | 0.88
(oc+ot) | -22 | 102.6 1.87 |274.89|915.57| 0.532 | 400. | 0.18 | 1.12
PDCH
Table 6. Injected PMCH Concentrations for the Second-Stage Tracer Test
N Tnjectors Rate (MSCE/D) CopLIL) |
334-26R 20,000 1,400
344U-26R 17,953 1,561
355-26R 14,000 2,001
356-26R . 25,000 1,121
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Table 7. Injection Rate for the Western Sector of the 26R Reservoir

Megaunit Injector Injector | Injector Injector Total Western
334-26R | 344U-26R | 355-26R 356-26R Sector
(Mscf/D) (Mscf/D) | (Mscf/D) (Mscf/D) Injection (Mscf/D)
A-B (A,B,B1) (A) (A,B,B1) (A,B,BI)
10907 10944 4735 6013 32600
D-E D,E1) (C,D) (D) (C,D,E1,E2,E3)
4037 7008 2031 18972 32048
F-J ‘ F,)
2319 2319
K-M 0
N-P 0
Total Injection ,
|| Volume by Well 14944 17953 - 6766 27304 66967

- Table 8. Injection Rate for the Eastern Sector of the 26R Reservoir

Megaunit

Table 9. Gas Injection Rates During the 26R Tracer Test

Injectdr N

ame

Gas Injection Rate (Mscf/D)

Injector Injector Injector Injector Injector Total Eastern
366U-26R| 377-26R | 388U-26R| 312A-36R | 322-36R Sector
Mscf/D) | Mscf/D) | (Mscf/D) | (Mscf/D) | (Mscf/D) Injection
‘ (Mscf/D)
A-B (A,B,B1) (B1) (B,B1)
0 1514 888 2402
D-E (D.,E1) |(D,E1l,E2,|(C,D,El, D) (D.E1,E2)
0 E3) E2,E3) 17282 19258 75506
20116 18850
F-J (F) ¥
5451 0 5451
K-M 0
N-P 0
Total Injection
Volume by Well 0 21630 19738 22732 19258 83359

| 366U-26R (PMCP) 10,000
! 334-26R (PMCH) 20,000
| 344U-26R (PMCH) 17,953
| 355-26R (PMCH) 14,000
| 356-26R (PMCH) 25,000
| 377-26R 21,630
388U-26R 19,738

312A-36R 22,732

322A-36R 19,258

328-25R 10,000
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Table 10. Completion Intervals for Tracer Injectors and Sampling Wells

Well Name Well Completion Perforation Interval (ft subsea)||
366U-26R (PMCP) A-E2 4339-4684
334-26R (PMCH) A-El 4554-4851 “
344U-26R (PMCH) A-D 4415-4535
355-26R (PMCH) A-D 4219-4486 |
356-26R (PMCH) A-J 4249-4829 |
314A-26R U26R 5198-5398 |
322-36R L26R - (
386A-26R B - %I
327-25R U31S -
383-26R - |
326-26R L26R 5592-5898 |
336-26R UL26R 5811-5921 |
347-26R UL26R 5573-6078
378A-26R L26R 5019-5444
362-26R B,U31S8 -
363-26R C,D -
382-26R N,A,B -
384-26R B,UL31S -
332XU-36R N,A -

A = A Shale, B = B Shale, C = C Shale, D = D Shale, U = Upper, L = Lower, 318 =31 Sands

Table 11. Average Velocity Between Injector 366U-26R and Sampling Wells

Well Name Distance in ft from Tracer | Breakthrough | Average Velocity
Injection Well (366U-26R) | Time (days) (fr/day)
314A-26R 3625 220 16.5
322-36R 3700 220 16.8
386A-26R 1350 260 5.2
327-25R 2700 400 6.8
383-26R 2450 400 6.1
326-26R 2700 200 13.5
336-26R 2000 200 10.0
347-26R 1450 120 12.1
378A-26R 1450 200 7.3
362-26R 2625 200 13.1
363-26R 1875 200 9.4
382-26R 2850 200 14.3
384-26R 1850 260 7.1
332XU-36R 3875 380 10.2
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Table 12. Production Rates and Gas-Qil Ratios of the Sampling Wells

Well Name Ol (STB/D) | Water (STB/D) | Gas (Msci/D) | Gas-Oil Ratio (scf/STB) ||
314A-26R 947 25 496 524 I
322-36R 76 9 1205 15855 I
386A-26R 26 2 776 20846
327-25R 22 146 310 14091
383-26R 81 117 1486 18348
326-26R 281 235 5191 18473
336-26R 225 224 5765 25622
347-26R 280 45 3605 12875 |
378A-26R 112 39 524 4679
362-26R 32 1 1041 32531
363-26R 52 683 561 10788
382-26R 15 0 593 39533

[ 38426R 17 0 854 50235

| 332XU-36R 120 2 2485 20708 |

Table 13. Amount of PMCP and PDCH Produced at Sampling Wells

Well Name k

e viene——

PMCP (stdL) oc-PDCH (stdL) | _ot-PDCH (std L)
314A-26R 0.0008 0.00166 0.00177
322-36R 0.00907 0.00174 0.00199
386A-26R 0.0004 0.00002 0.00002
327-25R 0.00014 0.00000 0.00001
383-26R 0.00059 0.00008 0.00011
326-26R 0.00686 _ 0,00408 0.00116
336-26R 0.01148 0.00648 0.00599
347-26R 0.00766 0.00704 0.00345
378A-26R 0.00148 0.00056 0.00040
362-26R 0.00325 0.0011 0.00117
363-26R 0.00101 0.0001 0.00021
382-26R 0.00092 0.001 0.00135
384-26R 0.00086 0.00032 0.00011
332XU-36R 0.00125 0.00025 0.00024
1 Total 0.04577 0.02450 0.01800

Table 14. Average PMCP Produced per Well in Different Sectors

Sector Average PMCP Produced per Well (std. liter)
Western Sector of the 26R Reservoir 0.0067
Eastern Sector of the 26R Reservoir 0.0053
31S Reservoir 0.0024
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Table 15. Reservoir Description of 3D Tracer Flow at Conditions of the 26R Reservoir

Area (square mile)
NX x NY x NZ
Porosity (fraction)

Permeability from top to bottom (md)
Constant Water Saturation from top to bottom (fraction)

26x43 x4

0.25 (26R), 0.16 (31S)

178, 365, 218, and 191

0.155, 0.142, 0.129, and 0.147

Oil Saturation (fraction) 0.3
Residual Qil Saturation (fraction) 0.4
Reservoir Temperature (°F) 200
Initial Reservoir Pressure (psia) 2400
Longitudinal Dispersivity (ft) 100 and 150
Transverse Dispersivity (ft) 100 and 150
Tracer Injection Interval from first to second stage (days) 18 and 17
Total Number of Tracers Used 3
Number of Injectors 18
Number of Producers 29
Well Name Gridblock Completed Gas Rate (Ib mol/D)]
in the Z Direction
366U-26R (PMCP) 1 and 2 15923
334-26R (PMCH) 1 and 2 14103 and 5214
344U-26R (PMCH) 1and?2 7131 and 4558
355-26R (PMCH) 1and?2 12687.2 and 5437
356-26R (PMCH) 1,2,and 3 3855, 12178, and 1489
377-26R 1and 2 5961 and 1883
388U-26R 1and?2 9484
312A-26R 2and 3 1812
" 322-26R 2 2234 and 13730
328-25R 1and 2 584 and 12406
314A-26R* 4 1311
322-36R* 4 3186
325-26R* 4 5817
386A-26R* 4 2050
[ 327-25R* 4 819
I[383-26R* 4 3958
326-26R* 3and 4 13220
336-26R* 4 15242
347-26R* 4 9532
378A-26R* 3and 4 1385
362-26R* 2104 2752
363-26R* 4 1483
382-26R* lto4 1568
384-26R* 2104 2258
332XU-36R* 3and 4 6570
315-26R 4 12207
358A-26R 4 7469
353-26R 2t04 1258
11 361-26R 2t04 2945
|317-25R 4 1005
[[326-25R 4 3279




312-36R 4 7935
338-25R 4 1719
371-25R 4 1793
381-35R 4 4690
331-26R 2t04 111
341A-26R 2104 674
322-26R 2104 74
315-25R 4 8281
Note: Wells with asterisks are tracer sampling wells.
Table 16. Initial Fluid Descriptions
Initial Hydrocarbon Composition (mole fraction)
CO, 0.0022 Cr.13 0.0985
o] 0.7228 Ci423 0.0525
Cy3 0.0559 Cost 0.0227
Css 0.0454
Component Critical Properties
Component P Tei Vi ; Parachor Wy
(psia) (R)  (cu ft/Ib mol) (Ibgy/1b mol)
CO, 1069.87 547.56 1.506 0.2250 49.00 44.01
G 667.20 343.08 1.586 0.008 71.00 16.04
Cy3 655.26 616.19 2.876 0.1290  133.94 36.78
Cs6 488.65 835.81 4.979 0.2417  230.85 70.15
Cr13 33391 1057.62 8.668 0.5782  368.15 129.38
Cua23 251.11 1287.40 15.531 0.8660  675.64 241.50
Coyt 240.42 1599.33 28.562 1.2116  989.33 441.28
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Table 17. Amount of PMCH Produced at Sampling Wells

" Well Name PMCH (std L)
| 314A-26R 0.00031
322-36R 0.00046
I 386A-26R 0.00207
327-25R 0.00015
" 383-26R 0.00065
326-26R 0.01488
336-26R 0.00462
347-26R 0.00255
378A-26R 0.001
362-26R 0.00066
" 363-26R 0.00133
382-26R 0.00232
" 384-26R 0.00087
332XU-36R 0.00161
I Total 0.03300

Table 18. Average Velocity Between the Closest PMCH Injector and Sampling Wells

Well Name Horizontal Distance from Closest | Breakthrough Average Velocitﬂ
Tracer Injection Well (ft) Time (days) (ft/day)
314A-26R 1375 120 11.5
322-36R 4125 300 13.75
386A-26R 1900 130 14.6
327-25R 3300 220 15
383-26R 2500 260 9.6
326-26R 1500 90 16.7
336-26R 1375 110 12.5
347-26R 1000 110 9.1
378A-26R 1900 100 15.0
362-26R 2150 100 21.5
363-26R 1375 120 11.5
382-26R 2750 100 27.5
384-26R 2100 120 17.5
332XU-36R 4500 240 18.8
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Table 19. Hydrocarbon Analysis of Reservoir Fluid Sample from Well 73-11G of the SOZ
Reservoir
[ Component | Weight% | Mole % | Density @ 60°F (gm/cc) | °API@ 60°F MW

Cl 0.158 2.679
C2 0.003 0.027
C3 0.017 0.106

i-C4 I
n-C4 0.012 0.057
n-C5 0.007 0.033

C6 0.055 0.207 [

Heavier 99.748 | 96.891 0.9296 20.6 280 H

Table 20. SOZ Fluid Description from Well No. 73-11G and Expert System in UTCOMP

~ Component | Mole | Pc Tc Ve o - MW
Fraction | (psia) (°R) | (cuft/lb-mole) (Ib-m/lb-mole)

Cl 0.0268 | 667.2 | 343.08 159 | 0.0080 | 16.04

o3 00013 | 6295 | 64849 | 312 0.144 41.25
A6 00030 | 4535 | 88561 | 556 [02769| 7924 "
CT14 | 04200 | 3204 [108094| 930 | 06054 | 13785 "
CI522 | 02389 | 2471 [1298.16| 1594 | 08816 | 24985 “
c2‘3-3‘1 0.148’1: 235@ 14‘74.7’0‘; 2288 | 1.1195 | 36746 |

3245 [ 01049 | 2386 | 167113 3185 | 13130 | 510022

Ci6r [ 00570 | 257.1 [198173) 4776 | 12393 | 786.26

Methane was added from 2.68 % to 3.3 % to match the bubble point pressure (140 psia) of
the lab data at 140°F.
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Table 21.

Equilibrium Ratio or K value from Different Methods at Conditions of the SOZ
Reservoir

K value from

K value from

Tracer Name | K value from | Peng-Robinson | K value from | Peng-Robinson
Raoult's Law EOS (51.1 =0) Unifac Model EOS (511 =0.22)
PMCP 1.14 1.9 6.97 46.7
PMCH 0.45 0.73 4.29 28.8
Table 22.  Tracer Partition Coefficients from Different Methods at Conditions of the SOZ
Reservoir
KT from K from ]
Tracer Name Kt from Peng-Robinson K from Peng-Robinson
Raoult's Law EOS (SU =0) Unifac Model EOS (5” =0.22)
PMCP 63.8 38.3 10.44 1.56
PMCH 161.7 99.7 16.96 2.53
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26R RESERVOIR

PRODUCTION HISTORY
PRODUCTION RATE (STB/D OR MSCF,'D)
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Fig. 1 26R reservoir production history (from MER Performance Review, 1990)
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26R Gas Injectors

. Limit of 26R
Lovwer Megaunit

Producer

Upper Megaunit -
Producer:

Fig.3 Cross-section showing locations of producers relative to gas injectors for
26R gas injection project (from MER Performance Review, 1990)
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318 N/A RESERVOIR
PRODUCTION HISTORY
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Fig.4 318 N/A reservoir production history (from MER Performance Review, 1990)
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Fig. 5 Structure map of 318 reservoir
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Fig. 6 Cross-section showing relationship between 26R sands and
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Fig. 8 Produced PFT concentrations from Well No. 314A-26R
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Fig. 9 Produced PFT Concentration from Well No. 322-36R
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Fig. 12 Produced PFT concentrations from Well No. 332XU-36R
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Fig. 13 Produced PFT concentrations from Well No. 336-26R
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PFT Concentrations (pL/L)-
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Fig. 15 Produced PFT concentrations from Well No. 362-26R
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Fig. 16 Produced PFT concentrations from Well No. 363-26R
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Fig. 17 Produced PFT concentrations from Well No. 378 A-26R
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SECTION IV
AUTOMATIC HISTORY MATCHING

INTRODUCTION

In the second annual report of this project (Pope and Sepehrnoori, 1993) and in Ferreira et
al. (1992), we reported results for the estimation of in-situ wettability of an oil reservoir from a
novel single well tracer test. The measured signal from this test consists of multiple produced
tracer concentrations when the well is backflowed plus optional water and oil cuts and bottom hole
pressure. This presents the interpretation engineer with a formidable job of selecting the optimum
reservoir parameters to characterize the reservoir consistent with these data. This is sometimes
referred to as aninverse problem. Trial and error forward simulations using different sets of these
parameters and manually comparing the simulated and measured responses to select the optimum
set of parameters is one option, but this involves a great deal of time and effort and may not lead to
the best estimates of the large, nonlinear set of parameters. Therefore, we developed an automated
regression procedure to solve this problem as described below and in the dissertation of Ferreira
(1992).

METHODS USED

Several methods for automatic history matching have been used in reservoir simulation as
an attempt to obtain the optimal values of the reservoir properties (Dogru et al., 1977; Jahns, 1966;
Mattax and Dalton, 1990; Shah er al., 1978). In well test analysis, the emphasis has been in
automated type-curve analysis (Abbaszadeh-Denghani and Kamal, 1988; Barua et al., 1988; Rosa
and Home, 1983; Rosa and Horne, 1991; Shah er al., 1988) to obtain permeability, skin factor,
wellbore storage, and storativity ratio and interporosity flow in double-porosity models. Most of
the studies are related to single-phase flow only, and they have used the reservoir pressure as the
main response to be matched.

The regression analysis for automatic history matching consists of performing a
minimization of an objective function. When the objective function is formed by the sum of the
squares of the differences between the data and the model results, it is considered a nonlinear least
squares problem. The solution of the problem is obtained by minimizing the L,-norm. This is the
most frequent method in automatic history matching. Rosa and Horne (1991) recently proposed
using the Least Absolute Value (LAYV) as the criterion for the minimization, where the sum of the
absolute values of the deviations of the data from the simulation results, or the L;-norm, is
minimized. They have shown that this approach gives better estimates when outliers are present in
the data.

To verify which approach would give the better estimates for the SWWTT we have used
the least squares minimization (linear and nonlinear approximations) and the LAV minimization to
solve the optimization problem.

Nonlinear Least Squares Approximation
The optimization problem can be posed as follows (IMSL, 1989):

min (B) = -R(BTR(B) = -;-2 [x(B)2 1)

i=1

subject to L, < ; S u;,
where

r;(B) = SB.x) - 4;, )
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S is the simulation result, d is the data observed (i =1, ... , m observations), B is the vector of the
reservoir parameters to be estimated (n parameters), and 1 and u are the vectors of the lower- and

upper-bound values of B, respectively. This problem is solved in UTCHEM by using the IMSL

(IMSL, 1989a) routine BCLSJ, which uses a modified Levenberg-Marquardt algorithm (Dennis
and Schnabel, 1983; Fletcher, 1990; Gill ez al., 1988).

This routine requires the user to supply two subroutines, one to evaluate the function to be
minimized and another to evaluate the Jacobian matrix. The modifications in the simulator were
done to allow multiple simulations be performed in one run. The basic modification in the code is
that the whole simulator becomes a subroutine, which is called by UTFCN, a subroutine to
evaluate the objective function, and by UTJAC, a subroutine to evaluate the Jacobian. To obtain

the Jacobian, we perform one simulation for each parameter Bj to be matched by making a small

perturbation ABj in just one parameter at each simulation. The derivatives are calculated
- numerically by :

aS(B,Xi) _ S(E""Aﬁj’xi)“s(ﬁ,xi)
B; AB; '

3)

Linear Approximation «
Another approach to solve the optimization problem is first to linearize the model response,

S(B.x), by expanding it around an initial guess of the parameters, B°, in a Taylor series up to first
terms (Rosa and Horne, 1991):

SBX) = S(B°) + (B, - BY) Pg%i‘—’]ﬁ + o+ (B, - BD) [a—s’é%"—)]ﬂ @

Then we form an overdetermined linear system of m equations in n unknowns:

y=Jb, ‘ )
where
y;i=S(B°x;) - ; , 6)
Jij= [a%[;){"‘)':l ) @)
iy
bj=(B; - B)) - @®)

In the equations above, y is the vector containing the differences between the simulation results,
assuming an initial set of values for the parameters to be matched, and the data, J is the Jacobian
matrix formed by the derivatives of the simulation result with respect to each of the parameters, and
b is the solution vector. This system can be solved by minimizing the sum of the squares of the
differences:
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f(B) = i[})i“iﬁj']i-{l . M)

i=1 =1

We have used the IMSL routine LSBRR (IMSL., 1989b) that solves a linear least squares problem
with iterative refinement. The system can also be solved by minimizing the sum of the absolute
values of the differences:

m

f(B) =Y,

i=1

yi_ZBj‘Ji.j .

=1

(10)

We have used the IMSL routine RLAV (IMSL, 1989b) that solves a multiple linear regression
model using the least absolute values criterion. It is based on the modification of a simplex
algorithm for linear programming described by Barrodale and Roberts (Barrodale and Roberts,
1973 and 1974).

The problem is solved iteratively because S is an approximation, and the new values for the
parameters are updated as :

B =b;+ B; (11)

and are used as B} for the next iteration.

The modifications done in UTCHEM were again to allow multiple simulations to be
performed in one run. In this case, the whole code is inside a loop to perform the simulations for
the initial guess and to form the Jacobian matrix. Two subroutines were added: HMLSQ, that
uses the least squares minimization, and HMLAYV, that uses the least absolute values minimization.

Scaling

; The objective of scaling the variables and responses before performing the optimization is
to keep the variables and the responses within the same order of magnitude (Dennis and Schnabel,
1983; Gill et al., 1988). Thus, undesirable weighting of some variable or response will be
avoided. The scaling of the responses was done by dividing each value by the maximum value
observed in the respective signal (Loo-norm). The scaling of the parameters was done by using the
transformation

a. = B; -1, (12)

j _
u; =1

to keep all variable values in the range [0, 1].

Stopping or Convergence Criteria

The objective of our optimization problem is to obtain the minimum possible value for the
objective function in an affordable number of iterations. The tolerances for stopping the history
matching are input data to the simulator, so that the user can choose the desired degree of accuracy
of the match. Besides the default criteria used by the IMSL routine BCLSJ (IMSL, 1989a), for the
nonlinear approximation, we have included two other checks to stop the matching: the maximum
relative error between the observed and calculated responses,

| SB,x,)—d,
mu(uE%L—q’ (13)

1<i<m i
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and the maximum error relative to the maximum value of the observed response,

, (FE-¢)
7 @)

1<i<m

(14)

For the linear approximation, we check the tolerance allowed for each parameter, the maximum
relative error between the observed and calculated responses, and the relative change in the
objective function value between iterations,

le® - £B)|
f@<
Statistical Analysis

The quality of the match can be obtained by estimating the confidence interval for each of
the parameters. First we calculate an unbiased estimated variance of the match (Haan, 1991),

(15)

§= SSE , (16)
m-—n

where SSE is the sum of the squares of the residuals,

SSE = z[y, ZB JIJ] (17)

j=1

Defining a matrix A as

A=("1)7, s
the standard deviation Op, of each individual parameter is obtained from (Haan, 1991)

ng = Aﬁs?. (19)
The confidence interval for a given parameter can be obtained using

B_] - Oy, by /2mn S B_] s B_] + Op ty/zimen » (20)

where t,_, ..., is the value obtained from a Student t-distribution with level of significance y and

m-n degrees of freedom. For the nonlinear approximation, the correlation coefficient betwecn any
pair of parameters is computed from (Jahns, 1966)

A.

Co=— i 21
T e1)
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while for the linear approximation we first define (Haan, 1991)

zij =—(Ji'jc’j 5 22)

where J_J and oj are the mean and standard deviation of the j'f vector of the Jacobian matrix. The
correlation matrix C is then calculated as

T | .
C= (nz—zl) ) | (23)

The limits on the correlation coefficient are -1 < Cj; < 1. When two parameters are linearly related,
the value of Cjj is unity and they cannot be uniquefy determined.

RESULTS

We will present results of the automatic history matching of simulated SWWTT's that we
will refer to as synthetic field data. Since the most important properties that affect the test results
are the rock relative permeabilities, we chose to history match these parameters to demonstrate the
usefulness of this single-well tracer test. Initially, we will show the match of the parameters by
using the different test responses, like bottomhole pressure, water cut, and tracer production data.
We will present the results of the match of "smooth"” data, that is, the direct result of a simulated
SWWTT. Finally, we will show the history matching of "noisy" data, where we introduced some
error into the simulated SWWTT results to represent possible measurement errors that can be seen
in real field data. We have used the functions GASDEV and RAN1 (Press er al., 1990) to obtain
normally distributed random numbers between -1 and 1, which we multiply by the maximum
allowed error relative to the simulated results and add to the respective test response:

S(B.x;) = SB.xy) [ 1 + (random number) (maximum allowable error) ]. (24)

In one of the cases, we also introduced outliers to represent "bad" data points. We arbitrarily
selected some data and changed their values. We will show, for some cases, results of the history
matching of the same simulated SWWTT using different minimization methods.

Simulation Data

The simulations of the SWWTT's and their history matching were carried out considering
1D-radial geometry. The common data for all simulations are presented in Tables 1 through 3.
Table 1 shows the reservoir properties and the test parameters used. Table 2 presents the tracers
simulated, their properties, and the respective injected concentrations. Table 3 shows the data
related to the grid used in the simulations. The relative permeability and capillary pressure data
used to simulate the synthetic field data are given in Table 4. When a parameter is not being
searched in the history matching, its value is kept constant during all iterations.

Using Different Signals in the History Matching

To investigate the errors in the estimates of the parameters using different signals in the
- automatic history matching, we considered the data of the simulated SWWTT from run number
R1W34 as the synthetic field data. We performed the history matching using the bottomhole
pressure as the only response in run number RIW47. In run number R1W46, we considered the
water cut as the only response available. The tracers were considered the responses available in
run number R1W45, and the simultaneous matching of all responses was considered in run
number R1W35. The parameters being searched in these simulations were the water relative
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permeability endpoint (kf_’w) and exponent (ey), the residual water saturation (Swr), and the residual

oil saturation (Sor). The tolerances for convergence and for stopping the search were the same for
all simulations.

Figures 1 through 5 and Table 6 show the results of the history matching (simulation
number R1W47) of the four parameters described above using the bottomhole pressure as the only
response available. Figure 1 shows the ethanol concentration histories versus the ratio of the total
production to the oil slug injected. The dots represent the synthetic field data considered from run
number R1W34. The dashed line curve is the result obtained when the initial set of values for the
parameters was used. The solid line curve is the tracer production history simulated using the
values for the parameters of the last iteration of the match. As can be seen, the match of the tracer
production is very poor. Figure 2 shows the water-cut histories. For this response the match
seems to be very good. Figure 3 shows the bottomhole pressure drop histories. The dots
represent the synthetic field data, the dashed line curve represents the simulation using the initial
values considered for the parameters being searched, and the solid line curve is the result obtained
using the values of the last iteration of the history matching. The agreement between the synthetic
field data and the final match is not good yet, but the convergence to the desired tolerances was
achieved. In Fig. 4, we show the relative permeability curves versus water saturation for the
synthetic field data (that would be the true but unknown curves) represented by the connected dots,
the initial set of values represented by the dashed lines, and the matched values for the parameters
in solid lines. We can see that the matched values are not good yet. Table 5 and Fig. 5 summarize
the results of the history matching of the simulated SWWTT of run R1W34 when the only
response considered for the match was the bottomhole pressure. The errors in the estimated
parameters are 7% and 6% on the endpoint and exponent of the water relative permeability,
respectively, and about 15% on the residual phase saturation values. The bottomhole pressure is
more sensitive to the endpoint and exponent of the relative permeability than to the residual phase
saturations. In a field test, if tracers were not used, the match could be considered good because
we would not know the true values of the parameters and the water-cut and pressure-drop
responses would be close to the field data.

In simulation number R1W46, we considered only the water-cut response to match the
water relative permeability endpoint and exponent and the residual phase saturations. Figures 6
through 10 and Table 6 show the results. The ethanol production histories for the synthetic field
data, initial guess of the parameters, and the final match can be seen in Fig. 6. There is no
agreement between the synthetic field data and the final matched values. Figure 7 shows the
matching of the water-cut history. The result seems to be very good. The result of the match of
the pressure drop is seen in Fig. 8 and is very similar to the match obtained in run number R1W47.
The relative permeability curves corresponding to the synthetic field data, the initial set of values,
and the matched values are presented in Fig. 9. The match is very poor. Table 6 and Fig. 10
show the errors of the matched values for the parameters. They are higher than in run number
R1W47. The errors in estimating the parameters using only the water cut as the test response are
8% and 6% for the water relative permeability endpoint and exponent, respectively, 21% for the
residual water saturation, and 18% for the residual oil saturation. Again in this case, if tracers
were not used, the match could be considered good.

The same simulated SWWTT data of run R1W34 was history matched in run number
R1W45 using only the tracer responses. We considered the methanol (aqueous, material balance
tracer), the aqueous phase ethyl acetate (partitioning and reactant tracer), the ethanol (aqueous,
product tracer), the octanol (oleic, material balance tracer), and the normal propanol (aqueous,
product tracer) responses. The results of the match are presented in Figs. 11 through 15 and in
Table 7. Figure 11 shows the match of the ethanol production history. Figure 12 shows the
matched water-cut history, and as before the result is very good. The pressure drop results can be
observed in Fig. 13, where we can see that they are closer to the synthetic field data than when the
pressure signal itself was used to history match the parameters in run number R1W47. The
relative permeability curves obtained from the matched parameters are now very close to the
synthetic field data, as seen in Fig. 14. The errors between the matched values and the true data
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are now very small, on the order of 3% for the water relative permeability endpoint and exponent,
and less than 0.5% for the residual phase saturation values, as shown in Fig. 15 and Table 7. This
shows how the tracers are much stronger signals than the pressure and water cut.

In simulation number R1W335, we used, simultaneously, all the responses considered in
the cases discussed so far. Figures 16 through 20 and Table 8 show the results of the history
matching. In Fig. 16 we show the ethanol histories, and we see that the match is very good.
Figure 17 shows the match of the water-cut history, and as before the result is very good. In Fig.
18 we can see that the match of the pressure drop was improved and now is very good. The
improvement in the matched values is also observed in Fig. 19, where we show the relative
permeability curves. There is no separation between the true data and the matched curves. The
match can be considered almost perfect. As Table 8 and Fig. 20 show, the errors between the true
values and the matched ones are indeed very small, being less than 1% for the water relative
permeability endpoint and exponent, and on the order of 0.1% for the residual phase saturation
values. This shows that although the tracer responses are strong signals, the simultaneous match
of all the responses that can be obtained during the test should be used because together they
reduce the uncertainties and improve the values of the parameters being searched.

Comparisons between the simulation results described in this section are given in Tables 9
and 10 and in Fig. 21. In Table 9 we show the confidence intervals obtained from each history
match. Table 10 shows the number of function evaluations, Jacobian evaluations, and the CPU
time used in each of the simulations in order to achieve the desired tolerances. Figure 21 shows
the summary of the calculated errors for each of the parameters when different signals were used in
the match. For the same values of the tolerances, tracers are stronger signals than bottomhole
pressure and water cut, although the time to obtain the results was the largest. The values of the
matched parameters were all improved by using tracers. The biggest improvements were seen in
the values for the residual phase saturations, where the errors are less than 0.5%. The
improvements were even better when all the responses were considered simultaneously in the
history match. One very important result of these simulations is that the Single-Well Wettability
Tracer Test (SWWTT) allows the estimation of both residual phase saturations, although the
Teservoir is not required to be at that specific saturation like in other single-well tracer tests (Deans,
1971; Deans and Bragg, 1977; Mut and Deans, 1983).

Matching Smooth Data

In this section, we show results of the history matching of different synthetic field data. In
some of the cases, we used different minimization methods to compare the results. Since the use
of all the available responses gives the best estimation of the parameters, as shown in the last
section, we used simultaneously all the information obtained from the simulated SWWTT's from
run numbers R1W34, RIW30A , and R1W54, where we used relative permeability and capillary
pressure curves characteristic of water-wet reservoirs, and run numbers R1000 and R1026, where
we used curves characteristic of oil-wet reservoirs. For the first two tests, we will match the same
parameters discussed before. For the last three tests, we also included the oil relative permeability
exponent (ey) as another parameter to be matched.

Run number R1W35, already discussed in the last section, was simulated using the
Nonlinear Least Squares (NLSQ) method. In run number RIW35A, we considered the same
simulated SWWTT of run number R1W34, but we used the Linear Least Squares method (LSQ) to
perform the minimization for the history match. The results are presented in Figs. 22 through 26
and in Table 11. Figure 22 shows the ethanol histories. As before , the dots represent the synthetic
field data, the dashed line curve represents the result obtained when the initial set of values for the
parameters were used, and the solid line curve shows the result of the simulation when the matched
values of the parameters were used. The match is very good. In Fig. 23, we can see the match of
the water cut, and it is also very good. The match of the bottomhole pressure drop is shown in
Fig. 24, and it is similar to the match for run number RIW35. The relative permeability curves are
seen in Fig. 25, and we can observe that the synthetic field data and the matched curves agree very
well. The calculated errors between the matched values and the true data are given in Table 11 and
Fig. 26. The errors are very small, less than 1%, for the water relative permeability endpoint and
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exponent, and less than 0.1% for the residual phase saturations, which can be considered a very
good match.

The minimization method used in simulation number R1W35C was the Least Absolute
Values (LAV). The results are shown in Fig. 27, where we show the ethanol-concentration
histories, in Fig. 28, where the match of the water-cut history is shown, and in Fig. 29, where the
bottomhole pressure drops are shown. The relative permeability curves are shown in Fig. 30. The
agreement between the synthetic field data and the matched values is very good. Table 12 and
Fig. 31 show that the errors calculated from the matched values of the parameters are on the order
of 0.5% for the water relative permeability endpoint and exponent, and on the order of 0.05% for
the residual phase saturations.

Comparing the results of the three methods, we can see that the overall match was better
when the LAV method was used, as shown in Fig. 32 and Table 12, but the time necessary to
obtain the matched values was greater than for the least squares methods. The NLSQ method used
the least amount of CPU time to get the values of the searched parameters (Table 14).

In simulation number R1W30A, considered as synthetic field data, we used the capillary
pressure curve characteristic of an intermediate-wet reservoir, in this case a moderately water-wet
reservoir. The relative permeability curves were the same as used in simulation number R1W34,
We performed history matching of the synthetic field data using all three minimization methods.
The NLSQ method was used in run number R1W36D. Figure 33 shows the close agreement
between the synthetic field data and the simulation result of the matched values for the ethanol
production. A very good match was also obtained for the water-cut response (Fig. 34). Figure
35 shows that the match was also good for the pressure drop. The relative permeability curves are
in very good agreement, as can be seen in Fig. 36. The errors between the matched values and the
true data are very small, as shown in Table 15 and Fig. 37.

Simulation number R1W36E was performed considering the LSQ method for the history
matching. The results (Figs. 38 through 42) are very similar to the ones obtained when using the
NLSQ method. The errors between the matched values and the synthetic field data are very small
(Table 16). They are less than 0.3% for the endpoint and exponent of the water relative
permeability, and less than 0.03% for the residual phase saturations.

The LAV method was used in simulation number R1IW36F. The results of the match of the
ethanol-concentration history (Fig. 43), water-cut history (Fig. 44), bottomhole pressure drop
(Fig. 45), and the relative permeability curves (Fig. 46) are similar to the match obtained in run
numbers R1W36D and R1W36E . The errors are all smaller than 0.04% (Table 17 and Fig. 47).

Comparing the three methods, we can see that the match using LAV was the best. The
history match using the LSQ method used the least amount of computer resources (Tables 18 and
19, and Fig. 48).

Simulation number R1W55 was performed to history match the simulated SWWTT data of
run number R1W54, which has a different set of values for the relative permeability parameters
and residual phase saturations. In this simulation, we also included the exponent of the oil relative
permeability as another parameter to be matched. The NLSQ method for minimization was used.
The match can be considered very good, as seen in Figs. 49 through 52, where we show the
ethanol-concentration histories, the water-cut histories, the pressure-drop histories, and the relative
permeability curves, respectively. The errors between the matched values of the parameters and
the true data are very small, on the order of 1% for the water relative permeability endpoint and
exponent, and on the order of 0.1% for the oil relative permeability exponent and residual phase
saturations (Table 20 and Fig. 53). The history match simulations used 1466 seconds of CPU
time.

History match simulation number R1022C was performed to obtain the same parameters
discussed above from a simulated SWWTT data of run number R1000, which used parameter
values that are characteristic of an oil-wet reservoir. Figure 54 shows the ethanol concentration
histories. The dots represent the synthetic field data, the dashed curve represents the simulation
using the initial set of values for the parameters being searched, and the solid curve again
represents the final result using the matched values, and it shows a very close agreement with the
true data. Figure 55 shows the good match obtained for the water-cut history. The match obtained
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for the pressure drop is shown in Fig. 56 and is also a very good match. Since all the signals were
matched very well, the relative permeability curves are in very good agreement, too (Fig. 57). The
errors in estimating the parameters are all less than 1% (Table 21 and Fig. 58). The CPU time
used for this history match was 762 seconds.

In simulation number R1029A, we attempted to history match the simulated SWWTT data
of run number R1026, in which we used another set of relative permeability parameters and
residual phase saturations, but still having characteristics of an oil-wet reservoir. Figure 59 shows
the ethanol-concentration histories, and the match can be considered very good. Figure 60 shows
the history match of the water-cut response, and the close agreement between the synthetic field
data and the result of the simulation using the matched values for the parameters would also
indicate a good match. The match of the bottomhole pressure drop, however, is very poor (Fig.
62). The comparison between the relative permeability curves (Fig. 62) would indicate that a very
poor match was obtained. The errors between the matched values for the parameters and the true
data are very large (Table 22 and Fig. 63). The reason for such a good match of the tracer and
water-cut responses can be explained when we see the fractional flow curves of Fig. 64. They are
very similar, although the relative permeability curves are very different. These results show again
that the utilization of all information available from the test should be made. In this case, from the
pressure match we could conclude that the water relative permeability endpoint is higher than it
should be, because of the lower values of the pressure drop. The results also show that in some
cases it is difficult to obtain a unique set of parameters, mainly when the displacement is near a
piston-like one, as pointed out by Anterion ez al. (1989). When this is the case, the match of the
relative permeability is almost impossible, since the formation of a shock will "hide" part of the
fractional flow curve.

Matching Noisy Data ;

In this section we give the results of the history matching of some noisy SWWTT data. In
order to represent measurement errors, which are inevitable in any field test, we generated noisy
synthetic field data from the same cases we described in the last section. For each response of the
test, we added a randomly generated noise. The noise added was at most 10% of the value
obtained from the simulations for the tracer and water-cut responses, and 0.5% at most for the
bottomhole-pressure responses. We again used all the responses from the test in the history
matching simulations. For some of the cases, we performed simulations using different
minimization methods to compare the results. The parameters we searched in all simulations were
the water relative permeability endpoint and exponent, the oil relative permeability exponent, the
residual saturation to water, and the oil residual saturation.

In simulation number R1WS53, we history matched the synthetic field data obtained from
run number R1W34 with the addition of a random noise as described above. Besides this noise,
we also selected some data points from each response to represent outliers, or bad data points. We
arbitrarily increased or decreased the values of some responses. The minimization method used in
this simulation was the Nonlinear Least Squares (NLSQ) method. The results of this history
match are shown in Figs. 65 through 69 and in Table 23. As can be observed in Fig. 65, where
we show the ethanol-concentration histories, the dots that represent the synthetic field data show
some scattering as a result of the noise and the outliers added to the simulated SWWTT data of run
number R1W34. The dashed curve again represents the result of a simulation in which the initial
values considered for the parameters were used. The match of this tracer response can be
considered good. Figure 66 shows the match of the water-cut history. The result of the simulation
using the matched values for the parameters follows the trend of the water cut. Considering the
scatter in the data, the match is good. The same matching quality can be observed in the pressure-
drop response (Fig. 67). The relative permeability curves show a very good agreement between
the values of the parameters matched and the true data considered (Fig. 68). The errors between
the matched values of the parameters and the true data are given in Table 23 and Fig. 69, and they
are all less than 5%, which indicates a very good match.

Simulation number RITWS53A used the Linear Least Squares (1.SQ) minimization method to
perform the history matching of the same simulated SWWTT data that were used in the case
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discussed above. The results of the simulation using the matched values for the parameters being
searched are shown in Figs. 70 through 74 and Table 24, where we can see that they are very
similar to the results obtained when using the NLSQ method. The same scattering is present in all
the responses, but the simulation results followed the trend very much like before. The relative
permeability curves obtained from the matched values of the parameters are shown in Fig. 73, and
there is a good agreement with the synthetic field data. The errors are given in Table 24 and Fig.
74. They are lower than in run number R1W52D .

The Least Absolute Values (LAV) minimization method was used in the history matching
simulation number R1IWS53C. We matched again the same simulated SWWTT data of run number
R1W34, with the addition of the noise and some outliers in the responses. The matches of the
ethanol-concentration history (Fig. 75), water-cut history (Fig. 76), and bottomhole-pressure-
drop history (Fig. 77) are very much like the results when the other minimization methods were
used. The relative permeability curves agree very well, as seen in Fig. 78, and the errors between
the matched values of the parameters and the true data are less than 2% (Table 25 and Fig. 79).

Comparing the results obtained for the history matching of the simulated SWWTT data of
run number R1W34, where we added a randomly distributed noise in all the signals to represent
measurement errors and also arbitrarily introduced some outliers to represent some bad data points
(Tables 26 and 27, and Fig 80), we can conclude that the two linear approximation methods give
better results than the nonlinear approximation, and they used less CPU time to achieve the
convergence. The LAV method for minimization used the least amount of time in this case.

History matching simulation number RIW52D was performed to match the simulated
SWWTT data of run number RIW30A with the addition of a randomly distributed noise to
represent measurement errors. We considered a maximum value of 10% for the errors in the tracer
and water-cut responses, and a maximum error of 0.5% in the bottomhole-pressure response. In
this case, we did not consider outliers. The minimization method used in this simulation was the
NLSQ. The results of the history match are shown in Figs. 81 through 85 and in Table 28.
Figures 81 and 82 show the match of the ethanol-concentration and water-cut histories , where we
can see, despite the scatter in the data points, the close agreement between the synthetic field data
and the simulation result when the matched values for parameters were used. The match of the
bottomhole-pressure responses (Fig. 83) is not so good as for the tracer and water-cut responses.
There is a good agreement between the true relative permeability curves and the curves calculated
using the matched values of the parameters (Fig. 84). The water relative permeability endpoint
and exponent values have the largest errors of the match, as shown in Table 28 and Fig. 85. The
errors for the residual phase saturation values are less than 2%.

Simulation number R1IW52H was performed to history match the same SWWTT data
discussed above, but using the LSQ method for the minimization. The matches of the tracer (Fig.
86), water-cut (Fig. 87), and bottomhole-pressure (Fig. 88) responses are much better than the
history matching described before. The relative permeability curves are now in very good
agreement, as shown in Table 29 and Fig. 90, and in the relative permeability curves in Fig. §9.
The errors are now less than 1% for all parameters matched.

The LAV minimization method was used in simulation number R1W52I to history match
the same simulated SWWTT data of run number RIW30A with the addition of the randomly
distributed noise. The quality of the match is very good, very similar to the match using LSQ, as
seen in the agreement of the ethanol (Fig. 91), water-cut (Fig. 92), and bottomhole-pressure (Fig.
93) responses with the synthetic field data. As we see in Fig. 94, there is a very good agreement
between the true and the history matched relative permeability curves. The errors are less than 1%
for all matched parameters (Table 30 and Fig. 95).

A comparison between the results of the different minimization methods used for history
matching the simulated SWWTT data of run number RIW30A with some noise added can be seen
in Tables 31 and 32 and in Fig. 96. The errors were larger when the NLSQ method was used.
The best results for the match were obtained when the LSQ method was used.

Simulation number R1W56 was performed for the history match of the simulated single-
well wettability tracer test of run number R1W54, with the addition of randomly distributed noise
to represent the measurement errors. No outliers were added to the responses. The values of the
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maximum allowed errors were the same ones that we discussed before. Figure 97 shows the
match of the ethanol-concentration history. Despite the scatter in the data, the agreement in the
results between the synthetic field data and the simulation using the values of the matched
parameters is very good. The agreement is not so good for the water-cut history, as seen in Fig.
98, but the shape of the response is very close to the synthetic field data. Similar matching quality
is observed in the bottomhole-pressure-drop response (Fig. 99), where the overall trend and the
same level of pressure drop was achieved when using the matched values of the parameters to
simulate the tests. The match of the relative permeability parameters and residual phase saturations
can be considered very good, as shown in Fig. 100. Table 33 and Fig. 101 show the errors
between the matched values of the parameters and the true data. The errors are less than 2% for all
parameters except for the residual water saturation, for which the error was about 4%.

In simulation number R1033, we performed a history match of the simulated SWWTT data
in the oil-wet reservoir of run number R1000, but in this case we added a randomly distributed
error in all the test responses. The maximum allowed variations were 10% on the tracers and
water-cut signals, and 0.5% on the bottomhole-pressure response. No outliers were considered.
Figure 102 shows the match of the ethanol-concentration history in a solid curve, which agrees
very closely to the synthetic field data represented by the dots. Although showing more scatter, the
match of the water cut (Fig. 103) and that of the pressure drop (Fig. 104) can be considered good.
The true relative permeability curves and the ones calculated using the matched values for the
parameters are very close to each other, as can be seen in Fig. 105, except for small variations in
the water relative permeability endpoint and in the residual water saturation. The errors are
acceptable, considering the level of the noise introduced into the simulation results of run number
R1000 (Table 34 and Fig. 106).

CONCLUSIONS

The reservoir simulator UTCHEM has been modified to perform automatic history
matching of the SWWTT. The history matching is done by using optimization techniques to find
the parameter values that minimize the difference between the observed and simulated responses.
Three methods are available: (1) Nonlinear Least Squares, that uses the IMSL routine BCLSJ; (2)
Linear Least Squares that uses the IMSL routine LSBRR that solves a linear least squares problem
with iterative refinement; and (3) Least Absolute Values that uses the IMSL routine RLAYV that
solves a multiple linear regression model using the least absolute values criterion. Automatic
history matching was successfully used to obtain the relative permeability parameters and the
residual phase saturations from the test results. All three methods have estimated the values of the
parameters within a reasonable error and at affordable computational times, even when randomly
distributed errors and outliers were introduced in the simulated SWWTT responses to be matched.
Overall, the least absolute values criterion for minimization gave the lowest errors.

The remarkable conclusion of these simulations is that the simultaneous matching of all the
responses during this single-well tracer test can be done, and all the relative permeability
parameters and both residual phase saturations can be estimated within a reasonable range of
errors. We have shown that the parameters can be estimated even when measurement errors and
outliers were included in the simulated test results.
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Table 1. Reservoir and Test Parameters

Injection and Production Rate 200 bbl/day
Water Tracer Slug 20 bbl
Water Buffer 40 bbl
Oil Tracer Slug 20 bbl
Oil Buffer 40 bbl
Injection Time 0.6 days
Shut-In Time 5.4 days
Production Time 5.0 days
Oil Compressibility 15.0 x 1076 psi-1
Water Compressibility 3.0 x 1076 psi-1
Rock Compressibility 3.0 x 1076 psi-l
Porosity 25%
Permeability 233.3 md
Thickness 24 ft
Initial Water Cut 0.5
Longitudinal Dispersivity 0.1ft
Qil Viscosity 1.0 cp
Water Viscosity 0.7 cp ]
Table 2. Tracer Data
Tracer Type Partition Reaction Injected
Coefficient | Rate (days-!) | Concentration (vol%)
Methanol - MeOH (Material Balance) 0. 0. 1.0
Ethyl Acetate - EtAc (Ester) 5.0 0.06 1.0
Ethanol - EtOH (Product) 0. 0. 0.
Octanol (Material Balance) 00 0. 1.0
Propyl Acetate - PrAc (Ester) 10.0 0.07 1.0
Normal Propanol - NPA (Product) 0. 0. 0.
Table 3. Simulation Grid Data
Number of gridblocks 31
Well radius 0.25 ft
Outer radius 171.2 ft
Ar's for blocks No.
1 0.25 ft
2 2.0 ft
3-11 1.0 ft
12-16 2.0 ft
17-21 3.0 ft
22-26 5.0 ft
27-29 10.0 ft
30 20.0 ft
31 40.0 ft
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Table 4.

Relative Permeability and Capillary Pressure Data

SYNTHETIC FIELD DATA RUNS
PARAMETER RIW34]RIW30A [R1W54| R1000 | R1026

Residual Water Saturation (Swr) 0.24 | 0.24 0.27 0.24 | 0.20
Residual Oil Saturation (Sor) 0.34 | 0.34 0.34 | 0.34 | 0.25
Oil Relative Permeability Endpoint (?.) Lo 1o 1.0 | 1o 10
Oil Relative Permeability Exponent (€o) 1.4 1.4 2.0 2.1 2.8

| Water Relative Permeability Endpoint (k°,) 0351035 | 015 [ 0.70 1 0.50
Water Relative Permeability Exponent (ew) 2.3 2.3 2.0 2.1 1.8
Water-wet Capillary Pressure Endpoint (Cpew) | 15. 15. 15. 0. 0.
Water-Wet Capillary Pressure Exponent (npcw) 4. 4. 4. 0. 0.
Oil-Wet Capillary Pressure Endpoint (Cpco) 0. -10. 0. -15. -15.
Oil-Wet Capillary Pressure Exponent (npco) 0. 6. 0. | 4. 4.
Water Saturation at Zero Capillary Pressure (5*)| 0.66 0.576 0.576 ] 0.24 0.20

Table 5. Summary of the History Matching Using Bottomhole Pressure Only (Run R1WA47)

PARAMETER TRUE | INITIAL FINAL ERROR | ERROR
DATA GUESS | MATCH (%)
K° 0.35 0.20 0.3251 -0.0249 -7.11
™w
Ew 2.30 2.00 2.1623 -0.1377 -5.99
Swr 0.24 0.30 - 0.2755 0.0355 14.79
Sor 0.34 0.30 0.2912 -0.0488 -14.35

Table 6. Summary of the History Matching Using Water Cut Only (Run R1W46)

INITIAL

PARAMEIER | TRUE AL | FINAL | ERROR | ERROR |
DATA | GUESS | MATCH (%)
“ 0 0.35 0.20 03227 | -0.0273 | -71.80
™w
i Cw 2.30 7.00 71519 | -0.1481 | -6.44
I Swr 0.24 0.30 0.2007 | 0.0507 | 21.13
I Sor 0.34 0.30 02775 | -0.0625 | -18.38

Table 7. Summary of the History Matching Using Tracers Only (Run RIW45)

PARAMEIER | TRUE | INITIAL | FINAL | ERROR | ERROR |
DATA | GUESS | MATCH (%)
0 0.35 0.20 03386 | -0.0114 | -3.26
™
I Cw 2.30 2.00 772362 | -0.0638 | -2.77
i Swr 0.24 0.30 02412 | 0.0012 | 0.50
i Sor 0.34 0.30 03413 | 0.0013 | 0.38
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Table 8. Summary of the History Matching Using Tracers, Water Cut, and Bottomhole Pressure

(Run R1W35)

PARAMETER TRUE | INITIAL FINAL ERROR | ERROR

DATA GUESS | MATCH (%)

K° 0.35 0.20 0.3465 -0.0035 -1.00

™w

Cw 2.30 2.00 2.2815 -0.0185 -0.80

[ Swr 0.24 0.30 0.2402 0.0002 0.08

|| Sor | 0.34 0.30 0.3404 0.0004 0.12

Table 9. Comparison of the Different Responses Used for the History Matching (Runs R1W47,

R1W46, R1W45, and R1W35)

95% CONFIDENCE INTERVALS (%)
“ PARAMETER (R1W47) (R1W46) (R1W45) (R1W35)
K° 0.760 0.127 0.165 0.011
™w
ew 0.166 0.098 0.143 0.004
Swr 1.300 0.719 0.029 0.208
Sor 1.222 0.753 0.021 0.071

R1W47 - Using Bottomhole Pressure
R1W46 - Using Water Cut
R1W45 - Using Tracers

1 R1W35 - Using Tracers, Water Cut, and Bottomhole Pressure

Table 10. Number of Evaluations and CPU Time (Runs R1W47, R1W46, R1W45, and R1W35)

(R1W47) (R1W46) (R1W45) (R1W35)
FEV 3 6 8 6
JAC 2 5 8 5
CPU 177 390 576 362

FEV - Number of Function Evaluations
JAC - Number of Jacobian Evaluations
CPU - CPU time in seconds using a CRAY Y-MP

Table 11. Summary of the History Matching Using Linear Least Squares (Run RIW35A)

|| PARAMETER TRUE | INITIAL FINAL ERROR | ERROR
DATA GUESS | MATCH (%)
( K° 0.35 0.20 0.3471 -0.0029 -0.83
™
Ew 2.30 2.00 2.2845 -0.0155 -0.67
Swr 0.24 0.30 0.2402 0.0002 0.08
I Sor 0.34 0.30 0.3403 0.0003 0.09 ]
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Table 12. Summary of the History Matching Using Least Absolute Values (Run R1W35C)

PARAMETER TRUE | INITIAL FINAL ERROR | ERROR
- DATA GUESS | MATCH (%)
k° 0.35 0.20 0.3517 0.0017 0.49
W
Cw 2.30 2.00 2.3090 0.0090 0.39
Swr 0.24 0.30 0.2399 -0.0001 -0.04
Sor 0.34 0.30 0.3398 -0.0002 -0.06

Table 13. Comparison of the Methods Used for the History Matching (Runs RIW35, R1W35A,

and R1IW35C)
95% CONFIDENCE INTERVALS (%)
PARAMETER NLSQ LSQ LAV
~ (R1W35) (R1IW35A) (RIW35C)
K° 0.011 0.017 0.017
™wW

ew 0.004 0.018 0.013
Swr 0.208 0.008 ~ 0.004
Sor 0.071 0.006 0.006

NLSQ - Nonlinear Least Squares

LSQ - Linear Least Squares

LAYV - Least Absolute Values

Table 14. Number of Evaluations and CPU Time (Runs R1W35, RIW35A, and R1IW35C)

I NLSQ 150 TAV
(R1IW35) (R1W35A) (R1IW350)
FEV 6 8 10
JAC 5 8 10
CPU 362 ‘ 465 575
FEV - Number of Function Evaluations

JAC - Number of Jacobian Evaluations
CPU - CPU time in seconds using a CRAY Y-MP

Table 15. Summary of the History Matching Using Nonlinear Least Squares (Run R1W36D)

PARAMEIER | TRUE | INITIAL | FINAL | ERROR | ERROR
DATA | GUESS | MATCH (%)
0 0.35 0.20 03492 | -0.0008 | -0.23 "
™w
w 7.30 7.00 22970 | -0.003 | 127 |
Swr 0.24 0.30 0.2399 | -0.0001 | -0.04 ||
Sor 0.34 030 | 03401 | 0.0001 0.03 |
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Table 16. Summary of the History Matching Using Linear Least Squares (Run RIW36E)

PARAMETER TRUE INITIAL FINAL ERROR | ERROR ||
DATA GUESS | MATCH (%)
K° 0.35 0.20 0.3510 0.001 0.29
™wW
Ew 2.30 2.00 2.3045 0.0045 0.20
Swr 0.24 0.30 0.2400 0.00002 0.01
|| Sor 0.34 0.30 0.3399 -0.0001 -0.03
Table 17. Summary of the History Matching Using Least Absolute Values (Run RIW36F)
PARAMETER TRUE | INITIAL | FINAL ERROR | ERROR
DATA GUESS | MATCH (%)
K° 0.35 0.20 0.35003 0.00003 0.01
™
Ew 2.30 2.00 . 2.3002 0.0002 0.01
Swr 0.24 0.30 0.23999 | -0.00001 -0.04
Sor 0.34 0.30 0.33999 | -0.00001 { -0.03

R1W36E, and R1W36F)

Table 18. Comparison of the Methods Used for the History Matching (Runs RIW36D,

95% CONEIDENCE INTERVALS (%) |
PARAMETER NLSQ ISQ TAV
(RIW36D) (RIW36E ) (RIW36F)
0 0.046 0.003 0.003
™w
Cw 0.000 0.004 0.004
Swr 0.071 0.004 0.004
Sor 0.297 0.003 0.001

LSQ - Linear Least Squares

NLSQ - Nonlinear Least Squares
LA

V - Least Absolute Values

Table 19. Number of Evaluations and CPU Time (Runs R1W36D, R1W36E, and R1IW36F)

JAC - Number of Jacobian Evaluations
CPU - CPU time in seconds using a CRAY Y-MP

NLSQ LSQ LAV
(R1IW36D) (RIW36E) (R1W36F)
FEV 5 4 5
JAC 4 4 5
CPU 302 247 297
FEV - Number of Function Evaluations
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Table 20.

Summary of the History Matching (Run R1W55)

, ERROR 95%
PARAMETER | TRUE | INITIAL | FINAL | ERROR (%) CONFIDENCE
DATA | GUESS | MATCH ‘ INTERVAL(%)
K° 0.15 0.30 0.1519 | 0.0019 1.27 0.046
T™W.
Ew 200 | 2.70 2.0247 | 0.0247 1.24 0.044
€o 2.00 1.60 2.0032 | 0.0032 0.16 0.015
Swr 0.27 0.22 0.2701 0.0001 0.04 0.022
v Sor 0.29 0.36 0.2897 -0.003 -0.10 0.024
Number of Function Evaluations = 19
Number of Jacobian Evaluations = 18
CPU time (CRAY Y-MP) = 1466 seconds
Table 21. Summary of the History Matching (Run R1022C)
| | ERROR 95%
PARAMETER TRUE | INITIAL | FINAL | ERROR (%) CONFIDENCE
, DATA | GUESS | MATCH INTERVAL(%)
K° 0.70 0.55 0.6935 | 0.0065 -0.93 0.014
w . ’
ew 2.10 2.50 2.0850 | -0.0150 | -0.71 0.005
€o 2.10 1.70 2,1022 | 0.0022 0.10 0.014
Swr 0.24 0.20 0.2408 0.0008 0.33 0.179
Sor 0.34 0.30 0.3404 | 0.0004 0.12 0.159
Number of Function Evaluations = 11 -
Number of Jacobian Evaluations = 8
| CPU time (CRAY Y-MP) = 762 seconds
Table 22. Summary of the History Matching (Run R1029A)
ERROR 95%
PARAMETER | TRUE | INITIAL | FINAL | ERROR (%) CONFIDENCE
DATA | GUESS | MATCH INTERVAL(%)
K° 0.50 0.80 0.8500 0.3500 | 70.00 0.005
T™W
ey 1.80 2.50 1.8843 0.0843 4.68 0.000
€o 2.80 2.00 2.5377 -0.2623 | -9.37 0.004
Swr 0.20 0.15 0.2200 0.0200 10.00 1.295
Sor 0.25 0.30 0.2400 -0.0100 | -4.00 1.492
Number of Function Evaluations = 32
Number of Jacobian Evaluations = 15

CPU time (CRAY Y-MP) = 1702 seconds
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Table 23. Summary of the History Matching Using Nonlinear Least Squares (Run R1W53)

PARAMETER TRUE | INITIAL FINAL ERROR | ERROR

DATA GUESS | MATCH ‘ (%)

K° 0.35 0.20 0.3648 0.0148 4.23
W

Cw 2.30 2.00 2.3977 0.0977 4.25
€o 1.40 1.80 1.4186 0.0186 1.33
Swr 0.24 0.30 0.2339 -0.0061 -2.54
Sor 0.34 0.30 0.3435 0.0035 1.03

Table 24. Summary of the History Matching Using Linear Least Squares (Run RIW53A)

PARAMETER TRUE | INITIAL FINAL ERROR | ERROR

DATA GUESS | MATCH (%)

K° 0.35 0.20 0.3534 0.0034 0.97
w

Ew 2.30 2.00 2.3451 0.0451 1.96
€9 1.40 1.80 1.4171 0.0171 1.22
Swr 0.24 0.30 0.2351 -0.0049 -2.04
Sor 0.34 0.30 0.3346 -0.0054 -1.59

Table 25. Summary of the History Matching Using Absolute Values (Run R1W53C)

PARAMEIER | TRUE | INITIAL | EINAL | ERROR | ERROR |
DATA | GUESS | MATCH (%)
" 0 0.35 0.20 0.3523 | 0.0023 | 0.66
w
e 730 7.00 73445 | 0.0445 | 1.93
I % 1.40 180 | 1.3983 | -0.0017 | -0.12
I Swr 0.24 0.30 0.2370 | -0.0030 | -1.25
I Sor 0.34 0.30 0.3381 | -0.0019 | -0.56
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Table 26. Comparison of the Methods Used for the History Matching (Runs RIW53, RIW53A,

and R1W53C)
95% CONFIDENCE INTERVALS (%) '
PARAMETER NLSQ LSQ LAV
(R1W53) (RIW53A) (R1IW530)
" K° 13.78 5.68 - 10.59.
w
ew 10.06 421 8.04 d
€o 8.13 8.13 7.99 I
Swr ~3.60 3.32 3.35 It
Sor 3.10 2.85 2.83
NLSQ - Nonlinear Least Squares ' "
l LSQ - Linear Least Squares
I LAYV - Least Absolute Values

Table 27. Number of Evaluations and CPU Time (Runs R1W53, R1W53A, and R1IW53C)

[ NLSQ LSQ , LAV '
’ (R1W53) (RIWS3A) | (RIWS53C)
FEV 11 5 4
JAC 9 5 4
CPU 774 365 291

FEV - Number of Function Evaluations
JAC - Number of Jacobian Evaluations
CPU - CPU time in seconds using a CRAY Y-MP

Table 28. Summary of the History Matching Using Nonlinear Least Squares (Run R1W52D)

PARAMETER | TRUE | INITIAL| FINAL | ERROR | ERROR

“ DATA | GUESS | MATCH (%)

10 0.35 0.45 0.3109 -0.0391 | -11.17
™w

ew 2.30 2.00 2.1326 -0.1674 =7.28
o 1.40 1.80 1.4568 0.0568 4.06
Swr 0.24 0.20 0.2438 0.0038 1.58
Sor 0.34 0.30 0.3412 0.0012 035 |
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Table 29. Summary of the History Matching Using Linear Least Squares (Run R1W52H)

PARAMETER TRUE INITIAL FINAL ERROR | ERROR
: DATA GUESS MATCH (%)
K° 0.35 0.45 0.3486 -0.0014 -0.40
™w

Ew 2.30 2.00 2.2849 -0.0151 -0.66

€ 1.40 1.80 1.4037 0.0037 0.26

Swr 0.24 0.20 0.2418 0.0018 0.75

Sor 0.34 0.30 0.34003 0.00003 0.01

Table 30. Summary of the History Matching Using Least Absolute Values (Run R1WS52I)

PARAMETER TRUE | INITIAL FINAL ERROR | ERROR

DATA GUESS | MATCH (%)

K° 0.35 0.45 0.3473 -0.0027 -0.77
w

Ew 2.30 2.00 2.2855 -0.0145 -0.63
€o 1.40 1.80 1.4142 0.0142 1.01
Swr 0.24 0.20 0.2423 0.0023 0.96
Sor 0.34 0.30 0.3396 -0.0004 -0.12

Table 31. Comparison of the Methods Used for the History Matching (Runs RIW52D,
R1W52H, and R1W52I)

95% CONFIDENCE INTERVALS (%)
PARAMETER NLSQ LSQ LAV
(R1W52D) (RIW52H) (R1W521)
K° 2.26 5.55 5.30
™
Cw 0.24 3.22 3.07
€o 0.46 2.13 2.04
Swr 6.10 1.90 1.85
Sor 6.07 1.22 1.21
NLSQ - Nonlinear Least Squares
LSQ - Linear Least Squares
LAYV - Least Absolute Values
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Table 32. Number of Evaluations and CPU Time (Runs R1W52D, R1W52H, and R1IW52I)

NLSQ 15Q TAV
(RIW52D) (RIW52H ) (RIW521)
| FEV 17 7 7
I JAC 10 7 7
l CPU 962 285 788

FEV - Number of Function Evaluations
JAC - Number of Jacobian Evaluations
CPU - CPU time in seconds using a CRAY Y-MP

Table 33. Summary of the History Matching (Run RIWS56)
~ [ERROR 95%
PARAMETER | TRUE | INITIAL | FINAL | ERROR (%) CONFIDENCE
DATA | GUESS | MATCH : INTERVAL(%)
K° 0.15 0.30 0.1491 | -0.0009 -0.60 2.09
™wW
ew 2.00 2.70 1.9849 | -0.0151 -0.76 0.22
€o 2.00 1.60 2.0327 0.0327 1.64 0.21
Swr 0.27 0.22 0.2804 0.0104 3.85 9.64
Sor 0.29 0.36 0.2951 0.0051 1.76 9.61
Number of Function Evaluations = 27
Number of Jacobian Evaluations = 17
CPU time (CRAY Y-MP) = 1572 seconds _ "
Table 34. Summary of the History Matching (Run R1033)
ERROR 95% “
PARAMETER | TRUE | INITIAL { FINAL | ERROR (%) CONFIDENCE
DATA | GUESS | MATCH INTERVAL(%)
K° 0.70 0.55 0.7889 0.0889 12.70 0.450 |
™
ew 2.10 2.50 2.2789 0.1789 8.52 0.233
€o 2.10 1.70 2.0790 1[-0.02101 -1.00 0.380
Swr 0.24 0.20 0.2313 | -0.0087 -3.63 2.741
Sor 0.34 0.30 0.3344 |-0.00561 -1.65 3.651
Number of Function Evaluations = 18
Number of Jacobian Evaluations = 9 “
CPU time (CRAY Y-MP) = 991 seconds

240



(LYMTH PU pEMTY suny)
Auo omssaxd sjoywonoq Susn ‘suonenzes aseyd
[enptsaz pue sautjiqeawad aanejal ap jo Suyorew Ktoisty 'y amSyy

UORWIIFG HWY] snoanby

ot 00

g prx.
o s

(LyM 1Y PUE pEM T suny) Kjuo amssaad
sloywoneq duisn *K101s1Y 1no-Ia1em Jo Suryotew Loisi "z g1y

(s4wp) sun )
§'1 o't §0 00
g T t t ' + —
sumjoA ¥nis 110 01 uopIMpaLd jo onry
[ b 4 £ z 1 0

s plad opapuls @

00

T0

o

90

80

01

(4

Lo

LYMTY Pue pE M TY suny) K[uo emsserd sjoquonoq Sursn ‘uonoafur
ates Juunp Aoisiy dop-eanssard-eforuroioq sy jo Suryatews Kioisiyg g endyg

(sAwp)av
1-01 01 501 O,

L ! Joz
H 5
o -..-/ 4 09 m
.o <]
) - s800 [enu] g
g - - 4 08 4

s 4 omt

emenee®™ Wi piRL] ORuAg @
L Lsiia L L L Lusaa o0zt

(LyMT Y PUE PEMTY suny) [uo amssard sjoquolioq Suisn
*f10151y uonEUIIUCI{oUeYIa aseyd snosnbe jo Sumdiew Kloisiy 1 omSig

(sdwp) oun |
1 o'l 0 00
I t t t t t i
suinjoA InS 110 01 Bopanpasd Jo omey
Y v € 4 1 0 "
000°0
lﬂd..‘.l..q“ T Y T T ' ....-.
-.o-c- .--. /
e, o e
3 -oo ss300) O s -o 4 9000 um.n
L ] ’

%e /'.... . s

‘e s . m

£ .o $ 4 .uu_
- - . S /e 4 zico

L ] .

. s . g

g A . il 8
. .... . m
- % s 4 8100 E

L ] !I. °
R Pl NoyuIAg © evesacet
L . L . L . " ¥20°0

241



(9pMTYH PUe PEMTY suny) A[uo 1no 9tem Suisn ‘uonjoafur Jajem
gump Koisyy dosp-omssad-a[oywonoq a1 jo Suiyorew KIOISIH °8 am31

{shwp) iy .
301 01 s 01 ».o—o
! ! o
i {ov
AY .n-
[ ........4/ 1% .M
0 ® o sang [miu] 7
A {og &
l-‘l.
s o 4 001
g protd opLpuds ©
" i Lo L s Jas 8—

(9VMTY PUE PEMTY suny) Auo 1no Jajem duisn
*A10151Y UONENUAIUO-{oURIa aseyd snoenbe jo Sumyorew L1oISTH g 231

(sAwp) ourp ), .
$1 o'l 50 . 00
I 1 t t t + i
aumpoA $uig EQ 01 VORINPoLd Jo oy
3 4 € [4 1 L
40.0.”!00.0.-0. - ' ..-..
......... olooo --- A
3 ®e LA
oo !0 r . 2
L s eny A 4 s00'0
. % ;
-.. o. /'-\ . ,
R s e .
-n- DOI s..- N ]
- N i . 4 two m
\ -.- Q. : . 0
t oo s .
Ry A o
b A o e Jd 8100
H X L] ..
| 5
., o
(] piotd naquAs * Sevseses
L 1 e 1 'N0.0

(9 MTY Pue FEM T sumy) Ao 1m0 1a1Eem
guisn ‘A101s7y no-191e Jo Suryorew A1oistH L M8l

ounl X
[ 01 eh) 0 00
) t t t t t i
eum{oA Inj§ [IO o1 UORONpald Jo ofiey
S v . 1 [4 1 0 0

WO IAEM,

¥R( PPk Jpapuls *
A A L o L F.O

(LP M1y uny) Auo amssaxd sjoquionioq Jutsn
simaurered oy JO YoIBLW [BULJ PUB UONELIBA [eniu] °G 2maL]

RPueRg
- %05-
%0t
- %0€-
m.ubou-m
: %01 &
') r o
4 :“\ [ o
7 3
e 01
% =
— %0€
wip [ wpy (4

242



(SYMTY Pue pEMTY suny) A[uo sieoen Suisn

(ShAATY pue pEM T sun) Ao siaoen L1011y uonenuasuod-joueye sseyd snoanbe Jo Sumporews Kxoisty 11 aImnSig

Suisn L101s1y Ino-Jajem Jo Supyarew Loisty "z am8iy

(skwp | (s4wp) oty . |
51 ot L g 00 o o1 50 oo
I T T 1 t t { I T t t T T i
wmop, Iy [0 o1 WRInpag Jo onvy swnjoA TnjS 110 03 LOONPal] Jo ORvY
: 4 —_— 4 —_ ) : 4 —, t ey 0000
.-... -.-
. .. z
: wmppEL 4 s000 R
.... ~a/ ,
g 5
3 . s o B
5 “, : Juo0 §
R § o
5 o 4/ 4 8100
nq ppRLd MuAS ng(q pEL] SQRpUAG ©
L L . = Lo ) N : s N L s $20°0
(9P M 1Y uny) Ajuo 1o 1a1em Juisn ( .
S 9P [ PUB pEAM 1Y suny) A[uo no Iajem Juisn ‘suoljemies
si319uresed Al JO Yoeu [EUY PUB UORELWA [ERIu] "0 2:n5Ld aseyd [enpisar pue seniiqesutad aane[al oyy Jo Suiyolewr L101s1 6 21ndi
g uopiEMEg o5y snoenby
wg mg S iy ol 80 90 v'o 70 0o
- 305" T T T [1X¢]
- %01 [ 1
E i 1 2o
- %0¢
E w0z [ ] &
: 3 m L 1 vo B
: A F-%01- 3
H - s g L J
: T n i 8 m( PRy
\ - %0 ! anauAS 1 g0 .m,
: g
- %01 f ] g
- %0C 3 4 10
“ %0€ L ]
vy £ mor F) . bt ]

243



(SEMTY PUB YEMTY Suny)
amssaid a[oywonoq pue 4no Jojem ‘s190en Julsn
10151y UonERULoUCI{oUEYIe aseyd snoanbe Jo Suyatew K101sTH 91 2Indyy

(vhap) auny,
$1 0’1 §0 00

aumioA Frig 1O @ Loganpal jo oFTY

: ' et I
..-...-..... -..-
lnl- -n- u
I swoppRl 4 9000
b ' ./ X
l- ~- de
N =
. J J 7100 m
/ s
" -..
-- l.--
! 4/ 4 8100
n[w Pl IpuAs ¢ W
A I 1 ’ 1 Y200

(SYM T PUB pEM 1Y suny) K[uo siooen duisn suoneInes
aseyd [enpisal pue sani[iqeauttad aane[al ayl Jo Suryorew KI0ISIH p{ 231y
wopeEyrg sswy] smoanby

o't o (]

T v (]

1 o

pEp
90

Aqeaneag ARy

E 0.0

(ST uny) K[uo 30en Sussn
ssoruseszd oY) JO GTeL [¥UY PUB UofeweA [PRN] 'S| 2ty
g

.4
«
5
“
| 3
©
o

R
=1
voneLvA

NANNNNNY

N
o

N
dé

wiv, [ i £ ;

(SYMTYH PUE PEM 1Y suny) Auo s1o0en Buisn uonoaful Jaresm
Sunp Koty dozp-emssexd-o[oywonoq ayi Jo Suryoreur KI0IStH *€1 andrg
oy
101

(01 ¢ 01 L0t

/
s
(1sd) doagg amssarg

g prmg]
5 {08
l.‘-l
i 4 o1
g piou ks
Iy L A " L i ON—

244



(SCAMTYH PUe pEM 1Y sumy) amssaid

. (SEMTY umy) unssard [OYUIONOG PUE ‘10D JARA S[0YWIONOq PUB “IND IojBA *J3oen Juisn suonemIES aseyd
sraoen Sursn s1arauresed 9U Jo Yatew [eUTy pue UORRLIRA [eniu] ‘gz N3] {enpisaz pue sanijiqesuuad sane[el o Jo Suryorew Li0IS1H 61 omBLd
Inuneg wpumsg wny Fmoonby
oy - [N -I ot 80 0’0 )
505" g v v oo
F 5 na;p Y .
Qr.u.sov.
F s { ze
\ - %0
\ id 5 - 1 vo m
\ sl E i 1 &
Al _¥YAE. B w
g E ™ - 19E
E %01 - ) <
\ 3 k(4 ¢ 1  ¢0
oot i ]
sy ] v 3 _ * * * ot
Gm?&%:« vm“am suny) uBmmSM u_o:EoﬂMwn pue q
. 0o IaeM ‘slascely Suisn A101S1Y In0-191eA JO duryotews ALotY L] 2Inal
(SEMTY PUB PEMTY suny) oanssod R it e HLreintd
2[OYUIONOg PUE 'IN0 1918 ‘sIooen Suisn uonoafuy Jatem st o1 5o 00
Suunp Kioisyy dosp-einssaid-ejoyuionoq ayi Jo Suyotew A0Sty g1 2ndLy ! t ' t t t —
(shxp)iy sumpA Inj§ EQ 01 BORINPOL Jo vy
101 0t 01 L0l s L4 n. m m 0 20
I ol i@ |
i o
— ] | i
s o
4/..!0 - .M p
3 la &
X 4 oot
i Pl oS * QI Pl napuds o
L L L 2 s L ozt It i 4 A Lo

245



(VSEMTY PUB pEMITY SUM)
sarenbs yseaf Jesui} Sutsn uonoafut 1atem Junnp

£10151y dosp-ainssaid-sjoguionoq ain Jo Fuyorew L103STH "y omTL]

(skep)ry
L0t 01 501 01y
- ol {o
T 5 ..-..
g Jor
g --u / 40 .m
siong) FRRg
.~ 9
L o tog @
l-\-.
d oot
.......... g g plou opaipuds @ ’
Y 1 L 2 A ON—

(VSEMITY pue pEMTY suny) sareabs 1seaf eouy] Suisn
10151y uopERUAdUCA-ouslna aseyd snoanbe jo Supyorew KIOISTH ‘7T 21080
(shap) o], . .
1 01 £0 © 00
) ¥ L] L] L] 1 L}

aum{op SnIS [0 B E.wu__.vot Joopry

: ' LA : . 2 oo
-ll'll R -Q.- “

- ssonp 4 9000
.... : /.r... 2
..- ... I.m
X s 4 1o m
% : <}

5 Ch, / 4 s100

wxq plotd IPPQAS @
i 1 L . . Y20'0

(VSEM T PUE pEMTY SUNY) sorenbs 1583]
xeour| Butsn AJOISTY In0-JatEA JO SuryorBws £1ois1y €T 2In31d

(shwp) L :
§1 [ $0 [y
¥ T T T T T 1 '
own{oA 1S IO 91 WORINPOId JO O
s 14 € (4 1 0

00 BT

2T T TTOTILN

[ Pl SRHAS @
A . " i Lo

246

(SEAMTY PUT ‘SPAI ‘9P A LY ‘LYM 1Y 5un)
sreudis walagpp Suisn ssaowered Sunswpsa uj joug "1z andy

uv Ll = 1E_m.6 IAVA amssarg
= [ & | 3 PgRRN //\ T
s O ”“ ”\ .
NZ2 INZE
-0 NZRIINZ
N7 B 1N
= B N
N 1N
\/IINZ
N, |

y




(OSEMTYH PUB YEM T SUNY) UCTIBZIWIUIW Son[RA

o1njosqe 1s83[ Juisn K10181Y I02-1s1em Jo Suryorew Lioisty g7 2ndng

) {ukop) uny. ]
&1 o £0 00
n ' t ' ' t i
sum(oA 3nis £O @ uaganpaid Jo opvy
s v P
Y . L ! %o

GIT U TUOS VU

Te,
e
ey
-,
ey

waq P dppukg ®
" 2 L 1 Lo

(VSEM1Y uny) sorenbs 1seaf xeauy) Juisn
suojowrered oy Jo YoTew [euy pue UOlELBA [enlu] ‘9z amdL]
Jaauss g

S s ) iy

g

g

DOIRLIRA

NN
NN

NN

PEELEEE

v [ o £

O =AM

(OSEMTYH PUE PEMTY SUNY)
UONEZIWIUTUI san[eA 21n[osqe 1s8a] Sutsn L1oisy

uonenuasuos-jousya aseyd snosnbe Jo Sunyorews Kioisty -7z amdig

(skwp) it L,

st ot $0 0'0
I 1 t t t t —
wamjoA, Tnis 110 01 BORIPo Jo Oy
: : : : R
--.‘..-c-. ----
ll“l‘ ..l! N
5 LIS S 4 %000
., ~a s :
h S ..-. =
- g 4 200 m
; o
5 ...... s 4/ 4 swo &
o
nxQ piotd opagqs o
L ' I 1 200
(VSEMTY PUB pEMTY SUNY)
saxrenbs iseo| Jeaur] Suisn suoneInyes aseyd
[enpisal pue sanijiqeauniad aane(ar oy Jo Sumyojewt A10iSTH 67 s
nofEUTEEg oeR] soonby
01 0 90 vo 70 00
v ' - - T a0
s ssmpy (VR .
T~
- - 1 vo
5 1 ¢v0 @&
&
i 1 90 W
s 1 <
- 1 &0
P
" ” R . o1

247



(OSE A 1Y Umy) san[ea aInjosqe 1ses] Buisn

(OSEMTY pue 'VSEMTY ‘SEM T suny) spoqiawt szotowered Sy Jo Yotew [BUL} PUB UOHBLIBA [ENIY] ‘[€ 2mEL{
uoneznuuTL JuaLaffTp Suisn siarourered Sunewmsa up Jowrg “ze am8(y o
POYRAL BOpISTIWIUTA d
RNFA Aoy W] sawnbg 15w Jmawy saanenbg 15¥2] smaunuoN oo - [ “J_
v 7 7 %00 %05+
\ %10
%70 e
%E0 - - %0€-
%o § 3
£ F0T
%50 § - F y
wod Z g
%L0 Z 7 va - %0
*Mo \ E %01
%60 :
%0'1 r& lescu
s “s B 4 1 _ : ~%0E
yoew [ eonr [
(OSEMTY PUB PEM TY SUny) (OSEMTY PUB PEMTY Smy)
UONRZIWIUIW SaN[eA 3Injosqe 15ea] uisn suolieinjes aseyd UONEZIWIUIL SIN[EA AIN[OSQE 15E3] dursn uonoafur :ajem
[enpIsal pure sani[iqeatuiad aAne[el ot Jo Suyatews Alowsty ‘og omSyy  Sulnp Kowsyy dosponssaid-ajoquwionioq au jo Supyoews sty 67 2In3Ld
dopwmes osuyd snoenby (sksp)1v
ot 80 : 00 ) ) ) 01
. ) ] . o0 v T - ™ e
L $5anQ [sRUL 4 g
i - ot oz
5 -’ { vo ---
1 1 vo & W §
o | -... 4 09
L J o DN .M
i { 90 ==p g
: { #o 5 4 oot
9 P
5 -w:mh?m E R Qg PR IRAGUAS »
. . . ; ol . . s . . . ol

248



[enpisal pue saniiqesunad aaneds oy jo Sutyorew L101STH g€ onfiy

ol

(A9EMTY PUB VOEM Y suny) suonermes aseyd

uopimmNg 5wy snoanby
90 o

00

00

To

“
<

Anpqeemng oanesy

80

(Q9EMTY PUR VOEMTY suny) Jloatasal jom
-slelpauntaiut *AI0isiy no-1a1em Jo Suryotew AJOISIH pg aandi

i (shrp) suny
§'t o1 §0 00
n L L] L] L] ) m
sumjo, Sl 0 01 woRINpaL] Jo oy
S y 3 4 1 0
i ssa00) [spiu] ......:.:I.._

..
--n.-.
.
.

uIQ PR SRS @

I i 4 1

ol

(44

€0

Yo

FO B

§0

Lo

$0

(Q9eMIY PUe VOEMTY Suny)-
JI0AI9S21 Jom-ojelpauLIagul uonoaful Jojem Surmp

£Lioisy dop-ainssaid-ajoquorioq ays Jo Suryojewr L1011 "¢ amILy

(siep)rv \
10t 01 501 O,
3 < N4
| " {or
- m
i .....ul/ 17 .M
#onD PRI g
i {08 =
s 4 oot
nng piad opmAs
P L " L i F 1 =) [ir4
(A9EMTY PUR VOEMITY SUNY) JIOAIISII JaM-a1R]pauLIaiul
*K101s1y uorrenuasuoa-joueyle aseyd snoanbe jo Buryorew L1osiy. "gg am8]
. (s4ep) oun g, § )
o'l ] 00
¢ f t t t t {
oamioA (S [0 01 BIRPApaL JO oy

wis(] p[at] SpHuhs @

P i A i A i

000°0

900°0

tioo

8100

¥20°0

DOMEQUIOUO) FXRI,{, PIZ[FILON

249



(F9EMTY PUB VOEM T Suny) sarenbs 1sea]
Teaur] Sulsn “JI0AI3531 1aM-SlRIpauLIANUY ‘uonaful ISTEM

SuLmp L0351y dosp-amssaid-ajoywionoq a1y jo uyotew KI01SIH 0y om3g

(skxp)3y
101 ) 501 01y
TITTYr VY —yrvrYy T T T
5 Al 102
Q‘
A . {ov
ww
i ----‘/ 1% .M
s e g
L 408 S
nltin
3 .-n-l 4 w1
¥iQ Pt uAS @
" . A i L L 5 ot

(F9EMTY PUB VOEMTY suny) soxenbs 1sea]
Teaur] SuIsn ‘JI0AI9Sal Jom-2lBIpIULIAIU ‘AI10ISTY

uonenuasuos-{ouea aseyd snoanbe jo Juryorew Loty -gg sy

(sAvp) sun, .
01 §0 00

4 L) S L) 1 1

aumjoA FniS 10 o1 USRINPAL] Jo oy

a¥Q PRl RMWAS ¢

. i i A

tioo

2100

Y200

N

D FXEIL PRI

(I9EMTY PUB VOEA [ Y suny) sazenbs 1sea] seaul] uisn
‘ IIOAI9S2I ToM-a1BIpaULIaIUI ‘AJ0ISTY 1Md-Jojea Jo Bulyojew K1o1st '6€ 9m81g

(s4wp) oan g, ;
s'1 o't $0 00
I 1 t t t t -
owmjoA Enyg [0 €1 BoRIpPOLd JO oY
$ 2 £ T 1 0 5o
 pa | v T v T M T
L 410
i BEQ P ] 0
/.'..-

wI( plot] OYmAS @

(Q9EM T Y UnY) JI0AIISAI 1om-ajRIpauLIUL *sazenbs 1sea]
Teaurjuou Juisnsiatawesed oy JO YoleW [BUL] pUe UONELRA [eR] L€ AndL]

BRWLR

o

NN

- %05~

<
F

F

- %0

F%0€-
- %02

%01~

a

| uomeLRA

%0

%01

INNNN

B0

TV YT YT YT

%0¢

v £

mawr. [A

250



(I9EM 1Y PUR VOEMTY suny)
UOHBZIWIUTUI SIN[EA 9)N]OSqR 1SEa] SUISn ‘JI0AIISAI

Tam-otelpouLtalul *AI103s1Y 1no-101em Jo Sumyatew AJoistH ‘pp omILg

(sAxp) ouny ),
[ ot - $0

00

¥ T T T ¥ T

oumioA 305 RO 01 UofRnpold Jo opry

3

nq plotd dpaquds @

A

(F9EM 1Y Uny) NOAIISDI 19M DBIPIWINUT ‘aTenbs 1sea]

JTeouy; Suisn sumaurered oyj Jo Yojew [eUL pue UOHELEA [eNU] "7y 21081

DIRuRN

s *a !

- %05

m. %0

- %0¢-

%07

%01~

N

%0

%01

%0T

NN\

™YYy

%0t

pun e (]

<

E

8

00

10

T B

(J9EMTY PUB VOEM [ SUnY) UONEBZIUIUN San[eA
a1mjosqe I1sea] SuIsn ‘JI0AIASAI Jam-oleIpauLIagul ‘A10ISTY

uopienuasuoo-foureya aseyd snosnbe Jo Sunyorews KIOISIH g amSLY

(sAwp) oun],

[ o'y £0

0’0

sumjoA Injg [O 01 WpNpald Jo opvy
€

(4 1

sseng) [vpug

(g Pl Ay @

PN

(F9EM T Y PUE VOLMTY suny)
sarenbs isea] Jeouy| Suisn ‘suonesnyes aseyd fenpisal

pue wo_,::nmo:.ﬂ& JAne[aL aYy jo MCEB«E boum_m ‘v o.—zwmnm
uopweg oswy snodnby

[ ¢

00

9000 W
5
Two §
§
:
§100
v20'0

00

(44

s
<

-]
S
Annqeaanzag saney

80

0’1

251



(J9EMTH PuB ‘HOEMTY
‘A9EM Y SUNY) JOAIISII JOM-GIEIPAULISIUT ‘SPOLfIalL
uoneziwunY Jua1afJ1p Suisn szswered Junewnsa uy oy gy amdny

POYR uonsziAfuIN
SIN[EA OIN[OSQY W8] sasnbg weay reauyy

N TN

sanenbg 159077 JRIUNLON

NN=#

R =5 B =0 " [

(I9EM 1Y PUE VOEMTY suny)
uoneZIwiuIW sonjea 9Injosqe 1ses] Suisn ‘suoneimes oseyd

[enpisal pue sanijiqeawsad aalejax a Jo Suryorew L101sI "9f 2Ind1g

uoplwmvg ossy ] snoanby
o1 80 00
T T Tr T 00
- sxnp) pepig -
T
- i 41 To
) g
- 1 vo &
- 1 90 w
! nag ppRid 1 %0
L spxuds  © n i
I Fl i 1 F 1 J - ... 1 1 ] o'l

(49 1§ UNY) JOAIISAI JoM SJEIPAULIaIU ‘san[eA dinjosqe
1sea] Suisn sxejeurered au JO yojEW [eULy PUB UORELIRA [eHMI] *Lp 2IndL]

.lm -Im ny ."-X

NN\N

yey [ Lt O |

(J9EMTY PUe VOEMTY SUMY) UOHBZIUIIUIUI Son[EA
sImjosqe 15e9] SUISN ‘JIOAIASA Jom-alRIpouLIaIY] ‘uorioaful Jatem
Suump £oisty doxp-enssard-ojoyuotioq a3 jJo Suryotewr A103STH *Gp 2Indrg

(s4sp)1v
101 ) 501 L0
v ' yeeey ' - — 0
L =3 {0
!t
o 4 o
ﬁ Ilttl-l m
.--.-u‘/ 1% .M
.* 50D (v
e AL Mt
3 {08 =
-I.il
L 4 oot
...... ¥iaq piotg amads o
;. L 1 ! F? da (1141

252



(SSMTY PUE pSM 1Y Suny) suoneines aseyd

[enpisas pue sanijiqeauusd 9ane[al 9 jo Suiyotew KIoIsIy ‘zg amSy

wonueg eeey moanby
01 80 90 ve o 3]
5 sxY [wai
L
{ g Pl opogks @
1 i 1 L " 1 L 1 LA I

(SSATY PuUB $CM 1Y suny) L1015y 1no-1a1em jo Juiyotew LIS Q6 amBig

(shrp) quny,

[ o't 0 0’0

- | t ¥ 1 ¥ i
awnjoA Faig 110 O UoRIRpaLd Jo opTy

$- r € (4 1 0

| | . X .

W PiAd opnuAS @

I J i .

00

0

ot

(4]

WD I

Lo

(SSATY PUE pSAM Y suny) uonsofus 1orem Surmp

K015y dosp-anssasd-ajoquionoq ot Jo Suryorews AJoIsTH 16 andig

(&ep)iv
1-01 ¢01 01 L0t
5 4 oz
5 4 or
"% i1l
[ RO PRIV 1o
- 4 o8
5 4 oot
5 { out
- 4 ot
[ wwQ PRL] OpuAS ¢ 1%
PPN TIPS NTYPT IS PPN TP U PR NP EPI (T 08t
(SSMTY PUe S TY suny) Kioisty
uonenusouod-joueyia oseyd snoonbe yo Suryorews L10ISTH "6f 2181y
. (shwp) wun ), . .
st ol 50 00
I Y t t t t {
sumioA s 10 01 WRMPoI JO ORIy
: oo 4 S t ! 0 o000
: / 4 9000
5 4 T100
5 4 8100
ns( pit] RIS © Neeeee
1 1 L A vz0'0

(t5d) doxgg smssayg

UOARUON0Y) J0RL | PITIEULION

253



(OTZOTY Pue 00OT Y suny) K101sTy Ino-131em Jo Sumorew KI01sTH ‘¢6 aIndl]

(sap) ouy], . .
(OTzOTY Pue 0O Y suny) Lioisyy doxp $'1 o1 50 oo
-a1nssa1d-afoytonoq ayi Jo Suiyorew A1oisTH "9 9Indy I 1 t ' f f 1
(skap)1y sumjoA IS 10 01 Boonpald jo oy
ol ot o1 o1 § 4 ¢ t ! %50
—... ™ u.-. T nd-! T L 0 ' v v v
5 {
5 la L
P
i / i m g
e . [}
X {og | weq ppig opoquids .
e b lad
5 16§
I N 559D [PRR o
[ wapgomds e | o
. N . . ) . . o L I L 1 ¢S'0
(OTzQTY puE pOOTY Suny) Aoy
uonenuaouod-{oueyla aseyd snoanbe jo Suryotew L10ISIH ¢ amBiy
. ) (sAup) auny, . .
sl o'l 50 00 . (ssM 1Y uny) srerouwrered
= e ' f ' ' ! 3 JO YoTRW [eUTJ PUB UOTRHEA [eRI] €S AInBL]
aumoA FaiS [Q @ LoRInpoid Jo opny g
S v £ T 1 0, .
0000 e g % “~ 3
\ [ B0
5 9000 \ \ P00l
. .
- 100 m_ “ [/ eoor M
F
o1 ] (o 8
I 2100 21 %):
B /[ %006
i
5 Y00 ” 't *oo
" L %0°08
W Pl IpAQUAS @ ;
, ) . . 0500 - v [ . i F] \_

254



(V62ZO1Y Pue 970 1Y sumy) Aoisy
uonenuasuosjoueyld aseyd snosnbe Jo Surgorew K101ST 66 21031

(V6ZO 1Y pPue 9701y suny) K011y 1no-Iatesm Jo Suiyotews LI101STH °09 21081
(skep) ouyy,
1 01 (chep) 2ony 50 00 $1 o't $0 00
¥ T ¥ t 1 t { | T t t t t i
sumieA 3uis O & UORINPOLY Jo OpXY suniop, g 110 o1 BoRINPaL] JO oY )
g r £ z 1 9 o H v £ z ! 0 woo
A i 4o | N 4 %000
i { -
H H
- . P doo H :
< : H { woo &
3 . w 4 t0 m s.. M
% PI%d IBARUAS o i 2 ! 4 8100
F o qro
w500 (pp E.
1 vzo0 B
" rT1] T “.c
e TR( PRL] IPAUAS ¢ PRI
L . . \ 90 . 1 . 1 0£0°0
(OZZO 1Y uny) s1areurered oy
JO yoretul [euly pue UoleIeA [eniu] *g¢ 2m3L]
nRuERd (OzzO1d PUR 0001 suny) suonemies aseyd
=g g o n mty [enpisal pue seniiqesuuad aaneal oyl Jo Suryoiews L103S1H "LG 2m81g
° ~%0°ST- vopwTEg 9s¥Yd snosnby
3 %00z~ 01 80 90 vo To 00
“ \ w T T y =g T T 0'0.
/) % et [
7 ] 7 “rw*oé. S 1 zo
E o nee & [ 4
“ 2 \. /| 0% m ssnD (eniu] &
A v y, “ %00 m L —~— 1 vo m.
\ %0 i . m
4 E-%0°01 - 1 o.o,m.
%051 f }
~%0'0T ! o et . 41 8o
— D ~ r SPQuUAg ",
. Il 1 L a2 1 °.~

e

255



(V6TOTY Pue 9701 Y suny)
2AIND MO[J [BUONOEY 2yl Jo Buryotew KIOISTH ‘49 am81d
uonwImeg %Iy snoanby
ol 80 90 v'o 70 0o
v T . . . v~ T 0o
1 2o

MO [FUOTRL] JITEA,

ssang) [eary] 1 %0

Lt )
/ .-. 4 80

nRq Py spaqRis )
: A RN N i o1

(V6201Y pue 9zOTY Sumy) suonemes aseyd [enpisal
pue sanipiqeauuad aAne[a: oy Jo Sumyorews K0I1STH "z9 2m31g
uonwIg osy] snomnby
01 ’

L L "
a s hal
S =] c

Annqeamag oaneRy

:
uct
(=3

(V62014 uny) szarewered

o1 JO YoTeL [eUT) PU UONELIEA [eNIU] €9 HMBLY

IopunItg
.—nm .—.m .0 ’ﬂ ";
— - %001
i -908-
:
H %00
2t N %00 )
13& E ' u Wa = “ n \ - %0 m
i e
o
1309
. %08
v B reany P
(V6ZO1Y Pue 970TY suny) L1osiy
doip-amssaid-ejoqwonoq ay1 jo Sumyojews 101sTH {9 am8ig-
(shep)rv
101 01 ; 01 101
') A
LoV ... *
/ ......‘.. o* ]
.......-. .
R et ]
X .’
send) pvRig] \dc
{o. i <4
nN P RQAS »

001

256



(ESMTY PUB pEMTY Suny) suonemies aseyd
[enpisal pue sanipiqeauuad aane[az oy jo Sumyorewr L01SIH g9 2m31]

(ESMTY PUE pEA 1Y SURY) POppE J0L1d
pemquusip A[Wopurel 9670 ‘uonoafut Jorem BuLmp
fiois1y dosp-einssaid-ojoywonoq sy Jo Suryarews £o1s1g *£9 amB1g

uolixIES T smoesnby
ol 80 To 00
T . T T T 00
- g ey .
T—a L .
s . {1 vo
£
1 {1 vo B
o
\
. . ,m
[ wsq pra: 1%
. MUAS  * J
i L 1 i i 1 b1 1 F ol
(ESMTY PUC pEMTY SUNY) pappe Joua
painqusip Ajwopuel g0 ‘Axo1siy 1no-1a1em Jo Suyorew K1oistH ‘99 aindry
(sdep) muryy,
[ [} $0 0’0
I ¥ 1 T T ) m
oA ol [O @ Vopdnpard Jo opvy
s 4 €

L]
3 o*

") O 8 o ¢
W

[ 1.
al "
Teeed., o’y
IR P S A

w piat] SpApuAs o

IO XM

Lo

(skwp) 1w
¥ £01 501 L0l
rr—r—y T r——rTr—r—pY T
¥ i .
5 o 40
.
! . . dor
ey we °
. - o
9 . 0/0 'lo O \.-.-. 1w
. . .o
esd o o * .-.- / 08 .M
[ * -~ X0 (R0 . g
. b
. o S
L o 4 oot
A 4 o
NN P ORPqUUAS @
A A Ja o L L ) Ov—

(ESM T PUB PEMTY SUTY)
PoppE 10119 pAINGLISIp A{Wopuel %01 A0Sty
uonenuaouco-joueyia aseyd snoanbe jo Suryorew L101s1H 69 9m3tg

(swp) ourn ],
51 ot $0 00
L) T 1 L} L L] \n
sumjoA 30§ 10 0 LORMPal] Jo oIy
3 4 : i : 2 0000
u-.--ff- -.0--
L #5200 { so00
cau /'t---
I- u-.
X ; ] w00
i
"\ * J
X ....... o 4/ { s100
on. --- :
evoon® .. . ﬁnz
R e ] * o
L 4. L hod L VNQ.Q

UONENE0BOT) F0WLY, PARIFTLION

257



(VESMTY PUB YEMTY suny)
sarenbs jseq] Jeaur[ JuIsn ‘pappe JOLID paIngiusip

(VESMTY PUB pEM 1Y suny) sarenbs 1ses] Yesuyy fjwopuel g1 *K101STY INa-1ajem Jo Suryolew K10isiy 1. am8ig
uisn ‘pappe ol paInqIusip A[Wopue! g0 ‘uonoafur 1a1em . ot (s4vp) oy, 50 00
8urnp L1011y dosp-enssaid-ajoyiuoiioq sy Jo Suyorew Loty ‘gL 2andig m_ ' ' , h , _
(shsp)ry .
L e s 101, 5 : ¥ A nz sroam N%oué 1 0.
L) Lud L} Lak v T . . : : N °
® [
] o 40
< X
[ e . C e 1%
[} ) .... w-
8 / . .l [ ] [} .... J 00 m -
. « ® e ..-,.. ]
L oy o 4/! o .W .
.0 . .....-. 00 (RN M , rﬂh.ﬂnﬁ e o® 49 o l. o oot o®
[ . 4 oot S e et g A
....... ; A ‘.
F e T g o o 4 ou hdomats «
da. das. GQ— N " ' ) - 'l " - J. " 1 " h.c

(VESMIM PUE pEM Y suny) serenbs 1sea]

feauy] Buisn 'pappe Joula painquasip Ajuiopuet g0 *Klaisty €S M TY ury) sarenbs ises] reaunjuou Suisn

uonenuasuos-{oueyta aseyd snoanbe Jo Juryarew K1owsipg gL 2131y ; .
. P 1 ! siatowrered oyl Jo YoieW [eUT] pUB UOTIELIBA [BNIU] "69 2SI
'l 0l $0 00 apuersg
t 1 t t t t { » "
awnjoA Fals B0 o ORINpoLd Jo opRy s 5 N i o
§ r £ z 1 0 . 605
0000 3
..... B0
F-%0¢-
9000 w&on. ,
F 5
% \ -%01- &
3 E.
100 T .

8100

]

|
.
.

BOSNNNN
g

TN Pl JAUAS 0 " v
Dead A PR} L P 700 . Yoy

0| | sy

penmy {7

258



(OESMTY PUB pEM TY Suny) uoneziwuiw
San[eA 911]0sqe 15ea] Juisn ‘pappe JoLa paInqLISIp

Ajwopuelr g,01 ‘A10151Y4 1n2-Jatem Jo Suryotewr K101SIY *gy, aInSLg

(ekvp) auny,
sl 01 $'0

00

I 1 L T L T

sumioA Juis RO & UoRIRpoR] Jo opNy
< 14 € [4 1

r... .ty o o R * et .c- K
. ° es?® » ..H...-.n......ho el --..
o b o ‘.o
X Pl SPAUAS @
A L " 4 Lo
(VESM 1Y uny) sorenbs 1sea] Teaurp Suisn
szarowsered S JO yoieW [BUL) PUB UONELIBA [eNU] pL undi
RPNy
.lm u)m lo J “.I
".son.
w*ov.
M._soﬂ.
mu*ou.A
A - 501~ m
Al =, - [Q LE oo
7 7 o1
..\;d & %0z
~ %0
£l

Lol rpy )

O WM

(OESMTY PUE PEM TY SUNY) UONIRZIWIUIIL SAN[EA
aImjosqe 1ses] Sulsn ‘pappe JoLD paInqLusIp AJWOpURI 8,01

* L1011y uonEQUadUOI-fouRyld aseyd snoonbe Jo Bumorew L0151 "G/ a1y

(skwp) oy},
(41 ol $0 0o
[} T t t t t i
oumjo A TS [ O TORINPaL] Jo ORFY
: 4 : : : 2 0000
..-...lu-n- ..u'
.--- ...
s s1o00) ] { s000
.'n- / --o
lll .N
-Il' -Hl ",
- Y i J w00
k% .... o
.- [ ] Q-.
s "o ...... / 4 8100
C. t.
Nageele Sy ey
s P dnequss @ e
i i 1 havd Iy ‘N0.0
(VESMTY PUe pEM TY suny)

sorenbs jsea| Jeouy| Suisn ‘suoljesmies sseyd [enpisal
pue sanjiqeauusd sane[a o Jo Juryorewr LIoIsTH g/ 231y

UojRIES 58y stoanby
o1 80 To 00
v T r— T T 0’0
d s8nH PR E
T~
L o 4 o
- 1 vo
PR
3 1 90
[ wag ppld 1 ¥°
i opoquAs 4
L N N . L o1

N

) 3ou] p

Aqiqeomag samay

259



(OECM 1Y PUB 'VECM 1Y _mnBS* suny) spoifiau
UOTBZIWIUTW JUAJJIP ulsn 1919 Surnewinsa ur oy "og wNdn]

POYISN UOPSTIWTRAL

AT, RNOSQY 1537 sarmbg 1sve] Uy sarsnbg 18] JERIIUON

T

= K3 ~

EX:

(DESMTY PUB PEMTY suny)
UONBZIWIULW SIN[EA IN[0sqE ISea] Suisn ‘suonemes aseyd

1enpisal pue saniiqeauuad sane[al o jo Suryatew AIoISIH gL amBig

uonrmeg 95y snoonby
ol 80 50 o o (]
13900 [eRIv] . p
. -4
=q PR
APIUAS e 4
X A L i Il A L i 1 " i M ... A L 2 1

£
]
sourg ey

00

i o
o =
Aypqeamn sanway

Q@
S

-
S

o1

Gmm«am uny) son[eA ynjosqe isea] usn
-]

suajourered 343 JO YoTew [eUy PUB UORELEA [eNIU] "6/ AMBL]
Inaoend
"5 ) % “ y
< 05
o
”S “ - %01 mu
- %01
717 e
. 3 %ot
v B3 oy 03

(DESMTY PUE HEMTY SUNY) SanfeA JInjosqe 15e]

Sugsn ‘pappe Jola painquusip A[WOpPUEI 9,C°Q ‘UONIoe

fur 1a1em

Suump Aioisty dop-emssaid-sjoyuionioq sy Jo Sutyorew Joisty °LL wndg

(k)i
101 o 501 0T
. .
o/ {w
X . . S 4o
PR . L L
P ) --.
i /o S ® o 19
Y o® .....4/
ll .
- Y. o ¥onp) [y 408
o .~
- .n-‘- 4 oot
— - 4 ozt
g platd dpaquss - o
L i J? A 1 Ov—

(5d) doxq amssaig

260



(ATSMTY PUB YOEM 1Y suny) suonieanyes aseyd
jenpisal pue muma_—_nmo:h& 2AN1E[AI 2] JO mcm:uau—: boum_m '¥8 u.EME
uUopwInNg seeyf snoanby
o1 80 9°0 v'0 (4] 00
T 00

90

Aqeaatiag Jamary

i P13,
5 o

s . ) ]

A 2 N " 2 i i % i o1

(ATSMTY pue VOEM Y Suny) pappe Joud
panqasip Aquopuel g, ‘A101s1y 1no-1ates Jo Suyaew Kioisiy "zg amdig
! (skwp) sun),
51 ot 0 0o
sumjoA Tn(S [10 0 WORINPaL] Jo oy
s ¥ £ z 1 0

ssong) [y

o E
™ {50 &
N\ o §

-
S et

ne(] poLd RARUAS o e . ®
i A 1 A ”.o

(QZSMITY PU VOEMTY SUY)
pappe Joua panquusip A[Wopuel g,6°( ‘uonoafu Jatem Suunp

K1o1s1y doip-enssaid-ejoquioiioq o Jo Juryorewr KI0ISIH °¢g 231

(slwp)1v
101 0t 501 01
L4
I J ot
ll!'ll. *
.
i s 1 or m_
son0 ol g
o o . 5
- / 8.8 0 409 g
Pt B 3 S
Ss e ° PN
| Lae B J o8
o VIRl PISL] ORAUAS
P . . . . . 001
(azsmiy pue VOEMITY suny)

PappE JoLa paInguusip Ajwopuel 9,07 ‘Atoisiy
uonenuasuod-joueyia aseyd snosnbe jo Suryojew Koisty °18 a3y

] (swp) swy,
1 o1 $0 0o
) | i ] L] 1 1
oumioA s 10 0 Wopenpald Jo opvy
s 4 £ t 1 0 p000
s 9000
- 1100
L BIOO
= PR JRAUAS

i 1 " " 1 J P 3 i " VN0.0

ON
'N

D doel] p

261



(HTSMTY PUB VOEMTY suny) sasenbs 1seaj zzauyf Suisn
‘POppE JOLI3 PAINQLISIP AJWOPURI 9,6 ‘UOnoafur Jajem
Juunp Ko1sy dorp-amssaid-sjoyuonioq sy Jo Suryorews A1oisty "gg a8y

(sksphry
o1 (o1 01 Ol
ve v T e T rr——prrrryr yerrevr
L]
) *
L e 10t
. [ ]
.
L * 4 ov
-n- L
By I ®
[l e . m
- el . <
N / o ] 4 09 m;
.. LY v &
Py wolly powe® o
. P
I J o8
o nY( Pl pxpuds o
L : —lilisa TP | TP 001

(HTSMTY PUe VOEMTY suny) sarenbs 1sea] Jesurj Suisn
‘peppe JO1Is paingsip Ajuwopuel o501 *Aloisy
uopenusouco-joueyla aseyd snoanbe jo Sunpdtew Lioisiy ‘98 aIndry
(s4vp) oury), )
$1 01 $0 0o
| T 13 T T g T E 1
sumjeA Ini 110 01 opanpoyd Ja oy
s v £ z 1 0

1 A T T T

1100

8100

D RITIL P

n8Q Pt SRAAS -

et - = b - - - ¥20°0

(HzSMTY PuE VOEM Y SUmy)
saxenbs jseo] Jeaul] Sulsn ‘poppe JOLI PANQINSIP

A[wopuel g1 *AJo1sTYy 1no-107eM JO Suryorews KIOISTH 8 SIN8L]

o1 o1 (sAwp) oun L, so

00

oumioA SyS 110 03 BORNPaI] JO opwy
< v £ 4 1

¥RQ pRL] RAPULS o « °®

1 PURSPURS | PR | J

(AZSMTY uny) serenbs 1sea] Jeaurjuou

$0

9'0

Lo

80

WO 1AM,

Suisn szajewurered oy Jo YoleU [EUL] PUR UONELRA [eRIU] 68 2m3L]

Ioweirg

- 0T
S1-

T

INNNNNY
]

&
2

\IRALASRAALS

%60

NANNNNNN

EAAT AR T AARL) BALRT RRAME AR

yow [} pn [A

‘uopeUEA

262



(IZSMTY PUB VOEM Y Suny) uoneziumuw (IZSMTY PUE VOEMTY Suny) sonfea aimjosqe 1sed] uisn
sanfea 21njosqe 1sea] Juisn ‘pappe Joua painqLusIp ‘pappe Joua pamqiusip Afwopuel 9,01 ‘10151
AJwopuez 9,01 ‘K10151Y 1N0-1918M JO SuTyotew KIIsIH 76 231y uonenuasuos-joueya aseyd snoanbe jo Suiyorewr KIOISTH 16 21Ny

(shwp) urny, (shsp) ouny,
§1 o1 50 oo 51 ol ) 50 00
I T T t t T t i I T Y T 1 T 1
aump A Fn(g 10 01 vopIRpald Jo opvy auxjoA TS 110 01 BopINpald Jo ORRY
; q m AN N S S AR 2 on
! 4 9000
L 4 uoo
5 8100
uy( pid RS o pa (g pRL] SRAIUAS ®
. 1 N & A re L A e 1 A - ¥
N ; — . 20 ¥20°0
(HZSM T uny) sarenbs 1ses| Jeauy] Suisn
siojaurered aU Jo Yolew [eUl] pUB UONELIBA [BOIU] '06 31 (HZSM 1Y PUB VOEM T Sumy)
sazenbs 1seof Jeauy Suisn ‘suoneinies sseyd renpisal
Fpueied pue sanipqeauuad sAne[al oY1 Jo Suiyojews K10iS1 ‘68 amS1]
“s *s % ) nJ uopwIyNS eswgd snodnby :
E B0T- ol 80 90 vo o 0o
E- %51 ' * e r . 1 0
.III.N \ \ E 5o1- i ]
\ E- %5 - . ssang v j e
E PEN . O [saivg ]
\\ — \ =t 7 7 E %0 f . \ ]
7 s B : ,
= =
%L s ] vo
%01 2 .
/) -5 1
0/ %02 i 1 9°
\ E-%ST f )
%0€ : a5 1 #o
yoe [ wnrp 3 i iRputs 1
. ; . "y . o

UORAUIIUC,) Ja01], PIZIEULION

263

Apqaursd »ARvY



(IZS MY PW "HZSMTYH ‘ATSMTY suny) spoyisut
UONEZIWIUIW U3 I uisn sxowered Suneums? W oy ‘96 amdy]

PORISI UoRSTRUUIN

san[ep anjoqy weay
R VL, A 5

sambg 197 wadjmoy

| =8 -5 B ) Y

(ITSMT Y PUB VOEM Y SUNY) UOHBZIWIUIL
san[eA 91njosqe ises] Suisn ‘suonenies aseyd fenpisal

pue sanijiqeauuad aane[al oyl Jo Suiyatew KIOISIH ‘6 om31g

uoIuITyRS 95wy, smoonby
01 %0 90 vo "o

00

s8Rnp eRiug

ig PRy
L appuly

00

[A]

-
(=]

L -]
=
Amqeauis J oaneisy

0

[}

(1IZSM 1Y uny) senea ainjosqe ises] Juisn
s1araurered oy JO Yorew [EUY pUe UONBLBA [OIU] "C6 AUNTL]

BRuag
s s o ™ o
u§c
7 > msﬂ.
—/ /] E- %01
/] k 2 E s
v Al —t A | = M_&o <
“ 4 s m“
E 01
\ E os1
4 =
\ - 067
%0€
_ wp [ ot [7 _
IZSMTY PU VOEMIY suny)

UONEBZIWIUTW S3N[EA 2IN[OSGE 1583 Sutsn ‘pappe
Joua painqunsip A[WOpUeI g46°0 ‘uonoafur Jaies Suump
Kio1s1y dozp-ernssard-ofoywionoq s jo Suryotews LI0ISTH €6 om31g

(skwp)ry
01 0t 01 01
Lad L ¥ L L) LS .
2 [ ]
X . J
. L]
. >
X : d or
.lll L4
nné —ﬂmumﬂH [ ] -u-
g . g
/ g . , 0 o
. . 0 : o
g SR ' . M
* *. W
L Tes e e® : 08
s wuq pod onwAS o ]
L]
ttaas s 1 . i L L 001

264



(95 M T PUE PSMTY suny) suopeinies aseyd fenpisal
pue saniiqeawad sanejel oy Jo Suryoew K10iStH 001 2m3L]

vopeImg oswyj soanby
o1 $0 90 v'o o 00
. : v . 00
) 1 o
X 15900 S A
. 1 ,of
03
- {1 9o
r 1 %o
weq pRLIdRegds 1
1 L 1 L L ' 1 .- k. 'l °. —

(9SMTY PUB pSMTY Sumy) AJoIsiy 1nd-1a1em JO uryorew L0514 "86 2mBLy
(s4wp) ouny
[ o1 §0 00

oL

L} 1 m
sumjoA 7S [0 03 UORINPOL] JO opvy

€ T 1 0 ..
. : —y 10

™ e

N Pt AT o

(9SAMTY PUe pSMTY suny) uonoafut 1o1es durmp

Kioisny dop-emmssad-ojoquionoq o) Jo Suryorews KI0STH "66 2m31g

(s&sphrv

(9SM T PUE pSMTY sumy) Aoisiy

1_: 01 <0t O
4o
4 Ov
.......... {o 3
1 o8 m
e J oo .M
g
AR
4 omt
N Py INHAS o
o 4 091
o o
L " 7 ! 1 °m~

uonenueduoa-oueIa aseyd snoanbe jo Buryorew AI0ISIH L6 am3y

(sAup) oot l,

s ol 50 0o
' f t ' i t —e
sumjoA, njs 1O 0 BORINpOL Jo oY
— q - : - g 0000
i ssanp) ] K 4 soo0
\ ;
« i
L ", 1 w00
.. i
e I
o
X d 4 8100
(Al J s
N
)
winq Pty SRGEIAS » L
A . 2 . A A ¥20°0

DOREAUSOTOY) S30WI], POTIFHUCH

265



(EEOTY Pue 0OOTY SUNY) Pappe JaLd %6°Q

*K10151y dosp-amssaxd-ejoywronioq ayt Jo Juyorew AI0ISIH Q1 amS1d

(s£vp)ry

) (01 501
Trrr——rY— e prr—— -

- W pioL] MmAS o

I L N Jusass, N WP CIIP S PPPTY PR TYPPN

0

.
8

(=
-
(rd) daxg amssarg

(E€0TY pue 0QOTY suny) pappe Joua (1 ‘Kioisty

uoneuaauod{oueyla aseyd snosnbe jo Suryatew LSty zo1 dmSng

(sAwp) oung,
51 o1 50

I t t t t t
Jum{oA S 110 01 VoRINpald Jo opvy
$ v £ z 1

nng piet] oS o

It i ) L

b4
2
o

14611

)
—
<
(-]

TOREQUIOOS SIVEL, PRZIEUION

&
o

0800

(EEOTY PU® QQOTY Suny) pappe
lous g(] ‘K01s1y 10o-Ja1ea Jo Surporew A1oisTH “g07 0l

(sAwp) il

&1 o1 £0 oo

f : " . N 4
¥ T t t T ¥ 1

samjoA Fus 10 &1 WORITPaL] JO OFFY

s |4 13 [4 1 0

or'o

WG Pt IS -
4 svo
4 os0
Dl ¢ o o ® . 5300 [FTUL]
*
: 4 . . $5°0
(9S M TY unyp) sinaurered ag
Jo yatew [euly pue uoneweA [enIu] 101 21Nl
Inauevd
*s g % " -
0T
717 p 0
/T /] - %01
ZImZ 3
| O — o F 0
/] T
%01
: 5
21
\ \T.LSN g
L
h \ mﬁen
“nwge
\ ngcn
pupn [ wapn A x_

) FEM

266



ue 0QOTY suny) suoneines aseyd [enpisas
(£€OTY uny) siatourered ay Jo (EE0TY P . .
YIRL [eUy PUE UORELIEA [ENIUL ‘901 23n3L] pue saniiqeausd oAne[a ay jo Suiyorew AIOISTH "GO 2431
nawerg uonwmeg vy snoonby
=g g “ n sy 0l . n..o _ .e.o 0 (4] _ 00 v
, ]
V. ﬁ g1 : i o
/) %01 ]
/] \ s § 55900 {eRs] vo
AV %0 m [ /V.
I ! . 1 90
F-%601
%51 i}
E o0z i 1 80
e Py ]
o [ tenr [ L [ ameYAS
H L A L o. ﬂ

267

Anmqeaund SANTPY



ED‘?N

> >

cmwwmwoT o

0.0
°

oy
£

L 000

0o o
€

hy, rh2.

~oleic

LR T | I

I

|

NOMENCLATURE

constant in the equation of state
equation-of-state parameter
area (ft2)

matrix (Section IV)

constant in the equation of state
solution vector
equation-of-state parameter

gas formation-volume factor (reservoir volume/surface volume)

produced tracer concentration
dimensionless tracer concentration

dimensionless tracer concentration for layer k

overall dimensionless tracer concentration from all layers
concentration of tracer i in the vapor phase (per volume basis)

concentration of tracer i in the oleic phase (per volume basis)
concentration of tracer i in the aqueous phase (per volume basis)

tracer concentration (volume fraction)
correlation coefficient matrix (Section IV)
injected tracér concentration (volume fraction)
vector of the test responses

exponent of oil relative permeability curve
exponent of water relative permeability curve
function to be minimized

fugacity of tracer i in the liquid phase in the mixture

fugacity of tracer i in the vapor phase in the mixture

fugacity of tracer 1in the oleic phase in the mixture

fugacity of tracer i in the aqueous phase in the mixture

fugacity of tracer i at reference state
reservoir thickness (ft)

Jacobian matrix

permeability (md)

endpoint relative permeability curve for oil
endpoint relative permeability curve for water
horizontal permeability (md)

vertical permeability (md)

equilibrium ratio (mole fraction)

tracer partition coefficient per volume basis

vector of the lower-bound values of the parameters
distance between injector and producer (ft)

~mass of tracer injected (1by)

mass of tracer produced (Iby)

Peclet number (dimensionless)
critical pressure (psia)

vapor pressure of pure tracer i
rate between injector and producer (ft3)
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Greek Symb

injection rate (ft3)

production rate (ft3)

distance from injector (ft)
residue at x;

effective length-thickness ratio
Laplace transform variable

estimate of the variance of the match

simulation results

gas saturation (fraction)

initial oil saturation (fraction)
residual water saturation (fraction)
water saturation (fraction)

residual water saturation (fraction)
sum of the squares of the residuals
time (days)

first moment

dimensionless time

normal boiling point at 1 atm (° C)
critical temperature (° R)

normal freezing point (° C)

flux (ft/day)

vector of the upper-bound values of the parameters
total velocity (ft/day)

X component of velocity (ft/day)

Y component of velocity (ft/day)

Z component of velocity (ft/day)

cumulative produced water volume since start of tracer injection (ft3)
Dykstra-Parsons coefficient

molecular weight (1by/1b mol)

dimensionless distance

mole fraction of tracer i in the liquid phase

position in time where a response is known (Section IV)

mole fraction of tracer i in the aqueous phase

mole fraction of tracer i in oleic phase
vector containing the differences between the initial guess simulation and the data
mole fraction of tracer i in gaseous phase

ols

scaled variable

vector of the parameters being searched

activity coefficient of traceri in the aqueous phase
activity coefficient of tracer i in the oleic phase
binary interaction parameter

binary interaction parameter
variation, gridblock dimension
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£ = liquid phase molar density (Ib mole/ft3)
oleic phase molar density (Ib mol/ft3)

d = vapor phase molar density (Ib mol/ft3)
Ko = oil viscosity (cp)
K, = water viscosity (cp)
PL = liquid density (gm/cc)
Opx = standard deviation of In k
o2, = variance of the parameter
Bi
(] = porosity (fraction)
0 = Pitzer's accentric factor
Subscripts
j = parameter number j (Section IV)
i = . function number (Section IV)
Superscript

= transpose of a matrix or vector (Section IV)
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