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ABSTRACT

The research in this annual report falls into three tasks each dealing with a different
aspect of enhanced oil TECOVETY. ; ,

The first task strives to develop procedures for accurately modeling reservoirs for
use as ihput to numerical simulation flow models. This section describes how we have
used a detailed characterization of an outcrop to provide insights into what features are
important to fluid flow modeling. The work leads to a discussion of pseudo functions and
how they are used in reservoir modeling to capture geologic features, and also to the notion
of a test case for measuring the utility of statistical models. The work describes diagnetic
patterns which occur in a carbonate outcrop and attempts to éxp]ain these from a fluid flow-
reaction model. .

The second task deals with scaling-up and modeling chemical and solvent EOR
-processes. In a sense this task is the natural extension of task 1 and, in fact, one of the
subtasks uses many of the same statistical procedures for insight into the effects of viscous
fingering and heterogeneity. Other subtasks use UTCHEM, a compositional chemical
flooding numerical model, to estimate Teservoir properties from single-well tests, and apply
eXpert system approaches to de‘sign chemical and compositional model input. A largely
experimental subtask investigates the effects of cation exchange capacity and chromium
retention of the polymer gel process.

The final task involves surfactants and their interactions with carbon dioxide and
reservoir minerals. This research deals primarily with phenomena observed when aqueous
surfactant solutions are injected into oil reservoirs. The reason for injecting surfactant
solutions is to render the displaccment of oil by carbon dioxide a more efficient process.
Aqueous surfactant solutions may disrupt the stability of thin aqueous films, characteristic
of water-wet rocks, surfactant solutions may adsorb onto the rock, or surfactant solutions
may interact with oil to produce microemulsions. All of these effects are detrimental to the

efficiency of carbon dioxide mobility control by foams and all are discussed in the final
section of this report.



EXECUTIVE SUMMARY

The first part of this annual report discusses the research concentrating on attempts
to develop a systematic procedure for reservoir characterization.

Subtask 1a, "Development of an Averaging Procedure for Relative Permeability
which Accounts for Both Continuity and Cross-bedding,” is largely complete. We
developed a procedure for deriving effective or pseudo relative permeabilities for viscously-
dominated flow in cross-bedded sands. The procedure makes use of the observation that
cross-bedding, as represented through a tensorial permeability, can be accurately
represented by isotropic permeabilities which have been corrected for the cross-bedding.
This observation, which was extensively validated with detaﬂed simulation, means that the
Hearn technique can be applied to flow in cross-bedded media without significant error.
Although the method was derived specifically for flow through eolian sequences, the
procedure should be valid for any cross-bedded sand.

We applied the effective relative permeabilities to a viscously-dominated, highly
detailed simulation of a miscible displacement through a portion of the Page Sandstone
outcrop. Using the effective properties resulted in a reduction in the number of finite
element nodes from more than 11,000 to 36 with essentially the same recovery function.
Since this d1splacements was miscible, the effective relative permeabilities i incorporate the
details of the underlying geology. ,

For Subtask 1b, "Quantification of Existing Taxonomy Through the Use of
Correlation, Fractal Representation and Nonlinear Dynamic Statistical Procedures," we
have taken extensive data on the distribution of permeability in the San Andres formation
from the North Lawyer Canyon region of the Algerita outcrop in southern New Mexico.
We find good agreement between these data and similar data taken from wells in the nearby
Wasson field. ‘ ;

Permeability showed substantial variability within individual bedded units arran ged
in three distinct scales of correlation. Outcrop permeability data exhibited no marked
permeability anisotropy in predicted spatial correlation length. Several scales of spatial
variability have been observed in an outcrop section, with subsurface results in agreement.

We will report fully on Subtask Ic, "Use of Geochemical Flow Modeling to
Determine the Geometric Patterns in Porosity and Permeability that Result from Diagenetic
Processes," in the final report. The avenue of attack for this problem is to initiate a
fundamental study of reactive flow in the presence of a combination of reactions both in
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and out of local thermodynamic equilibrium. To proceed along the latter, we have solved a
reactive problem for flow through a tube with the intent of using these insights to broaden
the work to flow through permeable media. The results of the tube model are to be used in
a network simulation to identify circumstances when dissolution or precipitation
(calcification) would occur.

For Subtask 1d, "Development of an Experimental Validation Procedure Using
Simulated Fluid-Flow to Quantify the Amount of Geologic Detail Required for a
Satisfactory Characterization,"” we used a finite element numerical model to simulate flow
through an outcrop of the eolian Page Sandstone. The results of the simulated miscible
displacements show that the relative positions of the main geologic features and the ratio
between the grainflow and windripple permeabilities are more important than bounding
surfaces and dispersion in determining flow behavior. In the presence of the large-scale
heterogeneities, uncorrelated small-scale heterogeneities do not affect the sweep efficiency
and the recovery.

Subtask 2 addresses the overall goal of modeling and scaleup of chemical flooding
with a focus on polymer gels for profile modification and chemical tracers. Subtask 2a of
our report presents "Single-Well Tracer Studies to Estimate Reservoir Properties Other
Than Residual Oil Saturation.” It focuses on a two-dimensional radial coordinate option
added to The University of Texas Chemical Flooding Simulator (U TCHEM). The
mathematical formulation of the radial option and its implementation in UTCHEM has been
completed. Comparisons of simulation results to an analytical solution of the radial
convection-dispersion equation show that the simulator accurately models dispersive radial
flow to the point that numerical dispersion control may not be the limiting factor in grid
block size.

Subtask 2b is on the "In-Situ Behavior of Gels Formed While Flowing in
Permeable Media." The competition for chromium between xanthan biopolymer and the
resident clays in Berea sandstone cores has been examined. Through a series of Berea
corefloods, chromium retention was examined without the presence of polymer using a 2
wt% NaCl brine as the aqueous solution. The retention of chromium was found to be high
and on the order of the cation exchange capacity of the clays in the sandstone.

Subtask 2c reports on the "Simulation of Hydrodynamic Instabilities (Viscous
Fingering) in Permeable Media." Fine-mesh simulations of first-contact miscible
displacements have been performed using UTCHEM. The results match the production
history of a laboratory-scale coreflood. An empirical viscous fingering model was
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implemented and tested. The model can successfully match the recovery curve of a first-
contact miscible linear unstable displacement.

Subtask 2d of this report is on the "Development of an 'Expert System' to Design
Chemical Floods Using a Compositional Reservoir Simulator." In order to develop a rule-
based computer program, the user directs the program to design chemical floods by picking
items from descriptive menus offered by the program. There is extensive use of computer
graphics to show the user the effects of varying input values before running the simulation
and to plot the results of the simulation so they may be easily interpreted. The program is
implemented for use with UTCHEM, but the technique used to write the program is general
enough to allow it to be applied to other simulators with little effort.

The tendency for less viscous carbon dioxide (C02') to by-pass large volumes of
more viscous crude oil substantially diminishes the economic viability of enhanced oil
recovery processes which use CO2 as the displacing agent. Foams formed in-situ represent
a possible means for controlling the mobility of CO; but the process is complex. There are
many phenomena that take place whenever aqueous surfactant solutions are injected into
oil-bearing formations and some of these are detrimental to the process. One crucial issue
is the need to maintain or restore water-wettability so that foam can form. Indeed, two of
the research projects re;'ported in Task 3 relate to this problem. One is concerned with the
stability of thin wetting films and a technique for establishing the thickness of a water film
on a quartz surface as a function of the disjoining pressure has been established. Results
that agree with previously reported values have been obtained. However, the variation of
the thickness of a thin liquid film resting on a quartz plate forming the top of a small
cylindrical cavity has produced some rather surprising results; namely, regions predicted to
be essentially flat based on the modified Laplace equation exhibit a finite, measurable
curvature thus bringing into question the validity of this fundamental equation which is
widely used for characterizing the wettability of a surface. Work on this problem is
continuing.

Subtask 3a reports on Microemulsion and CO;-Surfactants-Water Interactions.
Aqueous surfactant solutions can interact with the oil present in the formation to produce
stable microemulsions. To develop some understanding as to the rate that this can occur,
nonequilibrium diffusion in microemulsions has been studied using the open capillary
method. Gradients in concentration of each component as well as solution microstructure
were present in these experiments. The open capillary experiment is shown to be useful for
Studying the diffusion behavior of microemulsions. The existing theory was found to
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predict diffusion in Winsor I microemulsions; however, in the single-phase regions near
the point where three-phase systems tend to form (Winsor III systems), there are sharp
differences between the predicted and the observed behavior. An adequate theory does not
exist to describe such systems.

The stability of thin aqueous films represents one aspect of the problem, but other
important questions relate to the rate at which lamella form at pore throats and how this rate
depends on the formation wettability, formation pore structure, and flow rates. We have
not yet formulated our answer to these questions, but progress has been made. Subtask
3b, an analysis of the stability of thin films and liquid collars in pore throats is presented
here. The main results found this year relate to the theoretical method used in the
determination of stability and to the implementation of this method. Future work will stress
the practical implications of this theoretical result. ,

To create stable foams, surfactants must be introduced into the formation but these
surfactants can adsorb onto the mineral surfaces and be lost. Furthermore, the adsorption
at low surfactant concentrations is the important feature of the isotherm, not the absorption
at high concentrations. Studies under Subtask 3c, "Wettability and Adsorption," have
resulted in the development of a new model applicable to low surfactant cbncentrations. It
is intended to be comprehensive. Included are the effects of pH and electrolyte
composition as well as essential parameters characterizing the nature of the surface. This
new model also includes surfactant structure as a parameter and introduces a new mode of
adsorption—partial monolayer clustering—which has not heretofore been reported. Unless
this mode of adsorption is taken into account, model predictions for adsorption will be in
error. Generally, when neglecting this new mode of adsorption, the level of adsorption
predicted will underestimate that actually observed.



TASK 1 — SYSTEMATIC PROCEDURE FOR RESERVOIR
CHARACTERIZATION

Subtask la — Development of an Averaging Procedure for Relative
Permeability which Accounts for both "Continuity" and "Cross-bedding."

We developed a procedure for deriving effective or pseudo relative permeabilities
for viscously-dominated flow in cross-bedded sands. The procedure makes use of the
observation that cross-bedding, as represented through a tensorial permeability, can be
accurately represented by isotropic permeabilities which have been corrected for the cross-
bedding. This observation, which was extensively validated with detailed simulation,
means that the Hearn technique can be applied to this geologically complicated flow without
significant error. Although the method was derived specifically for eolian sequences, the
procedure should be valid for any cross-bedded sand.

We applied the effective relative permeabilities to a viscously-dominated, highly
detailed simulation of a miscible displacement through a portion of the Page Sandstone
outcrop. Using the effective properties results in a reduction in the number of finite
element nodes from more than 11,000 to 36 with essentially the same recovery function.
Since this displacements was miscible, the effective relative permeabilities incorporate the
details of the underlying geology almost exclusively.

Introduction

Although the development of more powerful computers and simulation techniques
allows the use of very fine grids, the size of permeability variations in permeable medium
are still smaller than the smallest grids. This situation requires calculating effective or
pseudo properties for cells of simulations that possess spatial heterogeneities (Kasap et al.
1990). Since a single effective permeability cannot account for sweep efficiency, one
alternative is to use effective relative permeability functions to relate fluid flux to an
imposed potential difference on different scales.

There are several difficulties involved in representing the flow properties with
effective properties (Lake er al. 1989). Effective properties are usually scale- or time-
dependent or sometimes both. Furthermore, it is generally not easily possible to validate
the calculated results obtained by using the effective properties.



However, effective properties can actually contain significant advantages because it
is through them that we can insert properly-weighted and scale-adjusted transport
properties into reservoir calculations. They lump a great deal of fluid and geologic
information in a form that can be easily used. Effective properties can be useful in
lowering data preparation and computational costs by (1) reducing the number of grid cells
in numerical simulations, (2) reducing the spatial dimensions of a problem, (3) accounting
for coning, and (4) improving well models in areal simulations.

The effective properties can be in the form of: (1) an effective permeability tensor
of a heterogeneous flow unit, (2) effective relative permeabilities (for miscible or
immiscible displacements), (3) an effective dispersion tensor for heterogeneous flow units,
(4) an effective capillary pressure curve, and (5) a coning function or a well model for
water or gas-drive mechanism.

Literature Survey

Effective properties are generated in two ways: through averaging the results of a
simulation run (numerical methods) with a fine grid and through partial integration of the
flow equation (analytical methods), usually in a direction perpendicular to the main flow
direction. |

Analytical Studies — Nearly all analytical effective relative permeabilities require
the assumption of vertical equilibrium (VE). This assumption makes it possible to partially
integrate the conservation equations for use in a coarser simulation model or a model of
lower dimensionality.

The basic work here is that of Coats et al. (1967 and 1971) where the concept of
vertical equilibrium was introduced and applied. The work by Martin (1968) served to put
Coats' work on a firmer theoretical foundation and to illustrate certain limiting cases.
Limiting cases form the basis of much of the literature, including the viscous-dominated
cases described by Hearn (1971), Zapata and Lake (1981), and Hewett and Behrens
(1989); they also are the basis of the work in this section. The work of Hawthorne (1975)
is a limiting case omitting gravity forces. Extensions of the original Coats theory include
the pseudo functions of Killough and Foster (1979) to model the drainage of the Empire
Abo field, and the extension by Rosenzweig ez al. (1986) to three-phase flow.

Numerical studies — Numerical generation of effective properties is usually more
general than assuming VE and has enjoyed considerable popularity in recent years.
Usually a cross-section or a flow unit is discretized in very fine detail and the effects of the
flow property for which the effective function is being generated is captured. Effective
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properties generated from flow simulations can be dynamic in the sense that they depend on
the flow history of the displacement. Dynamic effective properties are generated for
simulation cells to account for small-scale heterogeneity (the use here) or gas/water conin g.

Typical numerically-generated effective properties include the works of van Pollen
et al. (1968), Jacks et al. (1973), and Kyte and Berry (1975) all of which discuss large
changes in flow rate or reduced numerical dispersion. Effective properties to account for
small-scale geologic features such as discontinuous shales (Davies er al., 1987),
laminations (Kortekaas ez al., 1983) or features introduced by statistical procedures
(Muggeridge, 1989) are also present. Other numerical procedures are intended to account
for differences in the size of grid cells (Starley, 1986) and to detail procedures for scaling
up from a local scale (Kossack er al., 1989, Lasseter et al., 1986). Thomas (1983) has
attempted to reconcile these various approaches as well as the analytical approaches.

Numerical effective properties cannot easily incorporate scale dependency because
they are generated for a specific run (a specific scale, mobility ratio, flow rate, etc.), and
are usually time dependent. For practical use effective properties should be independent of
time but they may depend on scale and possibly position (Lake et al., 1989).

Objectives

The objective of this study is to develop an analytical method to describe the effects
of cross-bedded units modeled by a simulation cell. We also show that the effective
relative permeabilities, applied to the coarse grid simulations, reproduce the results of fine
grid simulations reasonably well. See subtask 1d for a description of the fine grid results.
To accomplish this, we first modeled a cross-bedded flow unit, then developed an analytic
method to calculate effective relative permeabilities. The modeling procedure consists of
three steps: (1) finding a prototype model for the heterogeneity, (2) discretizing the model
into a set of uniformly cross-bedded layers, and (3) homogenizing the layers.

The analytic method extends the calculation of effective properties in several
aspects. The method is analytic, but it incorporates the advantages of the numerical
methods by calculating dynamic effective properties, taking into account the sweep history
of a simulation cell. The method can handle tensorial permeabilities and accounts for scale-
dependency when the simulation cell is only a part of the flow unit. The method is,
however, limited to viscously-dominated flows (Hearn, 1971).



Modeli 1 H ..

- Cross-bedded flow units occur commonly in sandstone reservoirs. In this section,
a prototype model was considered for the Page Sandstone (Chandler, 1986, Muskat,
1946). Although the results are specific to the Page Sandstone, the method is valid for all
cross-bedded perimeable media.

Prototype model _

Figure 1 is a photograph of a portion of the south wall of the Page Sandstone
outcrop. The horizontal boundaries of the units D2 and D4 are easily distinguishable in the
picture. The thicknesses of both units are 10-12 ft (3-4 m). The cross-bedding is very
typical of eolian deposits. Although the shape of these features vary from one unit to
another, characteristic features within a unit are repeated in both the horizontal and vertical
directions. In general, a characteristic feature a prototype model of a flow unit consists of a
combination of windripple and grainflow lamination. The windripple laminations are very
thin at the top, widen toward the bottom and become parallel to the bed. The grainflow
laminations are large at the top, but diminish toward the bottom.

To characterize a flow unit we developed a prototype model that will represent the
heterogeneity within the unit. Figure 2a shows such a prototype model for the D4 unit.
The dark regions represent windripples, With a small permeability, and the light regions
represented gramﬂows with a large permeability. The laminated portion at the top is about
70% of the unit. The angle of the laminations (measured counter-clockwise from the
vertical) increases from top to bottom of the unit.

Discretization ‘

The next step is to discretize the prototype model into parallel layers. Eight
variable-thickness parallel layers are generated from D4 by discretizing the prototype
model. One criterion in generating the layers was to minimize the number of layers while
still retaining much of the detail in the cross-bedding. The thickness and the angle of the
cross-bedding change within a layer but we treat them as constant at the average of the
angles at the top and the bottom of each layer (Fig. 2b). The parameters of the generated
layers are listed in Table 1. The thicknesses of the cross-beds within a layer are the
percentage of the thickness of the small-permeability streaks to the total layer thickness.
The set of layers shown in Fig. 2b are a set of uniformly cross-bedded parallel layers.



Homogenization

Homogenization of a uniformly cross-bedded unit is a procedure where the layer is
substituted by a homogeneous one with a tensorial permeability. Cross-bedding and non-
zero off-diagonal elements of the permeability tensor have similar effects on a displacement
front. Cross-bedding causes the local streamline direction to be different from the direction
of the applied potential gradient; non-zero off-diagonal elements in the permeability tensor
have the same effect.

In general, streamlines will not be normal to isopotential lines if permeability is
anisotropic (Muskat, 1946; Bear, 1977; Lake, 1988). Scheidegger (1972) suggested that
there are three orthogonal axes (the principal axes) in space along which the potential
gradient and velocity have the same direction. Greenkorn et al. (1964) considered the
permeability tensor to be made up of two components that originate from: (1) anisotropy
(variation around a point) which correlates with bedding and (2) heterogeneity (variation
from point-to-point) which correlates with grain size variation. The heterogeneity effect is
more significant than anisotropy caused by orientation of grains (Greenkorn et al.,1964;
Young,1989).

~ Procedure — The first step of the homogenization procedure is to calculate the
permeabilities in the principal directions of the permeability. The principal directions of the
permeability tensor are the directions normal and parallel to the cross—bedding direction.
This is true if the permeabilities within the stratification types are isotropic.

Figufe 3 shows a cross-bedded medium with alternating perméability streaks. The
figure also shows the parameters (k;, k,, hep1s Bepos Oy L, H and principal directions of
permeability, n and p) used throughout this section to describe a cross-bedded unit. The
permeabilities in the principal directions are calculated. as functions of the cross-bed

thicknesses of large and small permeability streaks and the local permeabilities. The
permeability in the normal direction (k) is calculated by the harmonic and in the parallel
direction (kp) by the arithmetic averaging.

ko= Jathad) 0 _Bem kit R K
bhepy | Bepa P hep1thena
ki 7 kg

These equations are easily generalized to more than two stratification types.
The second step is to apply a coordinate rotation to arrive at the simulation
coordinates (Kasap et al. 1990). The resulting permeability tensor is a full tensor with non-
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zero off-diagonal terms. From those tensorial permeabilities a single-phase effective
permeability for each layer in the x-direction can be calculated as the coefficient of the
potential difference in the x-direction.

1 ~ AD
Uy E ky Ax
The effective permeability is defined as
2
~ kxyi .
ki = kgi-p -, i=LNp | M
, pAA

where Nj is the total number of layers. The effective permeabilities are obtained by
assuming that the y-component of the velocity vector is zero. We show below that this
assumption is valid even in the presence of cross-bedding. :

Figure 4 shows the calculated effective permeabilities for each layer in the model of
Fig. 2b. The mean permeabilities were 3 and 0.75 um? for grainflow and windripple
structures respectively (Kasap, 1990). All analytical calculations of effective relative
permeabilities and recoveries in this study are based on these effective permeabilities.

Validation — Figure 5a shows a cross-section of a uniformly cross-bedded
permeable medium. It is uniformly cross-bedded because the thickness and the acute angle
of the cross-bedding do not change throughout the cross-section. In Fig. 5a dark and light
streaks represent regions with small and large permeability, respectively. The ratio of the
large to small permeability is 10 and the thickness of the large permeability streak equal to
that of the small permeability streak. The permeabilities are locally isotropic (within the

streaks). The cross-bedding angle Ol is G{—) and the aspect ratio, the ratio of the length to

the thickness, is 5. Figure 5a also shows the finite element grid scheme (we cannot see the
grid on the dark streaks) generated for the numerical simulation of single-phase flow in this
cross-bedded section. In the generated grid scheme, triangular elements were used, so that
the cross-bedding can be included explicitly. For the details of the simulator see Kasap
(1990).

The cross-bedded medium in Fig. 5a is homogenized by replacing it with a
homogeneous medium with an anisotropic permeability tensor. Since the principal |
coordinates of permeability (the direction of cross-bedding and the direction perpendicular
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to the cross-bedding) are not aligned with the Cartesian coordinates, the permeability of the
homogenized medium is in a tensorial form with non-zero off-diagonal terms.

To see whether the homogenized medium shows the same fluid flow characteristics
as the cross-bedded one, we simulated a matched density and viscosity, dispersion-free
miscible displacement in both the cross-bedded and homogenized media. The displacement
was therefore controlled exclusively by viscous forces. The same boundary conditions
(no-flow along the horizontal boundaries and uniform flux along the vertical boundaries)
were used for both media.

Figure 5b shows the potential contours obtained from the simulation in the cross-
bedded medium in Fig. 5a. The potential contours are fairly straight and uniform except
for some minor bending at the grainflow-windripple boundaries. Figure 5c shows the
potential contours obtained from a simulation in the homdgenized version of the cross-
bedded medium. The acute angle the isopotential lines form with the vertical lines indicates
the effect of the tensorial permeability.

' The front location of a miscible displacement‘ in a cross-bedded medium may also
be compared with one in a homogenized medium. Figure 5d shows displacement fronts at
0.4 and 0.7 pore volumes injected (PVI). PVI is the cumulative injected volume given as a
fraction of the pore volume. The vertical front represents a displacement in the

“homogenized cross-section in which potential contours were shown in Fig. 5c. The
wiggly front represents a displacement in the cross-bedded system in which the potential
contours were shown in Fig. 5b. ‘The agreement between front shapes and especially the
locations indicates that the homogenization procedure is valid not only for the potential
distribution but also for the displacement, as long as the flow unit contains more than 10
cross-beds Kasap, 1990). |

Although Fig. 5 shows that the homogenizing procedure applied to a single cross-
bedded layer is accurate, it is not yet clear whether this is a general characteristic of a cross-
bedded media or just limited to single layers. To see whether cross-bedding causes
crossflow in multi-layered systems, we also studied a medium consisting of three cross-
bedded layers having common horizontal boundaries. Three cross-bedded layers will
show all the characteristics of the multi-layered systems, since there exists at least one layer
with all boundaries open to flow.

The medium under study consists of three layers, the middle one having the
smallest permeability, and all consisting of a different cross-bedding angle. The large and
the small permeabilities were 5 times smaller than their counterparts in the top and the
bottom layers. All the parameters were the same for the top and the bottom layers except
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the cross-bedding angle. The aspect ratio was 5 and the thicknesses of the large- and
small-permeability streaks were the same for all three layers. The cross-bedding angles,
from top to bottom, were 1/6, ©/3 and 5m/4. The ratio between the large and the small
permeabilities was 10.

Figure 6a also shows the finite element grid generated to simulate fluid flow in this
cross-section. Figure 6b shows the numerically calculated potential contours in Fig. 6a
‘which also reflect the cross-bedding orientations within each layer. Figure 6¢ shows the
isopotential lines in the homogenized medium. Figure 6d shows analytically calculated
front locations for the homogenized cross-section and the numerically calculated front
locations for the cross-bedded section. Again the front locations of the two cases compare
very well.

From the results presented above we conclude that in a multi-layered medium,
ﬂowihg a single incompressible fluid, there will be no fluid redistribution (crossflow)
within the system solely because of cross-bedding. The fluid is distributed among the
layers according to their effective perrneabilities immediately after entering the system.
Compar'mg Fig. 6b with Fig. 6¢c, we also conclude that the homogenization procedure is
valid for multiple parallel layers. ‘

| Two approaches are often used to calculate vertical sweep efficiency analytically in
a cross-section of parallel layers. The first approach assumes no vertical communication
between the layers, a condition that would apply in actual practice if the reservoir contained
impermeable and continuous shales within the total interval. The second approach assumes
VE across the cross-section of the parallel layers.

The assumption of non-communicating layers is not appropriate here, because there
are no impermeable and continuous shale breaks in the total interval. Therefore, we
calculate vertical sweep efficiency and effective relative permeabilities by assuming VE.
The vertical sweep efficiency and effective relative permeabilities are all calculated for
single-phase flow where viscous forces are the only driving forces. Even though the
procedure is valid for any mobility ratio (the ratio of the viscosity of the displaced fluid to

that of the displacing fluid), the example calculations are carried out only for mobility ratios
greater than one.
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Vertical equilibrium

Vertical equilibrium is a condition where the sum of all lateral (vertical) driving
forces is zero in the direction normal to the bulk fluid flow (Lake, 1989). If VE holds in
segregated flow in a group of parallel layers, there exist reservoir segments in which the
potential gradieni is constant in the horizontal direction. Figure 7 is a schematic illustration
of a cross-section in which a more mobile fluid is displacing a less mobile one, without
mixing (Zapata et al., 1989), and under the state of VE. Figure 7a shows the front
positions and the segment boundaries before breakthrough and 7b shows the potential
distribution in the horizontal direction. In Fig. 7, i and j refer to the layer numbers and the
segment numbers, respectively. ‘

Assuming a constant injection rate we can calculate the velocity of the fluid flowing
in any segment of any layer. The x-direction velocity of the fluid in any segment of a layer
can be calculated from the Darcy equation by considering a constant potential gfadient in the
vertical direction in that segment.

k.. (A®
Uy = g"j (A}F) ; @)

where kK xi 18 given by Eq. (1), My is the viscosity of the fluid in the jth segment of the jth

A®

layer and (Tx-), is the potential gradient in j!h segment. Since the sum of the fluxes times ,

the layer thickness in any segment is equal to the total volumetric rate.

NL :
_ (AQ E K 4 by
Q - (AX )J - ”1)
or
AD) Q
)

for a linear medium of unit width.
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Substituting Eq. (3) into (2) gives the x-velocity in segment i of layer j.

~

kyi Q
Uij = ILT_] NL G
kb
Hij

i=1

Equation (4) indicates that the flux in each segment of a specific layer is not a function of
location or time (unless Q changes). The flux in each segment, then, will remain the same
throughout the displacement process.

The velocities given by Eq. 4 are the velocities on either side ( behind and ahead) of
the front in a layer. There are basically two approaches to calculate the front velocities.
The first approach assumes the displacing and displaced fluids are segregated (no mixing);
it solves the material balance equations derived for either side of the front in a layer. The
segregated flow assumption is too restrictive, because very often there will be mixing
around the front which causes the faster layer-front to slow down and slower layer-front to
speed up; therefore, neglecting the mixing in front velocity calculations leads to a recovery
prediction that is too pessimistic. The second approach is to account for the mixing around
the front. Zapata er al. developed a rigorous analytic technique to account for the mixing
around the front, but in this study the front velocity in a layer is calculated by averaging the
velocities of the fluids on either side of the front. The averaged velocities seem to work as
well as the rigorously calculated velocities.

Effective Relative Permeabilities

Two types of effective relative permeabilities can be generated depending on the
volume considered. The first type is an effective relative permeability for a cell, or flow
unit as would be used in a numerical simulation. The second type is for a line normal to the
main flow direction which we call the modified Hearn (1971) model.

Flow Unit Model — The effective relative permeability for a complete flow unit
could be used in a numerical study with coarse grid to eliminate a spatial dimension of a
problem or to reduce numerical dispersion. The flux of the injected fluid can be calculated
by defining an apparent permeability as ‘
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k.,H(AD
Q, = ! (Aj‘F 5)

Hq

where 1 refers to the injected fluid and T refers to the total potential gradient across the
cross-section. The actual production of the injected fluid can be calculated from the
summation of the production from the layers that have broken through at a given time.

Np
D¢

. h.
=1 X171 q) .
= (AAXX Lb | (©)

where Np refers to the number of the layer that has just broken through. Now the

permeability to the injected fluid, in terms of the absolute permeability and the effective
relative permeability, is

~ ~

k, =k, k; )

x1 X

l?x’is the absolute effective permeability calculated as a function of layer thicknesses and

apparent layer permeabilities and Erl is the effective relative permeability to the injected
fluid.

Nr
1=

We substitute Egs. (6), (7) and (8) into Eq. (5) to give

Ny
~ A D
~ i=1 kXi hi (KX Lb
&) = for N, =1,N 9
ko by Ax

-
(]
—
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)
where [%)N is the potential gradient in the segment that has just broken-through, given
b

D
by Eq. (3). The total potential drop, (%)T , must be recalculated after each layer

breakthrough since it is a function of the front positions xj in each layer. These front
- positions are also needed for saturation calculations.

L .
X, = u_b U j=1, Np.+1
where x = L when j = NL+1. The length of a segment is now ij = Xjy1 - X

The potential drop across segment j is now

‘and

(Tx“ =L X

X (axa) (10)
J:

The effective relative permeabilities follow when Eq. (10) and Eq. (3) are substituted into
Eq. (9).

The average saturation at break-through is calculated from the front positions in
each layer.

NL

h): . . '
Spy, = (LN, %’—‘) ; E o a
i=Np+1 ¢

assuming segregated flow in each layer.

Modified Hearn Model — In this section, we show how to generate effective
relative permeabilities for layers with tensorial permeability when the grid cell volume
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approaches zero thickness. The procedure is a modification -of the Hearn model for
tensorial permeabilities. When the grid cell volume shrinks local and global potential
gradients will be the same and Eq. (9) simplifies to

Np

Z Ky by

i=1

(Erl)Nb = for Np =1, N (12)

Np
; Ky

i=]

The saturation at breakthrough of any layer is calculated from the summation of the
thickness fractions of the layers that have broken through at a specified cross-section.

E ($h);
Sy = p — 13
UNy, . Ho (13)

When we compare Eq. (9) with (12) and (10) with (13), we see that these two
~ approaches give different results. In the flow unit model the effective relative
permeabilities and saturations are functions of the volume considered, while in the modified
Hearn model they are not. Yet another difference comes from the mobility ratio; in the
modified Hearn model the effective relative permeability is not a function of mobility ratio.
This result indicates that one should be very cautious when using the modified Hearn
model in numerical simulations having large simulation cells.

In fact, when a numcriqal simulation cell is a small fraction of the flow unit, both
methods give the same result. Figure 8 shows the calculated effective relative permeability
for the injected fluid for various fractions of the original flow unit. The thickness and
length of the original flow unit were (10 and 100 ft) 3 and 30 m, respectively. In all-
effective relative permeability calculations, we applied the boundary conditions to the
boundary of the flow unit not to the particular simulation cell boundary. The effective
relative permeabilities for the flow unit are strong functions of size when the cell volume is
a comparable fraction of the flow unit volume. For the particular flow unit in Fig. 8 if the
cell volume is less than 40% of the original flow unit, the scale dependency is negligible.
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The effective relative permeability curves in Fig. 8 initially exhibit a phenomenon
that is normally seen only in immiscible displacements. Until the saturation of injected
fluid reaches a specific value, called the average saturation behind the front in immiscible
displacements, the injected fluid will not be produced. The apparent residual saturation in
Fig. 8 implies that the saturation of the injected fluid in the finite flow unit volume must
reach a non-zero value before any injected fluid is produced. This result is expected, since
the effective relative permeability calculation must account for vertical sweep efficiency
even before breakthrough. The discontinuous initial increase in effective relative
permeability (from zero to a value) stems from the specific layering used in this example.
The shape of the curve beyond the initial discontinuity depends on the specific geology of
the flow unit.

- The relative permeability to the resident fluid 2 is the complement of the relative
permeability to fluid 1.

Comparison with Numerical Calculations
The finite element simulator was run for single-phase flow in a eight-layer cross-
section where each layer has tensorial permeability. To avoid excessive dispersion
(numerical and physical) a front tracking method was used once the pressure field was
known (this was also used in Figs. 5d and 6d). The numerical effective permeability is
| calculated from the velocities for each layer at the producing end. The overall production of
the injected fluid is written as a function of the apparent permeability of the permeable
medium to that fluid.

NL
- : K 2
Hkx = : hi (kxxi - ﬁ)

i=1

and the effective relative permeability follows from
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k= NL (14):
2
4,0 E h. (k - lﬁl&u)
AX . 1 ‘ XX1 k}'yl

Equation (14) gives numerically calculated effective relative permeabilities. The
corresponding saturations are calculated by Eq. (10).

Figure 9a compares the analytically and numerically calculated effective relative
permeabilities for a displacement having a mobility ratio of 10. The aspect ratio of the
cross-section was also 10. The figure shows an good match between two methods.
Figure 9b shows that the recovery predictions from both the numerical and analytical
methods also compare very well. From these results we conclude that the proposed
analytical method of calculating effective relative permeabilities can capture the fluid flow
characteristics of the cross-bedded flow units.

The calculated analytical effective relative permeabilities are very strong functions of
the mobility ratio. Figure 10 shows analytically calculated effective relative permeabilities
for the mobility ratios of 1 and 10. The figure shows a large difference between the relative
permeabilities. This result is somewhat expected, because these effective relative
permeabilities are also indicators of the average saturation at breakthrough of the referred
displacements. The sweep efficiency, on the other hand, is expected to be a function of the
mobility ratio which is also reflected in Fig. 10.

Even though we appreciate the generality of VE approach (the VE assumption can
greatly simplify oil recbvery calculations), the entire procedure is restricted to the cross-
sections having a large aspect ratio. Figure 11 shows the analytical and numerical effective
relative permeabilities for the aspect ratio of 1. The match between the two effective
relative permeabilities is poor. The only difference between the conditions under which the
effective relative permeabilities in Figs. 11 and 9a are generated is the aspect ratio. The
aspect ratio for the cross-section for which the effective relative permeabilities in Fig. 11
are generated was 1 [10x10 ft (3x3 m)], while for the one in Fig. 9a was 10 [ 100x10 ft
(30x3 m)]. Comparing Figs. 9a and 11 we see that the analytical effective relative
permeabilities are insensitive to the aspect ratio (the length is changed here), where the
numerical effective relative permeability is a function of the aspect ratio. Although the
aspect ratio of the simulation cell is a restriction for the VE approach, it may not be a

20



significant drawback, since we have some liberty of choosing the dimensions of the
numerical grids. From these results we conclude that for the flow unit we studied here the
aspect ratio of 10 is a good measure of the condition in which VE applies.

Application to Large-Scale Simulations

The next task is to apply the analytical method to a large-scale simulation study to
show that the method can be used to reduce computational burden. First we simulate fluid
flow in the Page Sandstone outcrop flow field (C2 and B units of Northeast wall) where all
the details of the permeability field are included, then repeat the simulations with a coarse
numerical grid scheme using the effective relative permeabilities generated particularly for
C2 and B units, to repeat the recovery predictions of detailed simulations. See subtask 1d
for a discussion on the detailed simulations.

We intend to repeat the results of the fine grid simulations by applying the analytic
method to one-dimensional simulations of fluid flow in the C2 and B units of the Page
Sandstone with less detail. For simplicity the flow field is discretized into 36 elements for
a one-dimensional simulation study, instead of 11520 elements of the detailed simulations.
- The one-dimensional simulation conditions are similar to the conditions of the modified
Hearn model. The same effective relative permeability curve (modified Hearn model) was
- used for all elements. The recovery predictions from the detailed simulation runs with

* 11520 elements and from the simulations (one-dimensional 36 elements) with analytically
generated effective relative perrneabllmes are compared in Fig. 12. The recovery
predictions agree well for both moblhty ratios 1 and 10, although the detailed simulation
‘Tuns cost 1000 times more than one-dimensional simulation runs. The comparisons of the
recovery predictions indicate that the calculated effective relative permeabilities can capture
the effect of heterogeneity on vertical sweep efficiency.

Conclusions
This work extends the Hearn method for calculating effective relative permeabilities

in viscous-dominated displacements to heterogeneous cross-bedded media. The specific

curves generated are valid for eolian sands, but the procedure should be general for any
cross-bedded medium, although, strictly speaking, it is restricted to single beds. Specific
conclusions are,

1. Vertical equilibrium applies to cross-bedded layers, just as it does to isotropic
layers, if the aspect ratio of the medium is large. Cross-bedding does change the
zero-potential gradient direction compared to isotropic media.
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2. An anisotropic penneability tensor is a good representation of cross-bedding as
long as the size of the flow unit is more than about 10 times greater than the cross-
bed spacing. This conclusion applies to both the potential distribution and the’
shape and location of the displacement front.

3. Multiple parallel layers of anisotropic media behave very much like multiple layers
of isotropic media. In the first case, each layer must be assigned an effective
permeability which is a function of the elements of the permeability tensor. Cross-
bedding by itself does not cause fluid crossflow.

4. The effective relative permeabilities are functions of mobility ratio and flow unit
size. If the latter shrinks to a vertical line, the effective relative permeabilities
become the same as in the Hearn procedure where they depend on neither the
mobility ratio nor the flow unit size. V ,

5. The method is applied to one-dimensional simulations of fluid flow in the C2 and B
units of the Page Sandstone with less detail (36 elements, instead of 11520
elements of the detailed simulations). The resulting recovery predictions for
different mobility ratios are compared with the ones from the detailed simulations.
The comparisons of the recovery predictions indicate that the calculated effective
relative permeabilities can capture the effect of heterogeneity on sweep efficiency.

The effective relative permeab111t1es generated are for two- dlmensmnal miscible
displacements in a single eolian cross-bed under conditions where gravity and dispersion
were negligible. These restrictive considerations are offset by the considerable geologic
information imbedded in the functions. |
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Nomenclature
L = length, t = time, F = force, m = mass; [=] means "has units of”
h Thickness of the subunit (cross-bedded layer) [=] L
h.y, Thickness of the cross bed [=] L
H Thickness of a flow unit [=] L
k, Permeability in the direction normal to cross-bedding [=]L2
kp Permeability in the direction parallel to cross-bedding [=] L2
kr Relative permeability
L Length of a flow unit [=] L
M Mobility ratio (displacing/displaced)
Ny The number of the layer that just broke through
Ny Total number of layers
Q Flow Rate [=] L3/t
S Saturation
X,y,Z Simulation coordinate system [=] L
u Darcy or superficial velocity [=] L/t
Vv Volume [=] L3
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Greek

Cross-bedding angle (counter-clockwise from vertical)

Differences
Porosity

Potential [=] F/L.2
Viscosity [=] F/L-t
Density [=] myL3

Subscripts

Breakthrough

Layer or component number
Total

Simulation coordinates
Injected fluid

Produced fluid

Superscripts

Effective
Vector
Average
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Table 1: Parameters

Assigned to the Layers

Layer # | % Thickness { o (degree) % Cross-bed Thickness
11 12.5 15 5

2 10 20 8

3 7.5 28 13

4 7.5 34 17

5 10 38 26

6 10 45 43

7 12.5 60 71
18 30 90 100
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List of Figures

1 The south wall of the Page Sandstone outcrop showing units C2, D2, and’
D4. The thicknesses of units D2 and D4 are approximately 10ft (3m).
2 A model [ 10x25 ft (3x8 m)] for unit D4.

(a) The dark and the light areas are windripple and grainflow stratification
types, respectively.

(b) A set of uniformly cross-bedded parallel layers which is an
approximation to the model. ‘

3 Schematic illustration of a cross-bedded section. The shows the cross-bed
angle, large- (light) and small-permeability (dark) regions and the principal
directions of the permeability (n and p).

4 Apparent permeabilities (Eq. 1) in the horizontal direction after the parallel
layers are homogenized. See Table 1 for the data used.

5 Cross-bedding and comparison of isopotential lines in a single layer.

(a) Large (light) and small (dark) permeability streaks of cross-bedding
(L/H =35, o, = /4, ky/ky=10, hy/h, = 1) and finite element grid scheme
(lines not seen on the dark streaks).

(b) Isopotential lines in the cross-bedded system (contour interval Cl=2%
of the applied potential difference).

(c) Isopotential lines (CI=2%) in the homogenized medium.

(d) Comparison of displacement fronts at different injection times.

6 - Cross-bedding and comparison of isopotential lines in three parallel layers.
(a) Cross-bedding ( from top to bottom Qop = T/6, ot =7/3 and oy =

3n/4, L/H =275, k,/k,=10, h,/h, = 1) and finite element grid scheme (lines
not seen on the dark streaks).
(b) Isopotential lines in the cross-bedded system ( CI = 2% of the applied
potential difference).
(c) Isopotential lines (CI = 2%) in the homogenized medium.
(d) Comparison of displacement fronts at different injection times.

7 Schematic illustration of a system in vertical equilibrium.
(a) The front positions in each layer and the segments with constant
potential gradient.
(b) Horizontal distribution of the flow potential.
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10

11

12

Effective relative permeabilities as a function of injected fluid saturation for
different sizes of the numerical simulation cells, M=10.

Comparison between the analytical and numerical methods at M=10.

(a) Effective relative permeability of displacing fluid.

(b) Fractional recoveries of resident fluid.

Comparison of the effective relative permeabilities calculated by the analytical
method (VE) for mobility ratios of 1 and 10.

Comparison of the effective relative permeabilities calculated by the analytical
(VE) and numerical methods for an aspect ratio of 1. .

Comparison of recoveries calculated from the explicit numerical simulation of

B and C2 units and one-dimensional coarse grid simulations by using

effective relative permeabilities generated for B2 and C units.
(a) M=l

(b) M=10

29



Fig. 1  The south wall of the Page Sandstone outcrop showing units C2, D2, and D4.
The thicknesses of units D2 and D4 are approximately 10ft (3m).



(b)

Fig.2 A rmodel [ 10x25 fi (3x8 m)] for unit D4.
(a) The dark and the light areas are windripple and grainflow smadfication types,
respecdvely.
(b) A set of uniformly cross-bedded parallel layers which is an approximation to
the model 31



Fig. 3  Schemanc illustration of a cross-bedded section. The shows the cross-bed angle,
large- (light) and small-permeabiliry (dark) regions and the principai direcdons of
the permeability (n and p).

32



1.0r

0.8 ; :

v
ro--
»

0.6 | : oot

0.4 F

Fraction of Thickness of Unit D4

Apparent Permeability (Darcy)

Fig. 4  Apparent permeabilities (Eg. 1) in the horizontal direction after the parallel lavers
are homogenized. See Table 1 for the data used.
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(a) Largc (light) and small (dark) permeability sweaks of cross- -bedding L/H =5,
.y = /4, ky/kn=10, hy/h, = 1) and finite element grid sch
on the dark sweaks).
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(b) Isopotendal lines in the cross-beddad system (contour interval CI=2%

of the
applied porennal diffarence].
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(d) Commparisen of dispiacement frons at different injecdon tmaes.
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Fig. 6 doss—bcdding and comparison of isopotendal lines in thres parallel layers.
(a) Cross-bedding ( from top 10 bottom @, = 7/6, Qo =7/3 and @, = 3n/4,
L/H =5,k,/k,=10, h;/h, = 1) and finite element

grid scheme (lines not seen
on the dark smeaks). :
(b) Isopotendal lines in the cross-bedded system ( CT = 2% of the appiied
potennal diffsrence). :

(c) Lsopotenual lines (CI = 2%) in the homogenizad medium.
(d) Comparison of dispiacement fronts at different injection dmss.
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Fig. 7  Schemarc illusration of a system in vertdcal equilibrium.
(2) The front posidons in each layer and the segments with constant potental
gradient. ‘
(b) Horizontal distribution of the flow potendal.
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Subtask 1b — Quantification of Existing Taxonomy through the Use of
Correlation, Fractal Representation and Nonlinear Dynamic
Statistical Procedures

We have taken extensive data on the distribution of permeability in the San Andres
formation from the North Lawyer Canyon region of the Algerita outcrop in southern New
Mexico. We find good agreement between these data and similar data taken from wells in
the Wasson field. Current work, through further permeability mapping and X-ray
scanning, seeks to define the continuity and geometry of these channels.

Introduction ,

Heterogeneity in a pérmeable medium is the variability of a specific physical
parameter (e.g., permeability) with location. Heterogeneous reservoir rock is the result of
complex geologic precesses that vary in space and time. The physical and textural
variability inherent to geologic media commdnly interfere with fluid injection and Tecovery
processes. As such, it is desirable to be able to describe, both qualitatively and
quantitatively, any heterogeneities present in the reservoir.

A number of papers have appeared in the literature describing the results of outcrop
characterization studies. In several cases, workers have focused on outcrops where they
have sampled permeability. dlrectly (in-situ) (Chandler, 1986; Goggin et al., 1988b) or
indirectly (cores) (Hutchinson et. al., 1987; Jones er al., 1987: Polasek and Hutchinson,
1967; Stalkup, 1986; Tomutsa e al., 1986) in an attempt to detail variability on several
scales. By sampling analogous outcrops with depositional formation of interest, much
insight into patters of permeability variability in the subsurface can be gained. Moreover,
the outcrop affords the opportunity to sample lateral and vertical variability on a scale which
resembles inter-well distances found in producing fields, as well as making detailed
geologic observations associated with the measured permeability values.

This study focuses on the San Andres formation for several reasons. First, detailed
outcrop characterization, including geostatistical analyses, was not previously available for
the formation. Second, large, areally extensive outcrops were available, as well as a
tremendous amount of subsurface data from the important target horizon in the Permian
basin. Any increased understanding of the complex permeability patterns would potentially
improve recovery from this horizon by targeting areas for strategically placed infill wells
and improving enhanced oil recovery (EOR) process prediction.
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Objecti

This subtask has the following objectives:

1. Study areal and vertical permeability heterogeneity using San Andres formation
outcrops and subsurface core data.

2. Determine representative correlation length(s), if any, for San Andres permeability
and porosity. |

3. Relate observed permeability characteristics to geologic facies.

4. Compare outcrop and subsurface results.

General geology

The San Andres formation examined in this study lies within the Permian basin.
The Guadalupe Mountains, site of the outcrop portion of this study, are generally triangular
in outline, with one apex pointing to the south (Fig. 1). Approximately 140 miles (220

‘km) to the northeast lies the Wasson field. The Wasson field is located on the Northwest
Shelf and is the location of all subsurface data used in this report (Fig. 1).

The Algerita Escarpment lies along the fault scarp on the east side of Big Dog
Canyoh, one of two north-south trending valleys which separates the Brokeoff Mountains
from the Queen Mesa. The Algerita Escarpment has an average relief of approximately
1400 ft (430 m) and extends for nearly 15 miles (24 km). Along the length of the
escarpment the work reported on here and that done previously (Hinrichs et al., 1986) has
centered on the area known as Lawyer Canyon (formerly Cougar Canyon).

The San Andres formation along the Algerita Escarpment is approximately 1100 to
1200 ft (340 to 370 m) thick. We will rely on the published stratigraphic section (AEB5-1)
of Sarg and Lehman (1986) for establishing the general geologic setting of the study area.
This particular section passes very near the outcrop study grid, with the study area
approximately in units contained in the upper portion of locality E and lower section of
locality F (Sarg and Lehman, 1986). The lower portion of the study area contains massive
bedded fusulinid lithofacies and an interbedded mud-support dolomite. The upper portion
of the study grid contains oolitic grain-supportstones, with prominent cliff-forming, trough
crossbedded dolograinstone units (Sarg and Lehman, 1986).

Wasson Field Geology
The Wasson San Andres field is located on the south eastern edge of the North
‘Basin platform in Gaines and Yoakum counties, Texas. All of the core data used in this
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study came from the Denver Unit. No San Andres core data were examined directly as a
part of this study; The description provided below relies on pubhshed accounts (Mathis,
1986). ‘ ‘ ‘

The San Andres formation consists of 1300 ft (400 m) of dolomite in the Wasson
field. The reservoir occurs near the middle of the formation and is overlain by nearly 400 ft
(120 m) of nonporous dolomite. The Wasson reservoir has been subdivided into two
portions; a lower interval termed 'Main Pay' (six zones), and an overlying, generally
poorer reservoir quality section termed First Porosity' (five zones) (Fig. 2). 'Main Pay' is
composed of dolomitized open-marine packstones and wackestones. 'First Porosity' is
generally shallower-water restricted marine and intertidal rocks. Above First Porosity' lies
the dense mudstone and anhydrite of the overlying supratidal section which also forms the
reservoir seal.

Methodology

Outcrop .

The area chosen for study on the Algerita Escarpment was in an area of good
outcrop exposure and relatively good accessibility. The grid was near (0.5 miles [0.8 km])
the previous study area of Hinrichs et al. (1986). The beds sampled in this work can be
. traced into Hinrichs study area. The final site chosen for data collection was on the north
wall of Lawyer Canyon, and is hereafter referred to as the North Lawyer Canyon (NLC)
grid (Fig.3). ' |

An area grid was marked on the outcrop. The horizontal base lines of the large grid
were aligned parallel to bedding planes while the vertical axes were perpendicular to
bedding planes. The grid is approximately 100 ft (30 m) wide by 80 ft (24 m) high.
Within the large grid A, six small grids B, C, D, E, F, and G were laid out in geologically
interesting areas and in places which could be sampled easily.

Sample sites within the study area were positioned at various sampling intervals
(densities) using a centric systematic pattern. This pattern forms an efficient means of
collecting data useful to spatial characterization (Ripley, 1981). The largest sampling-
interval was 10 ft (3.0 m) in the A grid, while data on 1 ft (0.3 m) and 0.5 ft (0.15 m)
spacing was collected in the smaller girds. Detailed 1 in (0.025 m) (B and E grids) and 0.5
in (0.013 m) (B grid) data was also collected. Data in the vertical (VT) transect was
sampled every 2 in (0.051 m).

We prepared the individual sample sites prior to measurement with the
permeameter, since the device requires a relatively flat surface. Also, surface preparation
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removed the outer weathering surface present on the outcrop. Each sample site was ground
using a grinder. The resulting sample site was generally flat and was about 3-5 in2 (0.002-
0.003 m2) in area. The grinding did affect the permeameter measurement, however (see”
below).

Permeability was measured at each of the individual sample sites using an
experimental mechanical field permeameter (MFP). The MFP is a simple gas flow
measuring device which is capable of making many rapid, non-destructive permeability
measurements in a field setting. For complete details of the construction of the MFP and
numerical characterization of the flow response, see Goggin er al. (1988a).

To complement the field-derived MFP permeabilities and to provide geologic
characterization, we acquired core plugs at various locations within the study area. The
core plugs were obtained using a portable, gasoline-driven, water-cooled core plug device.
Samples were taken as near as possible to the location of the MFP measuring point in an
attempt to provide data that would be comparable. Table 1 shows a complete summary of
the data collected.

- Subsurface i

The data from the Wasson field consist of core samples taken from ten closely
~-spaced wells. Data from both whole core and core plugs were available from lab reports
~ held in company files. Whole core data included two, and in two cases, three perrneability'
measurements, and porosity. Two permeabilities (kj, k7) were measured in the horizontal
plane orthogonal to each other and the third permeability, where present, was a vertical
permeability (ky). Whole core permeability was measured in a Hassler sleeve and porosity
was obtained by Boyle's Law. Core plug data was also available for some wells, and
consisted of permeability (k) and porosity (¢). Table 2 summarizes the available
subsurface data.

Laboratory Analyses

Core plugs from the NLC grid area were analyzed for permeability using the MFP ‘
as well as conventional 1-D (Hassler sleeve) measurements. MFP-derived permeability
estimates were made at the end of each core plug, resulting in, for most samples, two
permeability values. The purpose of the measurement procedure was to detect any end-to-
end permeability variability within the sample. Hassler sleeve measurements were made
with a confining nitrogen pressure between 225-250 psig (1550/1720 kPa). In addition to
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permeability, standard Boyle's Law-type porosity techniques were used on the core plugs
t0 measure porosity.

, | Thin sections were prepared from each core plug sample using the ends trimmed *
d\iﬂng sample preparation.

Quantitative Characterization

Population Statistics — All of the data collected were analyzed initially using basic
population statistics. Standard values calculated included arithmetic mean, variance, and
coefficient of variation (Cy). In addition, each data set was considered together and
analyzed for distribution type. The three distributions considered were the normal, log-
normal, and power normal (the p-normal of Jensen er al., 1987). The appropriate
p-exponent was estimated for each data set as described in Kittrige (1988). The estimated p
is given the symbol ﬁ or PHAT in the computer generated plots.

Geostatistics — Geostatistics differs from classical probability-based statistics in
that it is specifically designed to process data which may exhibit varying degrees of spatial
correlation. The primary tool used here was the variogram, which is a mathematical
function used to quantify the degree of spatial variability or continuity for a variable defined
over a continuum. We chose the variogram over the corelogram because it is unbiased
_ (Yang and Lake, 1988-89). The va‘ripgram (or semi-variogram) was estimated using the
following relation: -

o Nb
Y® = Nm D {Z(xi) - Z(xi + h)}2 (1
Y S

A modified form of the above equation was used to calculate a directional variogram:

N(Hg)
2. {hj (Z(x) -Z(xi + by))2}
Y*(Hg 0 £A0) = &I D @)
' 2 2 hj
=1



By analyzing results in different directions, spatial anisotropy in the parameter being
considered might be recognized. The spherical model was used in modeling all the
variograms in this work:

3h K3 | |
) = Co+c[3) - 1] | 3

In Eq. (3), a is the variogram range, C, is the nugget, and C + C, is the sill. The range is
the distance over which correlation exists, Cy is variance smaller than the sample spacing
and C + C, is the sample variance.

Results

Population Statistics

Outcrop — The NLC permeability data were analyzed for statistical properties and
distribution type by grid and by region within the grid. Three data regional grids were
formed: all NLC data, lower NLC data (grids E, F, VT-1, VT-2, and lowest 4 rows of
grid A) and upper NLC data (grids B, C, D, G, VT-3, and upper 4 rows of grid A). These
grdupings were shown to conform to the geologic classification shown on Fig. 4. Table 3
shows results of the statistical analyses. ‘

‘Permeability data for the three regional grids is approximately log-normally
distributed (-0.062 < ﬁ < 0.029), while the individual grids show more variation in
distribution type (-1.41n <ﬁ <0.284). Data taken over several geologic types show large
coefficients of variation Cy, while a small C, occurs in the more geologically confined data

~sets. The upper regional grid, consisting primarily of packstones, is significantly larger in
permeability than the primarily wackestone lower regional grid.

Subsurface — The core data were analyzed by permeability type, with similar types
from all the cores combined into a single data set. The results of the statistical analyses are -
shown in Table 4. Permeability data are essentially log-normally distributed, with ﬁ values
all greater than O but less than 0.1. The core plug permeability data had a much larger -
variance and Cy values than any of the whole core data, reflecting the greater averaging
effect of the whole core samples. The two porosity data sets showed power-normal
distributions which were non-normal, in contrast to the commonly assumed normal
distribution. The comparison between NLC and SWAU data is complicated by the
difference in support of averaging volume. Probably the most meaningful comparison is
between the NLC minipermeameter data on all of the grids ("All data” in Table 3) and the
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core plug data in Table 4, since the latter were undifferentiated with respect to geologic
classification. The NLC data has a significantly larger mean permeability than the WSAU
data but the two data sets agree quite well in terms of distribution type and coefficient of
variation. This agreement in statistical properties between outcrop and subsurface
permeability data, except for the mean, has also been observed by Goggin et al. (1989) in
eolian sand deposits. The difference in mean permeability has a number of causes, but
most likely the reduction caused by overburden pressure is the most significant.

Areal and Vertical Patterns | |

The permeability and subsurface porosity data were studied using contour plots
(outcrop grids) and profiles (vertical transect and core data) to obtain a visual representation
of the spatial variability. Figure 5a shows a representative case from Grid B. Low
permeability occurs in an area corresponding to a mudstone bed. Elsewhere, the
permeability typically occurs as isolated pods of large perméability surrounded by generally
low permeability matrix rock. A similar pattern occurs on a very detailed scale (Fig. 5b),
where some of the large values align approximately with the measured cross-bed direction.

The vertical transect and co'ryek data exhibited rapid variation in permeability and
porosity over a short vertical interval. Grainstone data had distinctly larger permeability

while the mudstone data showed a sharp break to lower permeability values (Fig. 6a)

* Subsurface core data showed snmlar variability to that observed in the outcrop (Fig. 6b)
but with a reduced mean.

Variogram Analysis

All variogram analyses were conducted on appropriately transformed data: data sets
with -0.1 < ﬁ <0.luseda log1 transform, while the ﬁ value was used with all other data
sets. Tables 5 (outcrop) and 6 (subsurface) give results of the variogram modeling. We
concentrate on results from Grid B and the vertical transect in the outcrop and a single well
in the subsurface. See Kittridge for variograms from each outcrop grid and all cores.

The 1 ft (0.3 m) data in Grid B exhibited a pure nu gget effect (no spatial
correlation), which was likely because of the small number of data. Spatial correlation was
'detected in the 0.5 ft (0.15 m) data with a range of 1-2 ft (0.6-0.9 m) (Fig. 7a). In the
detail area of Grid B, the 1.0 in (0.026 m) data showed a fange of 0.25-0.3 ft) (0.076-0.09
m). The extremely detailed 0.5 in (0.013 m) data revealed a similar predicted range (Fig.
7b) which was very similar in each direction considered, suggesting that the autoconelatlon
in the permeability data is spatially isotropic within individual bedded units.
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The outcrop vertical transect data was analyzed as 1-D data, as was all subsurface
permeability and porosity data from the Wasson field. The predicted range for the
uppermost outcrop transect segment, which is geologically similar to the cored interval in*
the Wasson field, showed a range of approximately 11 ft (3.4 m) (Fig. 8a). The sharp
drop in ¥* near h = 15 ft (4.6 m) suggests the presence of a whole-effect model in the
vertical direction. Similarly, the average predicted correlation rangé for ky, ko and ky was
11.2 (Fig. 8b), 13.0, and 9.5 ft (3.4, 4.0, and 2.9 m), respectively. Porosity data
indicated a vertical range of 10.7 ft (3.3 m) in good agreement with the permeability data.

Accuracy of MFP Permeability Measurements

A persistent question regarding the outcrop data collection procedure concerns the
impact of grinding (sample site preparation) on the MFP measurements of permeability.
Using hand samples collected from the field area, MFP measurements were made on an
unaltered surface (weathered) and on a fresh, broken surface, once underground and then
- following grinding. Every attempt was made to duplicate the grinding as it was performed
in the outcrop. , |

~ Figure 9 shows the results of this experiment in histogram form. In general,

permeability is reduced, on each surface, following grinding. Assessing the cause of the

permeability decrease is conjectural, but it is likely that the grinding process is driving

| generated fines into the pore space and reducing permeability. Fines migration and
plugging of pore space is much more significant in the low permeability samples.

The experiments conducted confirm only that the grinding process reduces the
- permeability measured by the MFP on the weathered and broken surfaces. These results
do not allow any conclusions to be made regarding the relationship between permeability
measured on ground surface and the absolute or true matrix permeability as measured on a
core plug. Nevertheless, this reduction in minipermeameter values constitutes a major
qualification of this work inasmuch as it will augment the already significant differences
between the mean permeability in outcrop and subsurface. We feel that the deviation does
not affect conclusions regarding the nature of the permeability distribution and how it
relates to geology, nor does it apparently affect the similarity in distribution type and
coefficient of variation between the outcrop and subsurface.

Figure 10 provides a direct comparison of MFP-measured permeability and Hassler
sleeve permeability. At moderate to large permeabilities (5-5000 md [0.005-5 um?2]), the
MFP-derived values agree reasonably well with the Hassler sleeve permeability. A
substantial deviation away from the unit-slope line occurs below Hassler sleeve values of
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10 md (0.01 um?2). This departure is caused by the lower limit of detection and resolution
of the MFP, which is estimated to be approximately 0.5 md (0.0005 um?), but may in fact
be in the range of 2-5 md (0.002-0.005 um?2), as indicated by Fig 10. Thc sandstone data
of Goggm etal. ( 1988a) exh1b1ted agreement down to 1 md (0.001 umz)

Subsurface and Outcrop Agreement , ,

Table 7 summarizes comparisons made between outcrop and subsurface data and
results. The geologic units are of the same formation and are known to kbe contiguous
between the outcrop and the Wasson field. Rock fabrics and pore types observed in the
NLC outcrop samples are similar to those reported for the Wasson field, in spxte of the
difference in faunal content between the two locations.

Mean permeability values are significantly larger in the youtcrop than in the
subsurface. Predicted variogram range for the outcrop vertical transect permeability data
compares very well with the average value determined for the subsurface data. All data and
results support the hypothesis that the San Andres present on the Algerita Escarpment is a
valid analogue to the subsurface San Andres of the Northwestern shelf area. Geostatistical
results derived from outcrop data should be useful in modeling the subsurface San Andres.

onclusion
We have studied a portion of a San Andres outcrop using a field mm1permeameter
Based on the work reported here we offer the followm g conclusions:

1. Outcrop permeability data varied widely, from a low of less than 0.1 md
(~ 0.0001 pm?2) to over 2000 md (2 um2), a range of 4 factors of ten.

2. The permeability measured by the minipermeameter was lower than true matrix
permeability because of the grinding procedure used during sample site preparation.

3. Permeability variability in outcrop was not confined to bed-to-bed changes; rather,
substantial variability occurred within individual bedded units. _

4. Mean permeability agrees poorly between subsurface and outcrop. Other statistical

measures, such as distribution type, coefficient of variation and variogram range,
show much better agreement.

5. Outcrop permeability data exhibited no marked permeability anisotropy in the
predicted spatial correlation length on the scale of the individual bedded units
studied.
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6. We observed two distinct scales of spatial correlation, depending on the spacing of
the data used. Predicted correlation lengths were 3.5 ft (0.9-1.5 m) for the 1 ft (0.3

m) and 0.5 ft (0.15 m) data spacing, and 0.25 ft (0.076 m) for the 1i in (0.025 m)”
and 0.5 in (0.013 m) data.

7. The Algerita Escarpment appears to be a ‘good analogue for the producing interval i in
- the Wasson field.
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Nomenclature

a Range in theoretical variogram model, [=] L
Co Nugget in theoretical variogram model

Cvy Coefficient of variation, dimensionless
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h Data spacing, [=] L

Hx Class size, [=] L

k Minipermeameter (air) or core plug permeability, [=] L2

k1.ko Whole core permeability perpendicular to k1-k2 plane, [=] L2
Number of data points

N
P Estimated transform exponent
Z Random variable value

Greek
v* Variogram
0 Direction for variogram calculation

Table
1 Summary of NLC Data Set
Summary of Wasson Field Data Set
NLC Statistical Summary
Wasson Field Statistical Summary
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Wasson Field Variogram Results
Comparison of Results: Outcrop - Subsurface
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1 Location of Algerita escarpment and Wasson fields in Permian Basin
(after Hinrichs er al., 1986)
Wasson field San Andres type log (after Mathis, 1986)
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Grid locations and general geology of NLC study area
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Permeability contour plots
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Permeability profiles

(a) NLC vertical transect

(b) Wasson field Well 1

Calculated variograms

(a) NLC Grid B (0.5 ft data)

(b) NLC Grid B (0.5 in data)

Calculated variograms

() NLC vertical transect (2 in data)

(b) Wasson field Well 1 (K1, 1 ft data)

Permeability reduction due to grinding process, weathered and broken surfaces
Comparison of MFP and absolute permeabilities, NL.C core plugs
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TABLE 1

Summary of NLC Data Set
- Grid Sample Number  Number of
Designation spacing , of data core plugs
A 10.0 ft 72 22
B 1.0 ft 36 8
0.5t 121 -
1.0in. 128 -
0.5in. 576 -
C 1.0t - 87 13
D 1.0t 132 10
E 1.0t 68 5
F 1.0 # 42 2
G 1.0t 36 7
1.0 in. : 121 -

vT ‘ 2.0 in. - 241 3
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Summary of Wasson Field Data Set

TABLE 2

Well Data Numeer of data
Numper  type K Ko K. 0
1 W 169 165 165 168
P 82 - - 82
2 W 112 112 - 118
P 55 - - g2
3 Y 123 122 122 125
P 61 - - g2
4 P 180 - - 151
5 W 206 2C6 - 217
8 W 165 154 - 183
7 W 147 138 - 1€3
P 131 - - 128
8 W 23 183 - 223
P E5 - . 7
9 w 2E8 2g0 - 27t
10 W 261 2ES - 27
TCTALS
W 1651 1808 287 17323
= £34 - z48
NCTZ: k. anc k. are ncnzcntal cermeszciiities measurea in =e s=m

perpengicuiar
Dercencicuiar 19

=]

ccre ciug.

‘0 eacn

cihe

he plane cont

56

r. x, is a verucal

aINING X, ant Ka. W



TABLE 3

NLC Statistical Summary

Sample MEAN  VARIANCE

A
Designation Spacing N - md md?2 P Cy
Alldata  various 1605 44.2 21000. -.062 3.27
Lower grid various 410 3.04 22.9 .029 1.58
Upper grid various 1195 58.4 27400. -.012 2.83
A 1Q ft 72 34.7 11600. -300. 3.11
B 1t 36 224 1690.  -.050  1.83
0.5t 115 22.2 1820. -.154 1.92
1in 128 55.9 3770. .056 1.10
0.5in 586 48.7 2440. .284 1.01
C 1ft 87 155.2 56000. -.136 1.53
D 11t 132 136.1 169000. -.270 3.02
E 1ft 68 2.73 14.6 -.154 1.40
" 1in 141 1.36 377 024 1.43
F 11t 42 3.57 13.4 -1.41 1.02
G 1 36 3.38 17.4  -360 1.23
0.51 121 5.04 53.1 -.468 1.45
VT 2in 241 20.0 4960. -.225 3.52
VT-1 2in 51 4.30 43.3 -.287 1.53
VT-2 2in 65 5.65 54.9 .022 1.31
VT-3 2in 125 33.9 9160. -.234 2.82

VT is vertical transect; all other data are grids. VT is the combination of
VT-1 through VT-3.
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TABLE 4

Wasson Field Statistical Summary

MEAN VARIANCE

Variable(s) = Type N md md2 b Cy
Al W 3544 122  360. 093  1.56
K1 W 1651 13.8 410. 098 147
ko W 1606  11.2 314. .089  1.59
Ky W 287 868 295, 017  1.98
K P 534 155  2500.  .023 3.23

f | w 1753 116 1556 570  0.342°

f P 545 116 19.9 807 0.385

NOTE: k¢ and ko are horizontal permeabilities measured in the same

~ plane, perpendicular to each other. k, is a vertical permeability,
perpendicular to the plane containing ky and ko. W = whole
core, P = core plug. '
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TABLE 7

Comparison of Resuits: Outcrop - Subsurface

Item Qutcron Subsunacs Comment
Rock fabnc mudst.wkst ‘wkst, pkst similar
pkst.grnst
Pare type(s) BP,WP MO BC.VUG.MO simiiar
WC WP
Faunal content fusulinids mollusks difference in
original depositional
- -locatnion
Mean k, ma 44.2 12.2 no gverpurden in
outcrop
Mean o, % 10.9 11.6 ~ similar
R A
k distribution log-normal, log-ncrmal. 12 pvalues <0
lype

¢ aistnbution

Cv (for k)

Range, #

power normal _ . in outcrop data

powser normal
{p=.57,.81)

1.01 -3.02 1.{47 -3.23 similar

varies with sample avg: veriicat = 9.5 outcrep vencal
spacing, 20, 3, .25 10 12.0 transect

matcnes supsuriace

NGCTE: Pore types - BC = intercrystziline, VUG = vuggy, MO = mcicic,
- WC =niracrysialline, WP = nirapanicis.
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Fig. 4 Grid locations and general geology of NLC study area. Grid A consists of all
o shown MFP points. VT is the combination of VT-1 through VT-3.
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Subtask l¢ — Use of Geochemical Flow Modeling to Determine the
Geometric Patterns in Porosity and Permeability that Result
from Diagenetic Processes, and to Define the Patterns of
Permeability in Carbonate Formations and the Occurrence of
Calcite Cement Inclusions Caused by both Bacterial Action
and Thermochemical Processes.

The approach for this problem is to study reactive flow in the presence of a
combination of reactions both in and out of local thermodynamic equilibrium. To proceed
along the latter, we have solved a reactive problem for flow through a tube with the intent
of using these insights to broaden the w;jrk to flow through permeable media. The results
of the tube model are to be used in a network simulation to identify circumstances when
dissolution or precipitation (calcification) would occur. Thus far we have been able to
generate both instabilities and damping in network reactive flow.

We will provide a full report on subtask 1c with the final report.

72



Subtask 1d — Development of an Experimental Validation Procedure Using
Simulated Fluid-flow to Quantify the Amount of Geologic‘
Detail Required for a "Satisfactory” Characterization.,

The work under this subtask consists of running a viscously unstable displacement
through the deterministic outcrop discussed in Kasap and Lake (1990). We find that such
simulations are very expensive and time- -consuming, but they do generate different oil
recoveries compared to their unit viscosity ratio analog. However, the basic conclusions
from the unit moblhty ratio study with regards to the importance of geologic phenomena are
unchanged. In all cases, the displacement fronts are more erratic, but this effect on the
- overall recovery is small.

s pplicati flow in ,

Detailed Simulations

The purposes of the detailed simulations are two fold: the first is to generate a base
case to which the results of less detailed simulations using effective relative permeabilities
are compared. The second is to see the effect of small-scale heterogeneities in the presence
. of large scale heterogeneltles The objective was to find out if the small scale
heterogeneities will alter the sweep efficiency of the displacement. The large-scale
heterogeneities here are the geologlc stratification types (grainflow or windripple
stratifications). The small-scale heterogenemes (corresponding variation in permeability
within a stratification type), on the other hand, are generated randomly from a normal
distribution. Both grainflow and wmdnpple stratification types have different means and
standard deviations. ,

‘The geologically-realistic medium through which we will simulate fluid flow is a
portion of the Pdge Sandstone outcrop. The Page Sandstone is an ancient eolian sand
which underlies a largé area of the Southwestern U.S. and outcrops in Northern Arizona. 4
This three-dimensional outcrop was surveyed and mapped in excruciating detail by Knight
(1986) in conjunction with extensive permeability measurements using a field mini—
permeameter (Chandler, 1986; Goggin, 1988a). In the next few paragraphs we give a very
brief discussion of eolian sands in general, focusing on the Page Sandstone in particular.
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Eolian sands

Eolian sands on the scale dealt with here consist of four basic stratification types
(regions of common sedimentation méchanism). A grainflow type is the result of a sand
dune collzibsing and flowing to the base of a large dune; a windripple type is a region
consisting of sand which has been altered by wind action after deposition; a grainfall type
is a region of accumulated wind-blown sand; and interdunes are non-eolian regions which
separate distinct episodes of dune migration. Grainfalls are not preserved at Page, but the
other three types are present in abundance. The interdunes are rather discrete features
which bound compartments 'Consisting of the other two types in varying amounts.
Grainflows tend to occur above windripples but the former tend to grade into the latter
through a complex series of interfingering tongues. Complete grainflows and windripple,
as preserved at Page, are relatively free of laminated (cross bedded) sand lenses, but the
large transitions between the two are heavily laminated. Page appears to be free of post-
depositional alterations. | ‘

Based on over 10,000 in situ measurements, we know that the permeability and
associated statistics at Page categorize with stratification type (Goggin 1988b). |
Grainflow, windripple and interdune regions have average permeabilities of 3, 0.75 and.
0.15 Darcies (1 Darcy = 1 umz), respectlvely (Chandler, 1986). On the scale of the cells
used in our problem, major axis of the permeablhty correlation ellipse is about 0. 76 m
oriented generally along the direction of cross-bedding (Goggin , 1988a). The minor axis |
is about 0.15 m oriented at right angles to the cross-bedding. All stlﬁtiﬁcati_on type:s' exhibit
about the same coefficient of variation and all appear to contain normal permeability
distributions. | |

The upper panel of Fig. 1 shows a mapping of the Northeast wall of the Page
outcrop knob. The entire outcrop contains nearly 100 identifiable units spre;id out over an
areal extent of about 6 acres (Knight; 1986). Computer stbrage and time limits and the
scale of permeability variation limits us to simulating only two-dimensional flow through .
the portion of the Northeast wall shown in the lower panel of 'Fig.’ 1. This portion was
chosen because it contains one of only two continuous units (C2) in the outcrop and a
highly discontinuous lower zone consisting of more than 20 identifiable units (the B-
complex). The interdunes are shown as solid bounding surface lines in the-lower panel and
the grainflows and windripples by the shading.
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Figure 2 shows only panel B of the grid structure used on the C-B complex. The
highly complex internal geometry of the flow field lead us to use a finite element procedure
to simulate fluid flow. See Kasap (1990) for details of the simulator.

The size of the element areas was assigned to give good definition within even the
smallest unit but also so that it was larger than the measured correlation length in
permeability. We assigned permeabilities at each element according to the measured means
in the above-cited studies. This means that the windripple regions have low permeabilities;
the grainflow regions have high permeabilities. The very thin interdune boﬁnding surfaces
have very low permeabilities. The elements of the dispersion tensor were assigned
according to

(o;-0,) o, lvi
At e SO

K.. = .
i o vl i | i o
e M
. (ag_'a[)
Kl_] = “‘m— Vi Vj

where ii refers to the diagonal elements and ij refers to off-diagonal elements of the
dispersion tensor. o and @ are the longitudinal and transverse dispersivities for that
particular element. Equation (1) is, strictly speaking, valid only for isotropic media (Bear),
but we are unaware of an alternative. The dispersivities were calculated from the coefficient
of permeability variation (C,) and correlation length (A) according to

ap = Cia Q)
Arya et al. (1988) show that dispersivity is constant only if the size of the flow field is
larger than the correlation length, a restriction which imposes (along with computer limits) -
a lower bound on the size of element areas. Goggin et al. (1989) show that correlation
lengths for homogeneous and the heterogeneous regions are different. Therefore we
assigned dispersivities as a function of heterogeneity. The measure of heterogeneity was
taken to be proportional to the magnitude of the off-diagonal elements of the effective
permeability tensor. First, we calculated the possible maximum off-diagonal element of
the permeability tensor for a given ratio between grainflow and windripple permeabilities.
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Then we assigned a dispersivity to that block between maximum (kxy =k xym) and

minimum (kXy = 0) values according to the magnitude of the off-diagonal element of its
effectve permeability tensor. ‘

2 (e - Ay ) Tkl
; — CV [ [+] I [0) ' Xyl +lho]

Xym

7]

kxym was calculated as a function of permeability ratio and cross bedding angle. See Kasap
for details . C, =0.33 A, =0.15m and A, = 0.76m have all been estimated from field
measurements (Goggin, 1988a). Each bounding surface contains at least one finite element
node.

The simulation field shown in Figs. 1 and 2 is intensively deterministic. The entire
flow field consists of 11,520 finite elements and 11,277 nodes. It is very likely the most
detailed and realistic flow field ever simulated, particularly with respect to the geology, and
the tensorial nature of permeability and dispersivity. The flow field is unrealistic, however,
in that it is not an actual reservoir, it is two-dimensional and it is in reality not separated
from the units above and below it as the presumption of no-flow boundaries at these
locations enforces. The latter objections are the subject of future work; nevertheless,

insights gained here should apply to two-dimensional flow simulations and vertical-sweep
' considerations which are very common in practice.

Although our average element size was 0.4x1 m (the element sizes at second order
bounding surfaces were 0.12x1 m), 11520 elements were not enough to describe all the
geologic details exactly. In the midsections of the layers, the transition from grainflow to
windripple regions are not sharp and the elements in these regions contain heterogeneities
in the form of windripple laminations at 35" to the horizontal.

har rization of th r

The results from the detailed simulation showed that the detail obtained by

- representing the field with 11520 elements was not necessary at least for the flow field

studied here. Figure 3; showing tracer concentration profiles at different injection times,
indicates that the the flow behavior of the field is much simpler than our expectations. By
inspecting Fig. 3, it is possible to characterize the field as being composed of four distinct
layers: one at the top with very high permeability and mainly composed of grainflow
structures; below that is a low permeability layer with mainly windripple stratiﬁcétion; the
third is high permeability layer with partly wind ripple and partly grainflow structures and
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the last one is again a pure windripple layer. The presence of the compartmentalization
caused by the interdunes does not affect the vertical sweep efficiency very much; nor does
the permeability anisotropy because a simulation of fluid flowin g in the opposite direction
of Fig. 3 shows essentially the same vertical sweep efficiency. Evidently, fluid avoids low
permeability windripple and transitional areas where the anisotropy is most pronounced.

After identifying the layers, we decided to simulate the fluid flow in the same field
with less detail. Figure 4 shows only panel B of the second grid structure. This time we
represented the field with 2437 elements and 2452 nodes. The average element area was
four times larger than the one in the detailed simulation. The bounding surfaces are not
represented as elements and it was assumed that they were part of windripple laminations.
Figure 4, comparing detailed and coarse simulation results, indicates that main flow paths
in these two representations are the same. Although Fig. 5 shows that the amount of fluid
flowing in each layer is slightly different in two cases (slightly more fluid goes to the third
layer in the absence of the bounding surfaces), the main features of layers are still
preserved. In these simulations, the ratio of grainflow to windripple permeability was 4. In

“both cases the local or microscopic mixing zone is much smaller than the £ross or mega-
scopic mixing zone (Arya, 1988). The specific representation of dispersion, then, is
‘unimportant for this case.

- The outcrop simulations also show that the most effective factor for determining
sweep efficiency is the ratio of the permeablhnes of the grainflow to windripple units.
Figure 3 shows tracer concentrations in the case of permeability ratios of 4 and 20 at 0.55
pore volumes injected. Figure 3 indicates that when the permeability ratio is 20, most of
the injected fluid goes to the upper layer leaving the lower portion of the field unswept.
'The breakthrough in the second case was much earlier (0.49 pore volumes injected) than
the first case (0.77 pore volumes injected). Figure 6 shows oil-cuts versus time and
indicates a large difference in the vertical sweep efficiencies of those two cases. We
conclude from these results that the most important feature in determining vertical sweep
efficiency in eolian sands is the permeability contrast between the grainflow and w1ndnpp1e
regions and the relative frequency of the former.

A normal distribution for both stratification types was used because the results of
the field study indicate a distribution that approaches the normal distribution as long as we
stay within a stratification type (Goggin et al., 1989). For each element, one grainflow and
one windripple permeability are obtained from the same random number by using different

means and coefficient of variations for grainflow and windripple permeabilities. kgp=

77



3.0D, ’EWR =0.75D,and Cvge = Cvyg =0.25 were all obtained from previous study
(Goggin et al.). Once grainflow and windripple permeabilities are calculated for each-
element, by using the method developed by Kasap and Lake (1990) the permeability tensor
of each element is calculated as a function of grainflow and windripple volumetric
fractions, local permeabilities, cross-bedding angle and random numbers.

The finite element simulator was run to simulate fluid flow in this outcrop field
under unfavorable mobility ratio conditions with those two sets of permeability
distributions. Figure 7 compares the front positions obtained from the simulations with
deterministic and stochastic permeabilities within a stratification (grainflow or windripple)
at 0.55 PV injected. The area contacted by the injected fluid and the recovery will not be
altered by assigning random permeabilities. Random permeabilities will, however, cause a
slightly larger local mixing zone which can be seen in Fig. 7b. In both cases the local or
microscopic mixing zone is smaller than the gross or megascopic mixing zone. Comparing
the profiles in Figs. 3 and 7 suggests that mobility ratio is also important.

Several conclusions can be drawn from these simulations: (1) inthe pre:sence of the
large-scale heterogeneities, uncorrelated small scale heterogeneities do not affect the sweep
efficiency and the recovery; (2) the specific representation of dispersion remains
unimportant on this scale; (3) mobility ratio is important regardless of the representation of
heterogeneity.
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Paper 19586 to be presented at the 1989 SPE Annual Technical Conference and
Exhibition, San Antonio, Oct. 8-11.

Kasap, Ekrem, "Fluid Flow in Eolian Deposits: An Outcrop Study of Page Standstone,"
Ph.D Dissertation, The University of Texas at Austin, 1990.
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Nomenclature

G, Coefficient of variation of the velocity field

oy Longitudinal dispersivity [=] L

oy Transverse dispersivity [=] L

K dispersion Tensor [=] L2/t
Greek

o Rotation angle

oy Longitudinal dispersivity [=] L

o, Transverse dispersivity [=] L

A Correlation length {=] L

(0] porosity
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Subscripts

he heterogeneous region
ho homogeneous region
i element of the permeability tensor or the grid scheme
m ‘maximum
X,y simulation coordinate system
1,2 regions with different permeabilities within the simulation block
Li f Figur
Figure
1 Northeast wall of Page Sandstone outcrop and B-C units with discrete
grainflow windripple regions -
2 2679 finite elements .
3 Concentration profiles at different times
4 626 finite elements
5 Concentration profiles from the simulations with two grid systems
6 Effluent histories from simulations with different permeability ratios
7 Displacing fluid front locations and mixing zones ( 0.3 < mixing zone

concentration = (.7 in detailed simulations at 0.55 PVI, M#IO
(@) Uniform permeabilities within grainflow or windripple structures
(b) Normally distributed random permeabilities within the structures

80



suoidar apddupuim mogurerd a1a10s1p qum st 7y g aved
1amof ‘domino auorspues ade Jo gem 1seaLoN aqom-aued saddypy [IRHIN

Nyl 3g
{Mz2eN) TIvmM LsvanLyon

Fddiuamm |}
Mo tguvie 1) : N '

e R

RN

1
el :‘\
s

| a | — 0 — |———— u - | v o— |
(MZ2CEN) 1IvM LSYIHLIHON

lllllll ——— = .In e llhlxillll --l:-n»...l.-;

{suat iy
1ivag
el CUNGI-

A

81



SRS IR AR RN UL | LT
EANERRRRN/ANNRINE L RN
, PLEELL LA F T [NEREN AL
YL N | | [} 1114
| ENESSRETTEANAR TN i I
T I IREEATAIA YT,
LR O VT TN VHEE |
U A LTTTTY IR
MU WU NEHOTA [SEe
T ATV TR I
P T Y AN TR T RRENENN]
LT T DN T T piiityy
T T W AT P
LUULVELL LA L0 00 i\ f 1] REIRIN]
IR I R AR AR AR RSN
R N R IR O SUNIREEID
SR e T T LA R
AL T AT R [ERENENED]
jmuuu||'nn||mmn«.u|\t|||\luu PLUELT LI

llHllHIlHHI‘IIIIHI,HIIHHHNll,lNI[HHHHIIH
r’HHill|wI|I(,llH'IJHflrmm.wian»\|[y||q|u“|k.”
.hxmmn|1|mmlun.mumnmquum(m,
g(m..:tug;1nsm'ul:u-u..mn|-|lmlnmnur4
LL...nueIAunnn.mnlmu--wm\i:u Pibbb it g
[IHIIIIIH‘,lIHIIIIHIHIIIIHI!IIHIHIH IR R
Aa-u:umH;m-!Inma’:-uu-wu!ll\m I E
ma.vgzn::;1“;i|u'1:|||~iu||»!:|l!|HH TR
(;u!!ll\lllllHHlHIHHIH|l|l.xlll||)\|l LHELLT Ay
lI=!-14|II|IIIIIHI’lllllill'lll‘“llllll.’H ST RN

/

Posrivongp | lylnn:uv»n-vuu'snllun\l RN RN

A0y ey ;||‘|n~m’n:,::\:..rnn|ntnnmAl'n

fi.. ~;--::w.:.||;|.|u|v'.ig|.nw--nin-;.y;\[:,.'{u i

,"!l!‘-.."|||li"lll||llw-ll!!t 1xl‘1"‘!'|‘:&"ll|(:F\||iu

frie. s LR I T '\»u:;.n-'uu,\\;n_.
f;lll.x--.~-v~v.llllllln‘-'wsli".u A I
[, R T CVU o g
Fhbe oo I Towrdbbe oy »“Inl:!lldtlx

R STVUUN LI b b e b, MU bovigg s,
I R NI
L B Ve R ] e .‘:4‘Jl!|.||--.|‘|.‘
! Pt e T ey, RN
i A T T AL LN

LY T N I A “illllﬂl""'llx;

i IR I te ‘ . RN [

82

X in

encrivied 2679 finite clements in panel B of B-Comple

.
1

2

1
3

iy



soer Anprgeatuead

M311p 0Mm1 10§ sAMUN TuaIRg P 1 sapoad vonenuasu? )

z=51" 'pa1oelul Ad 6§10 —————
b=ty 'patos|ul Ad B0 (i)
p=o1h ‘paroalul Ad G570 ,

b= "pamwalul ad 220 15

£ i

83



.C
xa1dwos D-¢1 Jo ¢ [2urd ur SHUAWYA DNULY TY PATIDUIL) v

LT T

LT

AR AR

/

gy
= - —
P—
—_ e} Ty Ty
[N JEENU PN DN P pumey pmmay el B B Bt Bt Sl Bas — -
. ]}
—_ iyttt =
— )t 1t} 1 =1 I
—— e . N=I= -
b — e —— e
et ]t 1—1—r—
— ——— ——s B R B - — ——— —_— . ——
—_—y et —f——
=—— T e A —— —— D —— e+ ——— R — —
—— — —— e —_— - ——
- e o e §——
-
—_— —_— el - I
— e—— —— ) — - — e o — - —=
—— — B TTT— —— B —— — — e s PO
T— T e— /v : — - L § — -
— e T - _ o i
v/[ ey S T w———— — ——— .
— = —_ N
“ T - ——
) — P . e o — B — — —_—
—
. = ——
/IA 1t -
L] —- 1 — — ] J—
r/fﬂ'..\. ..... — e — S e
: R —— — - . - e
T— e —_ P
Eral
— e o —
—

. "\ ] -
PR
RN

84




swntsAs pd
TRIIIFIP 0M1 yim suopemuns ayr woty sapgoxd vonenuanug) ¢

LEVZ =N —————
2SI = H

RUN|

85



Ot Cut

—-rlcumem P Y
ety i et 8 b kot

1.0r

} Summment ¢

I
\

0.5 i

—_—— K1RE =, \

R r o g
s

ey
L

|
\ \
.\

w
——r— K1/K2 = 23. !
!
i
|
|
i

ar wo
(SRS
- -~ 4 ~ o - o fal - .~ - + :
2.2 - -.3 - [ [ [ 2
-
=

86

w

woriss Tom simuiazons with two different sammeabiiity rmzos



- O1=WU'IAd §§°0 18 suopemuns papreidp uy £ 2
uonENUIdu0 U0z Jurxiw s g1 ) sanoz Jupxpu pue suonedso] woy ping Juioepdsigr £ oA

SAINIONIIS IY) URPIM SAITfIE

suuad wopurl pangisip AjjeaoN (q)

saanonns spddppuim 1o moguresd unpm sanquannad . wuojug) - (1)

87



TASK 2 — MODELING AND SCALEUP OF CHEMICAL FLOODING

Subtask 2a - Perform Single-Well Tracer Studies to Estimate Reservoir
Properties Other Than Those of Residual Oil Saturation :

Introduction

A two-dimensional radial coordinate option has been added to The University of
Texas chemical flooding simulator (UTCHEM). The radial option assumes a horizontal
reservoir with a constant pressure outer boundary and a rate specified well at its center. It
retains the same formulation as the cartesian-only version of UTCHEM and therefore was
added without majbr changes to the existing code. While all of the complex physical
process models required for accurate simulation of chemical flooding have been retained,
the current use of the radial option is the investigation of single-well tracer flow. The most
common example of this is the single-well backflow tracer method for measuring residual
oil saturation. However, the primary focus of this project is not the further study of this
particular test, but of backflow tracer methods to determine other reservoir characteristics,
such as wettability. '

The mathematical formulation of the radial option and its implementation in
UTCHEM has been completed (Descant, 1989). Comparisons of simulation results to an
analytical solution of the radial convection-dispersion equation show that the simulator
accurately models dispersive radial flow, to the point that numerical dispersion control may
not be the limiting factor in grid block size. A study of the effects of communicating layers
on the residual oil saturation determining tracer test reveals that the effect of transverse
dispersion in single-well backflow tracer tests will be significant in instances of large
permeability distributions. A preliminary investigation into the effects of capacitance on
single-well backflow tracer tests without a soak period shows that, while the results are
sensitive to reasonable changes in the capacitance parameters, interpreting the effects of
capacitance on an actual test may be difficult.

Only an example of our results for the effect of transverse dispersion or the single

well backflow tracer test are given below. Other results can be found in the thesis of
Descant (1989).
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One use of the radial option is the simulation of single-well, backflow tracer tests
for determination of residual oil saturation (Tomich et al., 1973). The theory of the test and.
its procedure is well documented (Deans and Majoros, 1980b). A slug of water containing
an ester (primary tracer) is injected into a reservoir that is at or near residual oil saturation,
followed by more water. The well is shut in, allowing the ester to partially hydrolyze into
alcohol (secondary tracer). The well is then produced. Because the ester partitions into the
immobile oil much more than the alcohol does, the ester concentration peak will be
chromatographically retarded compared to that of the alcohol. This separation is a function

- of residual oil saturation. Usually, a third non-partitioning non-reacting tracer is included
to check material balance.

If certain idealized assumptions are made, including no dispersion and negligible
injection and production times, residual oil saturation may be directly calculated from the
produced tracer concentration histories. In most instances, however, histories must be -
matched by a numerical model in order to estimate residual oil saturation.

Several ﬁmte difference simulation studies of the re31dual oil saturation tracer test
have been pubhshed 1In these studies, non-commumcatmg layers are assumed in layered
TEeSErvoirs. Therefore, potentially important mechanisms such as transverse dispersion are
. neglected. In this brief study of the residual oil saturation tracer test, no attempt at
matching or analyzing field data from the literature has been made. Instead, the sensitivity
of simulations of the test to layering and crossflow is examined, since this has not been
published. |

The reservoir and tracer parameters chosen for this study, taken from a test
analyzed by Bragg et al. (1976) and Deans and Majoros (1980a,b), are given in Table 1.
The ethyl acetate to ethanol reaction is assumed to be of first order and irreversible with
[ETOH] = k[ETAC] where k is the reaction constant with units of days-! and the
concentration units are vol%. Drift velocity was negligible, as indicated by produced tracer
concentration histories. Both groups simulated the test as a homogeneous reservoir and
estimated the residual oil saturation to be about 13%. However, the test was not simulated
exactly by either group. Bragg et al. (1976) pointed out that the simulated production
history of the ethyl acetate (primary tracer) was normalized downward to match the field
data peak value, in order to compensate for loss of the tracer to lift gas in the wellbore.
They apparently did not make this correction with the other tracers, which were alcohols.
Deans and Majoros (1980a,b) stated that the absolute value of the tracer concentration
histories are not so important as the location of the peaks (as functions of produced
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volume). They therefore disregarded the actual injected concentrations and arbitrarily -
scaled their simulation results to match the data peaks, so that both the primary and
secondary tracer histories were corrected. In simulations with UTCHEM, a good match of
the material balance tracer history was possible, but the peaks of the simulated histories of
both the primary and sécondary tracers were at least twice as great as their respective field
data peaks. Deans and Majoros did not report the scaling factors they used.

A base case simulation run was made with UTCHEM using the same input as given
in Table 1. A grid refinement study showed that 18 radial grid blocks with a constant Ar of
2.1 ft gave results comparable to 60 grid bldcks with a Ar of 0.6 ft. The 60 grid block run
took 77.2 CPU seconds, while the 18 grid block run took 17.8 CPU seconds. A
longitudinal dispersivity of 1 ft best fit the material balance tracer data. This radial grid and
value of longitudinal dispersivity were used in subsequent multilayer runs.

Figures 1, 2, and 3 show the effects of transverse dispersivity on a five-layer
reservoir. The layers are of equal thickness and have permeabilities of 800, 500, 1400,
200, and 1100 md. Results for transverse dispersivities from 0 to 1 ft are presentcd This
case was more sensitive to transverse dlsperswlty than a two-layer case (Descant, 1989).
This was due not only to the greater number of layers and larger permeability variation, but
also to the layer arrangement. A large difference in permeability between adjacent layers is
needed to allow enough dispersive mixing between layers to signiﬁbanﬂy affect producéd. '
concentrations (Descant, 1989). However, in such cases large errors in the rnea‘sufekdk
residual oil saturation are p0551ble due to the traditional neglect of transverse dlspersmn and -
such cases thus merit a more careful ana1y31s
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Table 1. Reservoir and Tracer Data for Residual Qil Saturation Test

Thickness 20 ft
Porosity 0.34
Permeability 800 md
Water saturation 0.13
Wellbore radius 0.25 ft
Slug size 1000 bbl
Total injection , 1980 bbl
Injection rate 1000 bbl/day
- Total Production 3900 bbl
Production rate 650 bbl/day
Primary to secondary reaction rate
‘constant (first-order) 0.015 days!
Tracer Injected Concentration Partition Coefficient (oil/water)
Methanol (material balance) 0.5 vol% (slug only) , 0
Ethyl Acetate (primary) 1.0 vol% 6.7
Ethanol (secondary tracer) 0 0
List of Fi
Figure :
1 Effect of Transverse Dispersivity on Material Balance Tracer for Five-Layer
Case
2 Effect of Transverse Dispersivity on Primary Tracer for Five-Layer Case
3 Effect of Transverse Dispersivity on Secondary Tracer for Five-Layer Case
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Subtask 2b - Measure the In-Situ Behavior of Gels Formed While Flowing
in Permeable Media ‘

Introduction |

The competition for chromium between xanthan biopolymer and the resident clays
in Berea sandstone cores has been examined. Xanthan requires the Cr3* ion to form gel
while the resident clays remove the chromium from the bulk solution by a cation exchange
process. These two competing factors are examined through corefloods and computer
simulation to determine the amount of chromium actually available for crosslinking.

Through a series of Berea corefloods, chromium retention was examined without
the presence of polymer using a 2 wt% NaCl brine as the aqueous solution. Fmally,
several polymer-gel floods were conducted using varying concentrations of chromium and
xanthan. Chromium and polymer retention and pH as well as the pressure drop due to gel
formation were analyied. ,

The retention of chromium was found to be large and on the order of the cation
exchange capacity of the clays in the sandstone. This causes slow transport of the Cr3+,
due to its consumption by the clays, and a decreasmg effectiveness of the gel indicated by a
- decreasing reduction in permeablhty with length. This study points to the need to conduct
experiments with porous media containing clay and for better modelhng of the complex
phenomena occurring under conditions of interest for field applications. We illustrate these

results below with only one of our experiments. Others can be found in Garver's thesis
(1988).

Dj .

Simulation and expenrnental results for pH Cr3+, polymer and pressure drop for
Expenmcnt E-8.0 are shown in Figs. 1 through 4. Cornpletc input and other details can be
found in Garver's thesis (1988). Only the overall aspects related to Cr3+ transport will be .
discussed here.

The cation exchange capacity used to simulate this experiment was 0.036 meq/ml
PV. This value is not large enough to account for the entire loss of the Cr3+ nor does the
shape of the simulated curve ( Fig. 2) agree with the experimental results. We did not
attempt to history match the experimental curve by increasing the CEC because, first, the
value used is representative of this batch of Berea sandstone and, secondly, the additional
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loss of Cr3+ is likely to be a result of precipitation of Cr(OH)3 and perhaps other reactions
as well. .

The overall agreement between simulated and experimental polymer concentration
(Fig. 3) is good, but the experimental values show an erratic behavior not understood but
thought to be related to the flow of the gel. Gel was visually observed in produced samples
after 2.35 PV.

The simulation results clearly show that the mclusxon of H*-Cr3+-Na* ion-
exchange equilibria in our model was insufficient to adequately model all of our
experimental observations. ‘These simulation results should therefore be taken as only a
preliminary and incomplete effort to model this gelation process. However, they do show
that the very latekbreakthrough of Cr3+ can be accounted for by including the cation
exchange of the Cr3+ with the clays. Our (1987) only other attempt to model a gelation
coreflood experiinent was for the clean coreflood experiment reported by Hubbard ez al.
(1986). The agreement in that case was better, but the greater complexity of our own
experiments points the way for a need for improved modelling of this process. Even at this
stage, however, simulation can be a useful diagnostic tool for both lab and field cases.

References o

- Garver, F.J.: "The Competmon for Chromlum in a Berea Core Between Xanthan
'Biopolymer and the Res1dent Clays " M.S. thes1s U. of Texas Austin, Dec.,

- 1988.

Hubbard, S., L.R. Roberts and K.S. SOI'blC "Expenmental and Theorencal Investigation
of Time- Settmg Polymer Gels in Porous Media," paper SPE/DOE 14959 presented
at the SPE/DOE-5th Symposium on Enhanced Oil Recovery, Tulsa, OK, April 20-
23, 1986.

Pope, G.A., L.W. Lake, and K. Sepehrnoori: "Modelling and Scale-up of Chemical

"~ Flooding," First Annual Report for October 1985-September 1986 prepared for the

U.S. Department of Energy under Contract No. AC19-85BC10846, Bartlesville, -
OK, July, 1987.
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Simulated and Experimental Effluent pH
Simulated and Experimental Effluent Chromium (III) Concentration
Simulated and Experimental Total Effluent Xanthan Concentration

Simulated and Experimental Pressure Drop (Total) vs. Pore Volumes Injected
for Experiment E-8.0-Measured over the Entire 6 Inches of the Core
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Subtask 2¢ — Simulation of Hydrodynamic Instabilities (Viscous Fingering)
in Permeable Media

Introduction A

Fine-mesh simulations of first-contact miscible displacements have been performed
using UTCHEM. The results match the production history of a laboratory-scale core
flood. An empirical viscous fingering model has also been implemented and tested. The
model can successfully match the recovery curve of a first-contact miscible linear unstable
displacement. Better results can be obtained by adjusting the viscosity mixing parameter.

A major difficulty of numerical simulation is the accurate modelling of the physical
instability that occurs when a fluid is displaced by a more mobile fluid, a situation that is
frequently present in both miscible and chemical displacement processes. Under most
reservoir circumstances this instability or viscous fingering results in the bypassing of a
substantial amount of target oil or inefﬁcienﬂy. driving a slug.

One approach to modelling unstable flow is to perform fine-mesh simulation in
which fingers are explicitly simulated. Several authors havefused this approach to match
laboratory-scale experiments (Araktingi and Orr, 1988; Christie and Bond, 1987; Christie,
1987; Giordano et al., 1985). However, the number of grid bloék’s needed to perform
such fine-mesh simulations on a field scale makes this approach 1mpract1ca1 for reservoir-
scale simulation with present computmg capabilities.

An alternative method for modelling unstable flow is to use an empirical viscous
fingering model with a coarse mesh or one-dimensional grid structure, depending on the
displacement geometry.  These models are designed to match effluent histories and include
viscosity modification approaches (Koval, 1963; Todd and Longstaff, 1972), fingering
width approaches (Fayers, 1988; Fayers and Newley, 1988), and effective dispersion
models (Young, 1986). The value of these models is a function of both their ability to
predict displacement efficiency and their savings of computer time. ' ]

The objective of this study is to perform fine-mesh simulations using UTCHEM
(Datta Gupta et al., 1988; Saad et al., 1989; Saad, 1989), and then to either implement an
existing model, modify an existing model, or develop a new model to represent unstable
flows with a coarse mesh. The fine-mesh simulations are performed initially to test the
simulator’s ability to explicitly simulate displacements characterized by viscous fingering.
Then the fine-mesh simulations will be used along with the work of other authors to
determine which physical effects (viscosity relationships, non-Newtonian effects,
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heterogeneity, etc.) are the most important considerations in developing an empirical
model. Finally, the model that is chosen, modified, or developed will be tested against
fine-mesh simulations and experimental data.

Fine-mesh_simulati f first-contact miscible displ |

Description of Problem

A fine-mesh simulation of one experiment of Blackwell ez al. (1959) was
performed in order to test the simulator's ability to explicitly simulate an unstable
displacement with first-contact miscible fluids. This and all successive sﬁnulaﬁons were
run on the CRAY X-MP using UTCHEM version 3.43.

The experiment was carried out in an unconsolidated Ottawa sand pack that was six
feet long, two feet wide and 3/8 inch thick. Injection was along the entire injection face of
the sand pack and production was along the entire outlet end. The mobility ratio of the
displaced fluid to the injected fluid was 86. ,

A 100x72x1 grid was used in the simulation. The simulated flood consisted of
water with a viscosity of 1 cp displacing polymer with a peak viscosity of 86 cp. The
polymer only increased the aqueous phase viscosity; it had no shear thinning,-adsorption,
permeability reduction, etc. A quarter-power viscosity rule was used such that

1 1-Cpg Cpa
_1—/2 = 1/4 + 0.1/4 (D
Tt (Hw) )
or
(]
= i @)
Haq [Cps + (1-Cpg) M1/4}4

Fingers were initiated by assigning uncorrelated normally distributed random
permeabilities to each grid block. The standard deviation was 5% of the average
permeability. The pertinent input data used are listed in Table 1.

Results of Fine-Mesh Simulation

The results of the fine-mesh simulation reasonably match the recovery data and
breakthrough time reported by Blackwell (1959). Figure 1 shows the contours of the
fingers at 0.2 PV, and Fig. 2 shows the cumulative production as a function of pore
volumes injected. As with the experiment, breakthrough occurred at 0.22 pore volumes of
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fluid injected. The cumulative recovery recovery curve overlays the Blackwell results
almost perfectly until about 0.6 pore volumes injected. After 0.6 P.V. injected, the fine-
mesh simulation results predict a recovery efficiency that is lower than the actual reported
recovery efficiency.

The fine-mesh simulation took 1703 CPU seconds to run.

Description of Model and Input o
The Todd-Longstaff viscous fingering model was implemented in UTCHEM and
was tested against Blackwell's data. The formulation used was a pseudo-miscible

displacement in which water ( representing "solvent" ) displacing oil was used to mimic a
miscible displacement. The "miscibility” was accomplished by setting the capillary -
pressure equal to zero and using straight-line relative permeability curves. According to the
Todd-Longstaff model, viscosities are replaced by the following effective viscosities:

_ 1o, 0 '

Hoe = M ™ H_ (3)
_ 1l o

Mse = b po @

The mixture viscosity followed the quarter-power viscosity mixing rule (Eq. 1).

Results

Runs were made to simulate Blackwell's experiment using the Todd-Longstaff
formulation with a 50x1x1 one-dimensional grid. Figure 3 shows that using Todd and
Longstaff's suggested value of w= 2/3 gave a fair match for mobility ratios of 86 and 150,
a somewhat worse match for a mobility ratio of 5 and a rather high predicted recovery for a
mobility ratio of 375 (note that Todd and Longstaff did not report results for a mobility -
ratio of 375).

nclusion
We have shown that UTCHEM is capable of accurately performing fine-mesh
simulations of first-contact miscible displacements that are characterized by viscous
fingering. The simulator results satisfactorily matched a core-flood experiment performed
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by Blackwell (1959). The study further showed that the Todd-Longstaff viscous fingering
model as implemented in UTCHEM can match the production history for a linear unstable
first-contact miscible displacement . Better matches can be obtained by adjusting the
viscosity mixing parameter.

Future work

Our studies of current viscous fingering models will continue. The models which
will be studied include, but are not limited to, the Fayers model (Fayers, 1988; Fayers and
Newley, 1988), effective dispersion models (Young, 1986), a "transfer" model (Nghiem et
al., 1989), and an effective relative permeability model (Odeh, 1987 Peters and Khataniar,
1987). Some of the primary considerations that will go into choosing or developing a
model are its ability to match experimental data and fine-mesh simulations, the degree to
which the parameters are physically interpretable, the ability to determine parameters g
priori, whether or not multi-phase flow can be modelled and whether the model can
adequately include physical properties of fluid flow such as non-Newtonian effects,
dispersion, adsorption, etc. ‘

- Fine-mesh simulation of unstable displacements will continue in orderk to have a
basis for testing empirical models. These simulations will also allow us to use the results
. in conjunction with the work of other authors to determine the relative importance of
including the various physical properties in a viscous fingering model.
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Greek Symbols

P
Hm
Ho
Hoe

o
“'p

Hs

Hse
Hw
‘@

polymer concentration
initial polymer concentration

mobility ratio

aqueous phase viscosity (cp)
mixture viscosity (cp)

oil viscosity (cp)

effective oil viscosity (cp)
polymer viscosity (cp) at Cpy=1

"solvent" viscosity (cp)

= effective "solvent” viscosity (cp)

pure water viscosity (cp)
Todd-Longstaff mixing parameter
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Table 1. Input for Simulating Blackwell's Experiment

Simulated Area

Thickness

Porosity

Average Permeability
Permeability Distribution
Permeability Standard Deviation
Longitudinal Dispersivity
Transverse Dispersivity

Molecular Diffusion Coefficient

Injected Fluid Viscosity

Displaced Fluid Viscosity

Injection Rate

Numerical Grids

Cell Peclet Number ( Ax )
oL

Maximum Time Step

6ftx2ft

0.03125 ft (3/8 inch)

0.33

200 darcies

random: uncorrelated, normally distributed
10 darcies (5% of average )

0.012 1t (0.366 cm )

0.004 ft (0.0122 cm) ;
0.00233 ft?2/day (2.5 x 10-5 cm?/sec )
1.0 cp ‘

86.0 cp

0.825 ft3/day

100 x 1x72

5

0.0001875 day
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i f Figur

Figure

1 Concentration contours from fine-mesh simulation of Blackwell's experiment at
0.20 pore volumes injecterd (concentrations shown are Cp4=0.1,0.5, and
0.9)

2 Comparison of Blackwell et al. (1959) recovery data with predicted recovery
using UTCHEM for a mobility ratio of 86

3 Comparison of Blackwell et al. (1959) recovery data with predicted recovery
using the Todd-Longstaff model in UTCHEM forw=2
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8. Rlackwell Data
— UTCHEM a

Cumulative Recovery

0.0 0.5 1.0 - A
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Fig. 2 Comparison of Blackwell et al. (1959) recovery data with predicted recovery using
UTCHEM for a mobility ratio of 86. ‘

w
o]

8 . Blackwe! Dana
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Fig. 3 Comparison of Blackwell et al. (1939) recovery data with predicted TECOVery using
the Todd-Longstatf model in UTCHEM for w ==
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Subtask 2d - Development of an "Expert System" to Design Chemical
Floods Using a Compositional Reservoir Simulator

Summary

Computer simulators allow state of the art reservoir analysis in the petroleum
industry, but their use can be cumbersome. The generation of input files can be an
unwieldy task made more difficult by a lack of data or technique. The simulator output
may consist of reams of computer paper from which the user wants a handful of values.
This report describes a rule-based computer program designed to assist the user both in
creating the input for and analyzing the output from a reservoir simulation. The user directs
the program to complete these tasks by picking items from descriptive menus offered by the
program. The program makes extensive use of computer graphics to show the user the
effects of varying input values before running the simulation and to plot the results of the
simulation so they may be easily interpreted. The program is implemented for use with
UTCHEM, the Center for Petroleum and Geosystems Engineering (CPGE) chemical
flooding simulator, but the technique used to write the program is general enough to allow
it to be applied to other simulators with little effort. Future work will combine the program
with a relational database and extensively test the system.

Introduction

Simulators are powerful tools for analyzing the performance of petroleum
reservoirs, but they also can be complicated tools. - To successfully use a simulator, a user
must know not only the characteristics of the reservoir, but those of every reservoir fluid.
For a chemical flooding simulator such as UTCHEM, this may require more than a
hundred input parameters, including common ones, such as porosity and permeability, as
well as those which are less common and for which data may not be readily available, such
as cation exchange coefficients. Even when such data are available, they may be difficult to
analyze or put in the form required for input into the simulator. Often no data exist under -
the exact conditions of interest, but do exist under similar conditions. This requires even
greater knowledge of the process, property data, and property models used in the simulator
and even more time to effectively and correctly use the simulator to its maximum extent.
Often a suitable judgment of the adequacy of the input can only be made after trial
simulations have been made, producing reams of output. The solution is computer
assistance to interactively create and analyze input and output data. This project takes the
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first step towards that solution by providing the user with a computer interface to
interactively create and analyze input parameters and graphically display the simulated
results.

The first section of this report describes the hardware and software required for the
project and the methodology used to build an expert system for reservoir simulation. The
second section describes the specific implementation of this expert system for use with
UTCHEM. The final section describes future plans to enhance this expert system.

Project d inti ;
The interface program (or interface) is written in FORTRAN and OPS3, an artificial
intelligence language supported by DEC. A ruie-based language was necessary for
program efficiency because the user interacts with the program using menus, and menu
systems naturally follow a branching structure well suited for rule-based languages. OPS5
was chosen over other rule-based languages, such as LISP, because of its speed and lack
of structure. Due to its rule firing strategy, OPS5 programs are much quicker than LISP
programs. In addition, the language is totally unstructured, meaning that rules are not
eexecuted in a preset order. Rules are written with condition and action elements. The
- program executes the action element only when it finds an exact match for tﬁe condition
- element in the program's working memory. The action elements create the menus and plots
- using DI-3000, a commercial graphics software package. DI-3000 is a relatively
inexpensive, FORTRAN-based graphics package that allows a programmer to create two-
or three-dimensional images on a computer workstation. It is available for most popular
workstations, including the department's DEC GPX. Since DI-3000 is FORTRAN-based,
some FORTRAN programming is necessary to link OPS5 and DI-3000. The connection
between FORTRAN and OPSS5 is well supported by DEC. Finally, the interface may use a
relational data base to store and retrieve reservoir and fluid data.

The specific aim of this project is to design an interface for UTCHEM, but an added
benefit has been the creation of a generic interface that can be as easily applied to a black oil
simulator or to UTCOMP, the CPGE's compositional simulator, as to UTCHEM. The
heart of the interface is the menu-driven, user interaction component. Through menus the
program guides the user through the process of setting input parameters and displaying the
simvlator output. The menus interact with graphics programs that show the reservoir and
fluid properties and output results in graphs and contour plots. A third component is a
database of previous simulation runs and typical parameter values that the user may use to

reduce the ume creating an input file or to provide suggested values based on previous

113



experience. The final component, a knowledge base, includes parameter and plot
characteristics which distinguish one implementation of the interface from another. These
characteristics transparently provide information about a parameter or plot to the interface.
It 1s this component that must be changed in order to apply the interface to different
simulators. In addition, the knowledge base may be easily updated fo reflect new features
added to a simulator. Each of these components is explained in greater detail below.

The menu component allows four types of user interaction (called interactors):
Command, Parameter, Grid, and Graphic. The Command interactor allows the user to
pick one or more commands from a menu offered by the program. Each menu represents a
- decision point in the interface logic. By selecting a command, the user instructs the
interface which branch to follow from the point. The Parameter interactor presents
parameter menus which group similar reservoir and fluid properties and allow unlimited
user interaction to set, reset, and inquire about values. The Grid interactor presents gridded
arrays detailing the Reservoir Description, Reservoir Conditions, and Recurrent Data in a
graphic representation of the gridded reservoir. It is similar to the Parameter interactor in
that the user may interact with the grid repeatedly. The Graphic interactor allows the user
to inquire what commands are available to interact with screen graphics displays, such as
printing. Each of these interactors is linked through the knowledge base. '

The graphics component is essential for the generation of all workstation images.
This includes menus, grids, and plots. Menus present the user with a set of choices that
allow branching in the program logic. Grids show a graphic representation of the user-
defined grid and are used to display reservoir parameters and recurrent data. Plots are
available both during the creation of input and the presentation of output. Input plots use
values of input parameters to plot fluid properties, such as fluid viscosity and phase
behavior, before the user runs the simulation. Output plots are generated for both histories
and profiles. Histories may plot single- or multiple-component production. Contoured
profiles are available for pressure and concentration distributions at any time during the
simulation as well as for initial reservoir conditions.

The knowledge base contains menu, data, plot, and grid descriptions that are -
specific to each implementation of the simulator interface. Each of these descriptions is
defined in a model. The Menu model describes the branch network for the menuing
system. - The Data model relates the rock and fluid parameters to one another. The Plot
model describes characteristics of plots that may be generated by the program. The Grid
model provides the descriptions necessary to draw a customized reservoir grid.
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The Menu model describes the information necessary to produce any type of menu
using a set of menu attributes, such as a title and menu choices. The model provides for
three types of menus: permanent, temporary, and multipick. Permanent menus do not
disappear after the user chooses an item. The program allows the user to repeatedly choose
from a group of parameters until the user decides to quit the menu. They are useful for
parameterb menus described as part of the Parameter interactor. Most branching is
performed using temporary menus. They allow the user to choose a single command, such
as "Set Value" for a parameter, and then disappear. Multipick menus are similar to
temporary menus except that the user is allowed to choose multlple values which are
grouped into a new menu.

The Data model consists of two linked elements which have associated with them a
number of aturibuies to describe the simulator parameters. The most specific element
describes the parameters themselves. The model recognizes two types of parameters based
upon the "type" attribute, which associates a temporary menu of commands that may be
selected to set values and query the knowledgé base for information about a parameter.
Most parameters are "typéin" parameters and are associated with a single value. "Toggle"
parameters have a list of values associated with them from which the user may choose.
Values set by the user are checked to insure that they are reasonable and have acceptable
units. The program converts the units to the unit system used by the simulator and writes
the resulting values to an input file. In addition, these parameters have default values
which may be used when the parameter is not important to the snnulanon but still needs a
value in the input file.

The parameters are grouped by the properties they describe into classes. A class
may be associated with graphs drawn using the parameter values from the class. These
plots allow the user to examine the effects of varying parameter values and to compare them
to plots of laboratory data. The user needs no knowledge of the underlying function
necessary to generate a plot, only enough background to appreciate the changes caused by
varying the values of the parameters. The user may go back and forth between the
parameter menu and the plot window at any time. Classes describing a similar reservoir or -
fluid property are grouped into a superclass. Once the user has set values for all the
parameters in the superclass, the program can generate plots displaying this property using
these values. The user may not interact with these plots except to print a hardcopy but may
return to the parameter menus, reset their values, and then generate the plots again.

The Plot model is composed of three elements. The elements have associated
attributes which describe the data to be plotted, any functions that must be applied to the
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data before generating the plot, and the characteristics of the plot window. The user only
needs to know the name of a desired plot, and the model provides the information to
generate the plot.

The curve element describes the link to the Data model necessary to generate lines
or curves on a plot. The name of a curve associates it with one or more graphs that plot
that curve. The curve type specifies whether it is a straight line or a curve. The two
attributes, y-intercept and lepe, link the curve with the parameters from the Data model
needed to generate a plot. When more than one parameter is needed to calculate a value for
acurve attribdte, the attribute points to a function. The function name matches the value in
the curve attribute and indicates the parameters that are grouped to calculate the curve
attribute. Each implementation of the interface requires that any needed functions be
included with the knowledge base.

The axis element provides the information necessary to create a plot axis. Similar to
the curve element, the name of the axis binds it to one or more graphs. Other attributes
specify the grid type, linear or log, axis annotations, and endpoints. An axis element may
be used for either the x or y axis. ,

The graph element describes the information necessary to create a plot window.
The graph name links the plot to a menu choice. The user picks the name from a menu,
and the program creates the plot using the knowledge base attributes. The title attribute
provides a menu heading that may be different from the name. The axes are linked to the
graph using the x-axis and y-axis attributes that contain the names of axis elements. The
curves attribute links to one or more curve elements that appear in the plot.

The Grid model provides the descriptions needed to create different grids. The
current version of the interface only providcsk for rectangular grids, so this model is not
fully developed. ' ' N

Impl . ith UTCHEM

The following section describes a step-by—step example of using the interface
implemented for UTCHEM to build an input file and examine the graphic output. At each
step the user interaction is explained, and the resulting change in the workstation screen is
shown in a figure. - -

After the system initializes itself, the user is presented with the "Main Menu" in Fig.
1. The user chooses to "Create Input” and is presented with a "Process Options" menu.
The user picks any item, "Surfactant Flood", for example, and the program creates a
parameter menu for the "Component Names" (Fig. 2). It also expects the user to provide
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- the number of alcohols and tracers for the simulation. The names are important for queries
to the database, if it exists. If the program finds a fluid in the database with the same name
as one used in the current simulation, it notifies the user that any parameter values
associated with that fluid may be read from the database.

Once the user quits this menu, the system offers the "Input Options" menu from
which the user builds the input file for the reservoir (Fig. 1). The first choice is "Title".
The program stores the simulation title, the reservoir name, the user's name, and the date in
the input file and in the database, if available. In addition, it searches the database for a
entry with the simulation title or reservoir name. If one is found, the user may read the
entire input file from the database and exit the program to run the simulation.

"Program Control" defines "Output Options" and "Job Options” (Fig. 3). The
"Output Options" item groups "Print Options", "Print Times", "Plot Times", "History
Components”, and "Profile Components" (Figs. 4 through 6). The first three are
parameter menus which allow the user to set the types of output desired and the times at
which the program should print production history data. The latter two options are
_ multipick menus that build new menus to be used by the user to generate output plots.
From "Job Options" the user chooses "Setup Control", "Parameter Control", or "Time Step
‘Control" (Figs. 7 through 9). The program presents a parameter menu which allows the
user to set and reset values repeatedly. The "Time Step Control" parameters are initialized
- with reasonable values for the simulation process chosen above, but the user is free to
modify them. The program warns the user if the modified values might cause an error in
the simulator. |

ChooSing "Process Parameters" from the "Input Options" menu (Fig. 1) creates a
menu of fluid properties. Choosing one of these properties in turn produces a menu of
parameter classes that group parameters having similar characteristics that describe the
property. In Fig. 10 the user chooses the "Relative Permeability” property and the "Oil-
Water High IFT" class to create a menu of parameters. Picking "End Point Rel Perm
Water" generates a menu of commands that set the value of the parameter or query the
preset database, or knowledge base, for information about the parameter. The "Set Value" "
item asks the user to enter a value and units for the parameter (Fig. 10). The program
converts the value to the computation units used by the simulator and checks the value
against the knowledge base to insure that it is reasonable. If the value is too large or too
small or if the program does not recognize the units, the program informg the user of the
error, deletes the entry, and asks the user to enter another value. If not interested in the
effects caused by a particular parameter, the user chooses the "Default Value" option, and
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the program inserts a value stored in the knowledge base. The "Help" option provides an
more complete description of the parameter, and the "Units" option prints a list of units that
may be used to enter the parameter value.

Once all the parameters are set, the user selects "Plot Property" from the menu, and
the program creates a plot window using descriptions from the knowledge base (Fig. 11).
Buttoning on the "pick” box next to the plot title generates another menu of commands for
interaction with the plot window. The user first plots the property with the values set in the
parameter menu. The resulting curves may be compared against laboratory data, if
available. Since the curves in Fig. 11 differ significantly from the laboratory data, the user
draws two new curves that better represent those data. By choosing the "Values From
Curve" option, the user instructs the program to reset the parameter values based on these
new curves. The "Remove Curve" feature allows the user to delete any curve. Once
satisfied with the parameter values, the user quits from both the parameter menu and its
associated plot.

After setting values for the other parameter classes using the same technique, the
user selects "Property Plots" from the "Relative Permeability" menu (Fig. 10). The
program displays a menu of possible plots that may be generated using all of the "Relative
Permeability" parameters (Fig. 12). The user chooses "Residual Saturatioh", and the
program displays the plot window showing residual saturation plotted against capillary
number for all three phases. Buttoning on the "pick” box allows the user to print the plot
or shrink it to an icon, a small rectangle displaying the title of the plot, as shown in Fig. 13.
Now the user selects "Permeability Exponent” from the "Property Plots” menu, and the
program draws a plot of the relative permeability exponent against capillary number
(Fig. 13). After examining the plots, the user quits from each one, and the program
returns to the "Relative Permeability” menu (Fig. 10). The user now may reenter any
parameter menu to reset a parameter value or abort from the menu to the "Input Options"
menu (Fig. 1).

Choosing either "Reservoir Description” or "Reservoir Conditions” from the "Input
Options" menu (Fig. 1) allows the user to set gridded parameters. The "Reservoir -
Description" option sets "Porosity", "Permeability, and "Elevation". The "Reservoir
Conditions" option sets "Pressure”, "Water Saturation", "Calcium Concentration", and
"Sodium Concentration". Before entering any gridded parameters, the user sets the size
and dimensions of the grid in the "Grid Parameters” menu (Fig. 14). Once this menu is
complete, the program offers a menu of reservoir parameters. The user chooses "Porosity"
(Fig. 15), and the program draws the grid, scaled using the dimensions entered above
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(Fig. 16). To set a grid value, the user buttons on the appropriate grid block, chooses "Set
Value", and enters a value and units. The program prints a small circle in the center of the
grid block and stores the value internally. Values may be set for multiple blocks by-
buttoning at the end of a column or row or by buttoning on the "all" block. The value that
is entered is effective for the entire column or row or the whole grid. Choosing "Show
Value" returns the value stored for the grid block. If the grid blocks are too small to read,
the user may button on the "pick" box and choose "Zoom". The program zooms in on a
user-chosen region, doubling its size. The user may instruct the program to contour the
parameter values over the grid using the "Contour” option. Choosing "Done" returns the
user to the "Reservoir Description" or "Reservoir Conditions" menu, and the process is
repeated for other parameters. The user has the option to return to any gridded parameter at
any time to enter new values.

When the user chooses "Recurrent Data", the program draws the reservoir grid with
any existing wells. The user interacts with the grid by picking a block, and the program
displays the "Well Options" menu (Fig. 17). The user chooses to "Add Well" and the
program provides a menu of well types. The user selects a "Rate Dependent Injector”.
This causes the program to draw a well symbol and to display a parameter menu for the
well specifications (Fig. 18). Buttoning on "Injection Rate" or "Injection Coﬁcenﬂation"
creates an additional menu of possible fluids to inject. The user must assign a value for
each fluid in the menu. Locating a "Rate Dependent Producer” only requires a single rate
parameter. Pressure dependent wells require a single value for the bottom hole flowing
pressure. The user also specifies the layers in which the well is completed. Picking the
"Layers" parameter presents a multipick menu of the possible layers. When finished
entering the well characteristics, the user buttons on the "done" box for the menu and picks
another grid block. Choosing the "pick" box at the top of the grid returns the user to the
"Input Options" menu. As with all the input options, the user may return to modify the
"Recurrent Data" at any time during the input process.

Once all the input parameters are set, the user aborts to the "Main Menu" and
chooses "Run UTCHEM". The program asks for a file name and generates an input file -
for the simulator. The user must "End" the program and submit the simulator run before
returning to the program to examine the output.

When the simulation is complete, the user may inspect the results by plotting
production histories and profiles of variable properties. "Plot Output” creates a secondary
menu offering these options. The "Production History" option creates a plot window and
shows a menu of the different fluids whose production may be plotted. Figure 19 shows
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some of the plots that may be created. The user may include the history of more than one
fluid in a single plot. The user may shrink the plot to an icon or print it, but no other
interaction is permitted. The user picks "Done" to return to the "QOutput Options" menu.

Choosing "Contoured Profiles" creates a menu of possible variable properties to
contour. Clicking on any item displays a menu of dimensionless times (pore volumes) at
which contour data exist. Figure 20 shows some of the properties that may be contoured.
The program draws the contour plot using color to indicate variations in the property. As
with other output plots, a contour plot may be shrunk to an icon or printed, but no other
user interaction is permitted. The user picks "Done" to return to the "Output Options"
menu and "End" to exit the program.

Future plans

The project still requires extensive testing to insure that each component functions
properly. In addition, a relational database will be fully integrated with the other
components to allow the user to store input files and parameter values for use in other
simulation runs. '
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List of Fi

Figure
1 Main Menu
2 Component Names Menus
3 Program Control Menus
4 Print Options Menu
5 Print Times Menu
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TASK 3 — CO,-SURFACTANT PHASE BEHAVIOR

Subtask 3a — Microemulsions and COZ-Surfactant-Water Interactions

Diffusion in Microemulsions

Introduction

The study of diffusion in microemulsions and surfactant solutions has appeared
prominently in the literature because diffusion coefficients are necessary for describing
mass transfer in these systems and also because diffusion data can be used to probe their
microstructure. Papers dealing with diffusion in microemulsions which have appeared in
the literature can be grouped into two categories, self-diffusion which occurs in the absence
of bulk concentration gradients, and nonethbnum or gradlent diffusion. The former
category of diffusion studies is by far the more predommant and it includes the Fourier
transform NMR investigations pioneered by Stilbs, Lindman, and their co-workers (1981
and 1984). Other methods used to study self-diffusion include the use of radioactive
isotope tracers (Lam and Schechter, 1987) and dyes solubilized inside swollen micelles
(Armstrong et al., 1988). ,‘By comparison, diffusion studies of microemulsions in the
presence of concentration gradients are relatively scarce. A notable example of this
~ category are papers by Miller and co-workers (Benton et al., 1986) which employ diffusion
path theory to study mass transfer and the formation of intermediate phases when aqueous
surfactant solutions are contacted with oil. Experiments using videomicroscopy techniques
also allowed these investigators to view intermediate phase growth, interface motion, and
spontaneous emulsification. Nonequilibrium diffusion results are directly applicable to
diffusional processes that result from concentration gradients such as the industrial
applications mentioned earlier. ;

The motivation for the study presented here arises from a theory of diffusion for
microemulsions proposed by Lam and Schechter (1987). This theory was compared with
an experimental study of tracer diffusion in microemulsions and was found to show good
agreement with experimental results. The aim of this present work is to extend the
predictions of the Lam model in order to examine the more general case of nonequilibrium
diffusion when microemulsions of unlike composition are contacted. In this paper, an
experimental study of nonequilibrium diffusion in a nonionic microemulsion system is
compared with theoretical predictions based on the theory of diffusion.
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Theory

The theory of diffusion in microemulsions presumes that the microstructure can be
described as a dispersion of spherical droplets in a continuous phase where the the
continuous and droplet phases are separated by a layer of surfactant adsorbed at the droplet
interface. Material may exchange between droplets and the continuous phase on a time
scale much faster than diffusion. ILocal equilibrium is thus assumed, and a component i in
the microemulsion can partition between the continuous and droplet phases. The total flux
of component i in the microemulsion is (Lam and Schechter, 1987)

eZ. DlC1
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where D is the molecular diffusion coefﬁment of component i in the continuous phase, D_
is the chffusmn coefficient of the droplets, C is the concentration of i in the connnuous
phase, C is the concentration of i inside the droplets Z. is the valence of component i, Z
is the valence associated with a droplet, ¢ 4 18 the volume fraction of the droplets, and  is
the electrical potential. This expression includes the contribution of mass transfer in both
the continuous and droplet phases. It can be used to calculate diffusion coefficients for
* both tracer self-diffusion and nonequilibrium gradient diffusion when fundamental
parameters such as molecular diffusion coefficients and thermodynamic partition factors are
input. The method of calculating tracer diffusion has been outlined in a previous paper
(Lam and Schechter, 1987) and, because bulk gradients do not exist under those
conditions, a closed-form expression for the effective diffusion coefficient of component i
is possible. '

However, it is not possjble to obtain a closed form solution to the nonequilibrium
problem. Because of the microstructure inherent in surfactant systems, inserting the mass
flux expression Eq. (1) into the continuity equation for component i results in a system of
two coupled nonlinear PDE which must be solved numerically subject to appropriate -
boundary conditions. Because of the simplicity of modeling in one space dimension, the
open-ended capillary technique was chosen as the experimental technique for this study. In
the past, this method was used extensively to study tracer self-diffusion in liquids, but for
that application it has been superseded in recent years by techniques such as Fourier
transform NMR. However, in spite of the laborious experimental procedures involved in
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this technique, the open capillary experiment proves to be most suitable for studying
nonequilibrium diffusion in microemulsions.

A component material balance in the absence of convection is

ac.
=5 A ~ @)

where Ci is the total concentration of i per unit volume of microemulsion. The initial and
boundary conditions associated with Eq. (2) are ‘

Cx0) = C™©0)
veon = 0
CLy = chk 3)

where Ccialp (0) is the concentration of material initially present in the capillary tube
while C})"lk is the concentration of component i in the bulk solution. The length of the
- capillary tube is designated by L. The volume flux of the dispersed or droplet phase in the
microemulsion is
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This equation contains the assumption of constant droplet radius with respect to position
and time. In order to calculate diffusion in microemulsions, Eq. (2) must be solved
simultaneously with the continuity equation for the dispersed phase, which is
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Initial and boundary conditions for this equation are
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0,0 = ¢P(0)
Vo d(O,t) = 0
oLy = opk (©)

where ¢°?P(0) is the initial dispersed phase volume fraction of the capillary solution
and q)g“ is the dispersed phase volume fraction of the bulk solution. Equations (2) and
(5) are solved numerically using the method of lines. We used the IMSL subroutine

DPDES which solves parabolic partial differential equations. This algorithm discretizes-the. - -

space dimension using cubic Hermite polynomials, thus, generating a series of first-order
ordinary differential equations which are integrated in time. For all simulations, 100 evenly
spaced grid points were used in the solution domain. Numerical solution generates the
discrete profiles Ci(x,t) and ¢ d(x,t). These profiles are then integrated across the capillary
tube length to yield their average values. By using input conditions which have an
analytical solution, it was found that the accuracy of average concentrations which are
determined numerically from this algorithm is within 0.2% of the accepted values. This
numerical simulation permits a direct comparison of solution compositions that are obtained
. from the diffusion theory with those obtained from experimental data.

Experimental

- A schematic of the open capillary experimental setup is shown in Fig. 1. This
- technique involves measuring the change in concentration of microemulsion in a small
capillary tube in which the open-end is inserted into a bulk solution which contains
microemulsion of a different composition. The experiment is begun when the capillary
tube is inserted into the bulk. During the experiment, material diffuses into and out of the
capillary tube while the two solutions are in contact. The run is ended after a known time
when the tube is removed from the bulk solution. The contents of the tube are then
carefully removed and analyzed to determine their composition. The initial compositions of
capillary and bulk solution are also analyzed for each experiment.

The entire experimental assembly in Fig. 1 is located in an air bath where the
temperature is fixed at 25°C. The diffusion cell which contains the bulk solution is a glass
jar with a plastic screw-on lid. The capillary tubes which are inserted into the bulk solution
are secured vertically from the top at the lid. The glass capillary tubes used for these
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experiments, manufactured by Basic Glass Products, Lone Grove, Oklahoma, were 1/16"
(1.59 mm) OD, 0.51 mm ID, and 3.1 cm in length. After cleaning, one end of each tube
was flame-sealed to prevent evaporation of capillary solution during the experiment. Each
tube was filled completely with solution using a microsyringe with a needle that could be
inserted inside the tube all the way to the closed-end, and care was taken so that no bubbles
remained in the filled tubes. After filling with capillary solution, the closed end was
secured to the lid. N

Because immersion and removal of the capillary tubes from bulk solution by hand
could generate convection and skew the resulting concentration profiles, a procedure was
developed to control the liquid level in the diffusion cell. A 50 ml syringe was connected
by plastic tubing to the cell containing the bulk solution, and by manually drawing back or
by depressing the syringe plunger, one can lower or raise the liquid level of bulk solution
in the cell to minimize convection. Further details concerning the experimental apparatus
and procedure can be found elsewhere (McGreevy, 1989).

Compositions of samples from this experiment were determined by gas
chromatography, using a Hewlett-Packard 5890A gas chromatograph with auxiliary 3393A
integrator and 7673A automatic sampler. Each experiment involved the analysis of three
samples: the bulk solution, the solution initially placed in the capillary tubes, and the
~ resulting capillary solution obtained at the conclusion of the experiment. The compositions
of the bulk and initial capillary solutions are known prior to the experiment while the
unknown final capillary solution composition was determined in the following manner.
The weight fraction of each component in the unknown solution was calculated using the
ratio of its peak area to the peak area of the known initial capillary solution. This procedure
of analyzing the composition of an unknown sample relative to that of a known standard is
valid provided that the response factor, the ratio of peak area to weight fraction, is constant.
We determined that this was the case for all components in the concentration ranges used in
our diffusion experiments. The volume of sample taken from the capillary tubes after each
diffusion experiment is typically 5 pul. Because the vials used for the gas chromatograph
autosampler require at least 300 pl of solution, the samples obtained from experiments
were diluted with 350 pl of methanol or acetonitrile solvent.

The open capillary experiment was calibrated using 2.174 methanol in water
solution for which the binary diffusion coefficients are known (McGreevy, 1989). In our
experiment, 2.174 methanol was placed in the capillary tubes and contacted with pure water
as the bulk solution. The concentration profiles measured in our experiment were within
2% of those calculated from the diffusivity value in the literature, and the reproducibility of
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our runs was = 3%. This accuracy and reproducibility is satisfactory for our purposes in
this study.

Materials

The choice of microemulsion system for this diffusion study was made in such a
way that the diffusion theory cou.d be tested under differin g conditions of bulk
composition gradients. In this work, a nonionic surfactant microemulsion system is
modeled so that predictions of the diffusion theory can be examined under conditions
where bulk concentration and microstructure gradients exist but where the gradient of
electrical potential is everywhere zero. Subsequent results will present the modeling and
experiments performed on an ionic surfactant system where both concentration and
electrostatic gradients exist.

The nonionic microemulsion system studied is CO-850-water-benzene-phenol
where CO-850 is a blend of polyethoxylated nonylphenols manufactured by GAF with an
average ethylene oxide chain length of 20. Benzene obtained from Fisher Scientific and
phenol from MCB Reagents were each of 99% purity and used as received. A clear single
phase region is located at the water-rich end of the phase diagram for the CO-850-water-
benzene-phenol system. The fourth component phenol is not essential in creating a stable
single-phase microemulsion but rather has been chosen as an additive to this system to
demonstrate the existence of countergradient diffusion. More will be said about this in the
next section. The solubility of phenol in the CO-850-water-benzene microemulsion was
determined by selecting a number of three component solutions within the single-phase
region and titrating them with phenol. The solutions were agitated after each addition of
phenol, and the solubility was determined by visual inspection in a 25°C temperature bath.
All of the microemulsions tested had phenol solubility of greater than 1.0 wt% which is a
high enough concentration for the purposes of this study.

The experiments reported here contact microemulsions dilute in the volume fraction
of the dispersed phase (those solutions closest to the water vertex of the phase diagram)
with solutions having a high composition of dispersed phase (those farthest from the water
vertex but still in the clear region). Tracer self-diffusion measurements on the dilute
microemulsion systems strongly suggest that the microstructure in this region is in the form
of droplets in a water-continuous phase. Therefore, a dilute microemulsion was chosen to
be the capillary solution while concentrated microemulsions of varying phenol content were
assigned as the bulk solution in experiments.
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The experimental conditions were chosen such that the phenol content of the
capillary solution was held constant at 0.5 wt% while its concentration in the bulk was
assigned values ranging from 0.1 to 1.0 wt%. In order to numerically simulate the
diffusion experiment under these conditions, we required the following kinds of input
parameters: molecular self-diffusion data for water and phenol in water solvent; the micelle
or droplet diffusion coefficient for the capillary solution; partition coefficients for water,
phenol, and benzene in the capillary solution to describe their dynamic equilibrium between
the continuous and droplet phases; the concentrations of water, phenol, and benzene in the
capillary and bulk solutions; and the dispersed phase volume fractions in the initial capillary
and bulk solutions. The self-diffusion coefficient of water is 2.22 x 10™ cmz/sec (Mills,
1971) while the tracer diffusion coefficient of phenol in water with CO-850 present below
the CMC, measured by the Taylor dispersion technique (Taylor, 1953) is 8.2 x 107
cm /sec The micellar d1ffu51on coefﬁc1ent of the capillary solution, also determined by
this method, is 1.25 x 10 cm /sec Partitioning of each component between the
continuous and droplet phases can be expressed by the dimensional partition factor Bi

(7

oo

pd's

Biz

Water is found entirely in the continuous phase so that B is equal to zero. Since
hydrophobic benzene i 1s solubilized almost completely 1n51de the micelle cores, Bb was
assigned a value of 108 for the simulations. Though this value seems arbitrary, in fact our
simulations show that if Bb is given values as large as 10%0 , it has no effect on the
predicted diffusion of benzene. Phenol, on the other hand, partitions between the aqueous
and droplet phases (Kandori et al., J. Colloid Interface Sci., 1989; Kandori et al., J. Phys.
Chem., 1989). B _ was determined from tracer diffusion measurements by a procedure
given in Kandori et al. (J. Colloid Interface Sci., 1989) and its value is equal to 58.76.
The concentrations of water and benzene in the capillary solution are 94.53 and 0.5 wt%,
respectively, while the initial dispersed phase volume fraction is 0.046. The bulk solution
concentrations of water and benzene are approximately 75.0 and 6.25 wt%, respectively,
while the bulk dispersed phase volume fraction is approximately 0.241. (The exact values
depend on phenol concentration in the bulk solution which is the main variable for the
experiment.) With all this information in hand, modeling of the open capillary experiment
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could proceed. It should be emphasized that there are no adjustable parameters used in the
calculations.

Results

Phenol Diffusion Results '

Six separate experimental runs were performed. The initial capillary and bulk
solution compositions of phenol, along with the resulting phenol capillary concentrations
determined from theory and experiment at 16.25 hours, are shown in Table 1. Both sets of
results show a similar decreasing trend in final capillary concentration of phenol as the
phenol content of the bulk solution is lowered. In Run #1, both theory and experiment
show that phenol concentration rises in the capillary when it is contacted with 1.0% phenol
microemulsion in the bulk. Runs #5 and #6 show that phenol concentration decays inside
the capillary tube when contacted with microemulsions of lower phenol content in the bulk.
For each of these runs, phenol diffusion is occurring in the direction of the concentration
gradient, as would be expected for simple liquids. However, the experimental data for
Runs #2, #3, and #4 reveal that during the period of measurement phenol concentration
decreases in the capillary tube despite the fact that the bulk solutions are more concentrated
in phenol. Phenol diffusion in these runs is occurring against the concentration gradient.
The results obtained from the theory also prédict this countergradiént diffusion of phenol
for Runs #3 and #4.

These same results for phenol are plotted in Fig. 2 as normalized phenol
concentration in the capillary tube as a function of bulk phenol concentration. The
countergradient results are found for values of normalized concentration greater than unity.
The discontinuity in normalized concentration of phenol shown in this plot occurs when the
bulk concentration of phenol closely approaches that initially present in the capillary,
0.0532 M, which makes normalized concentration tend toward positive or negative infinity.
These results show a very good agreement between theory and experiment which is
significant, considering the surprising nature of the phenol diffusion behavior. .

Figure 3 shows simulated phenol concentration profiles within the capillary tube at
various times based on the conditions of Run #3 which corresponds to the curve for 16.25
hours. The node at the extreme right is positioned at the open end of the tube, and its value
is equal to the bulk solution concentration of phenol, 0.063 M or 0.6%, at all times. The
remaining points inside the tube are initially at the same concentration of 0.0532 M and then
change as a function of time. What occurs during the course of the experiment, according

to this simulation, is quite remarkable. A well or minimum of phenol concentration
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develops within the tube near the open-end. As the experiment proceeds, this well moves
toward the middle of the tube and begins to broaden as the curves for 16.25 and 69.4 hours
illustrate. With further passage of time, the minimum in the center of the tube begins to
disappear and the curves for 111.1, 166.7, and 278.8 hours indicate that phenol
concentration falls near the closed end of the tube. During these intermediate times, phenol
is being depleted near the closed end while its concentration is building up near the open-
end. Ultimately, at very long times, the phenol concentration in the capillary tube will
become equal to its concentration in the bulk solution. The existence of a concentration
minimum at the earlier times implies that two opposing mechanisms of phenol diffusion are
occurring in this system, and we shall discuss these in more detail in a later section.

Water and Benzene Diffusion Results

The normalized capillary concentrations determined for water and benzene are
shown in Figs. 4 and 5 as a function of bulk phenol composition. All normalized
concentrations in these plots are found to.be less than unity. The results for these
components (especially benzene) seem to show an even closer agreement between theory
and experiment than that of the phenol case. This agreement is significant in light of the
fact that the microemulsions contacted in diffusion experiments contain large concentration
gradients of water and benzene.

The nature of benzene and surfactant diffusion (which are associated primarily with
droplets) in microemulsions is illustrated by Fig. 6 which shows droplet volume fractions
as a function of position in the tube for various times. By contrast with the phenol results,
the droplet composition of the microemulsion in the capillary tube increases monotonically
with position and time as that solution is contacted with one in the bulk having a much
higher composition of dispersed phase (benzene and surfactant).

Di . |
In considering the CO-850 microemulsion system results in Table 1 for average
phenol concentrations remaining in the capillary, for every run the experimental data are
slightly lower than the values predicted by the theory of diffusion. Because this difference
is nearly the same in each case, we set out to determine whether there were factors in the
theoretical simulations or in the experimental method that could eliminate some or all of the
discrepancy. As for the theory, additional simulations showed that none of these
parameters could be varied, either individually or as a group, in such a way that the
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theoretical predictions of phenol concentration could be lowered for all six runs and
brought closer to experimental values. After all data were obtained, a small error in the
experimental procedure was discovered; the correction of this error will raise experimental
values 1 to 2% and improve the agreement with the theoretical results.

The countergradient resuits observed for phenol in the CO-850 microemulsion
system are a most interesting phenomenon, and an explanation for them shall now be
considered. In the case of the experimental data, the results reported for each run are the
average of two or more separate experiments. The possibility that these counterintuitive
results arise from experimental error has been considered. The correction of the error
discussed in the preceding paragraph would raise all experimental values for average
phenol concentrations slightly. While this would reduce the countergradient effect
observed in the CO-850 system experiments in Runs #2, #3, and #4 of Table 1, it would
not eliminate it. The magnitude of the countergradient results for phenol in Runs #2, #3,
and #4 lies outside the variance for the experiment reported earlier in this paper.
Furthermore, the experimental data in all six runs follow a systematic trend which agrees
with the trend of results obtained from the theory. This diffusion theory also predicts
countergradient results for phenol in two of the runs. In light of this, our experimental
findings cannot be considered as artifacts.

The theory of diffusion was tested in numerical simulations in order to determine
which input parameters have the greatest effect in producing novel results like those found
in this study. It was found that the molecular diffusion coefficient Dif , the droplet diffusion
coefficient Dm, and partition factor Bi are what distinguish the diffusion behavior of phenol
in these systems from that of water and benzene. For example, when the molecular
diffusion coefficient and partition factor are each varied in simulations of the nonionic
system while holding all other parameters constant, we found that values of Dif/Dm greater
than 6.4 and ﬁi ranging from 5 to 70 lead to countergradient diffusion for component i.
Both of these conditions are met by phenol for the capillary solution chosen in the CO-850
microemulsion system but not by any of the other components.

Equation (1) shows that two coupled diffusion rates contribute to the total flux.
Diffusion can occur according to molecular motion in the continuous phase and also as part
of the slower Brownian droplets. The partition factor couples these two mechanisms and
determines which will predominate. Phenol is found in both locations and thus has two
mechanisms of diffusion occurring simultaneously. How this can explain-countergradient
diffusion behavior is illustrated in Fig. 7. In these plots, the capillary concentration profile
for phenol located in the continuous phase, along with the profile of the volume fraction of
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droplets, are shown here for the time 16.25 hours. That portion of phenol residing in the
continuous phase is diffusing out of the capillary tube while droplets are diffusing into the
tube and carrying solubilized phenol with them. Because of the particular conditions which
were selected for this experiment, these two mechanisms of diffusion are opposing one
another, causing a minimum in total phenol concentration. Because the nature of droplet
diffusion is slow relative to that in the continuous phase, the latter mechanism has a
stronger influence on the mobility of phenol which is directed from the capillary toward the
bulk solution. Continuous phase diffusion of phenol overcomes the effect of solubilized
phenol diffusing from the bulk solution into the capillary. Thus, these competing
mechanisms lead to a net diffusion behavior which is countergradient. If droplet diffusion
rates are accelerated, then it may be possible to observe a maximum in the capillary tube
rather than a minimum.

Conclusions

Nonequilibrium diffusion has been studied in nonionic surfactant microemulsions
using the open-ended capillary experiment, and the theory of diffusion has been found to
represent well the concentration profiles of water, benzene, and phenol for systems which
have a droplet morphology. Gradients in concentration of each component as well as
solution microstructure were present in these experiments, and the model clearly
distinguishes the quantitative features of diffusion for each component. In particular, the
theory is able to predict countergradient diffusion behavior for components which partition
between continuous and droplet phases, and this was verified in experiments by using
phenol as the partitioning additive. The open capillary experiment is shown in this study to
be extremely appropriate and useful for studying nonequilibrium diffusion behavior of
microstructured solutiohs, whereas in the past its use was largely confined to equilibrium
tracer diffusion studies.

A note of caution is appropriate, however. A careless interpretation of the
countergradient results obtained for phenol will lead to a pitfall. If one used the analytical
solution to the open capillary problem, he would calculate for phenol a negative-valued
effective diffusion coefficient, a nonphysical result. Clearly, in order to adequately
describe diffusion in microemulsions under nonequilibrium conditions, it is not sufficient
to consider only concentration differences of a component in a diffusion couple.
Knowledge of microstructure and electrostatic gradients as well as conceniration gradients
is a requirement for modeling diffusion in these systems.
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Alcohol Partitioning

Introduction

Alcohols are frequently used as cosolvents in preparing microemulsions for use as
enhanced oil recovery agents. These partition between the aqueous, oil, and interfacial
layers. The interfacial concentration of alcohol is the crucial quantity since it is this
concentration which modifies the phase behavior. A few investigations of alcohol
partitioning have been reported, but these are in the temperature range of 25 to 30°C. Since
Teservoir temperatures may be elevated, the influence of temperature on alcohol partitioning
may be important.

Experiments

The effect of the addition of n-butanol on the micellization of
dodecyltrimethylammonium bromide (DDTAB) at elevated temperatures was investigated
by measurements of the tracer diffusion coefficients. The extent of alcohol partitioning into
the micelles and its effect on micellar sizes were calculated from the diffusion coefficients.

Using the Taylor dispersion technique, the diffusion coefficients of n-butanol and
n-hexadecane were determined as functions of temperature and n-butanol molality.
Hexadecane, being only sparingly soluble in water, mostly resided within the DDTAB
micelles and had the same diffusion coefficient as the micelles.

The diffusion coefficients of hexadecane in 0.1 molal of aqueous DDTAB solutions
are shown in Fig. 8. They increase slightly with n-butanol molality at both 50 and 75°C,
which indicates a small reduction of micellar size with the addition of n-butanol. At 100°C,
the diffusion coefficient has a maximum, implying a minimum in the micellar size. The
diffusion coefficient of n-butanol was shown in Fi g. 9 and found to decrease with
increasing n-butanol molality. .

Assuming that the CMC of DDTAB was small compared with the overall molality
of DDTAB so that all DDTAB molecules exist as micelles, the n-butanol-to-DDTAB mole
ratios in the micelles were calculated and shown in Fig. 10 as functions of n-butanol
molality in the continuous bulk phase. The partitioning of n-butanol into micelles increases
with the n-butanol molality in the continuous phase and decreases with temperature.

Conclusions
As the extent of alcohol partitioning increases and the n-butanol-to-DDTAB ratio is
as high as 2.5 at a high n-butanol molality, the micellar sizes of DDTAB at both 50 and
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75°C reduce only slightly. We conclude that some of the surfactant molecules in a micelle
are actually replaced by alcohol molecules, which are shorter chain molecules compared to
the DDTAB molecule and have different hydrophobic-hydrophilic behavior.

The partitioning and size variations will be compared with CMC data available in
the literature so as to elucidate the effect of alcohol and temperature on micellization.
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Nomenclature

C}mlk = concentration of component i in bulk solution

Cicap = concentration of component i in capillary solution

cd = concentration of component i in microemulsion droplets

Cf = concentration of component i in the continuous phase of a microemulsion
C. = total concentration of component i in a solution or microemulsion
Di} = molecular diffusion coefficient of component i

Dm = micelle or droplet diffusion coefficient

J = flux of dispersed phase in a microemulsion

Jci1~ = total flux of component i in a microemulsion

k = Boltzmann's constant

M = moles/liter

T = temperature

Z = valence of component i

VA = net valence of micelle or droplet ‘

q)g%lk = dispersed phase volume fraction in the bulk solution

q)(ciap = dispersed phase volume fraction in the capillary solution

0 d = droplet or dispersed phase volume fraction

\g = electrical potential
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Table 1. Open Capillary Simulation and Experimental Results of Phenol
Concentrations for CO-850-Water-Benzene-Phenol System.

Inidal Conditdons ~ Results
[Phenol] (Time = 16.25 hrs.)
[Phenol]
Run Bulk Capillary Theory | Experiment

(wt%) (wt%) (wt%) (wt%)
1 1.0 0.5 0.543 0.520
2 0.75 0.5 0.515 0.485
3 0.6 0.5 0.498 0.481
4 0.52 0.5 0.489 0.478
5 0.25 0.5 : 0.461 0.437
6 0.1 0.5 0.445 0.426




10

Schematic of open capillary experimental apparatus
Normalized phenol concentration remaining in capillary at 16.25 hours as a
functon of bulk phenol concentration

Simulated phenol concentration profiles within capillary for various times,

based on conditions of Run #3

Normalized water concentration remaining in capillary at 16.25 hours as a
function of bulk phenol concentration

Normalized benzene concentration remaining in capillary at 16.25 hours as a
function of bulk phenol concentration

Simulated droplet volume fraction profiles within capillary for various times
Two competing mechanisms of phenol diffusion. Free diffusion in the
continuous phase and solubilized phenol diffusing with Brownian droplete

The diffusion coefficients of n-hexadecane as functions of overall n-butanol
molality at 50, 75, and 100°C

The diffusion coefficients of n-butanol as functions of overall n-butanol
molality at 50, 75, and 100°C

The n-butanol to DDTAB mole ratios in micelles as functions of n-butanol
molality in the continuous phase at 50, 75, and 100°C
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 Figure 3.  Simulated phenol concentration protiles within capillary
for various times, based on conditions of Run #3.
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Subtask 3b — Thin Film Stability

Thin Films

Introduction

It is known that the presence of stable films is needed to permit the formation of
foam lamella within a porous medium. The stability of thin aqueous films is therefore
thought to be one of the crucial features governing mobility control by foam. It is the
purpose of this study to gain an understanding of factors that determine the stability of thin
liquid films on solid substrates, particularly of systems containing surface-active chemicals.

A microcell assembly designed to capture a single thin liquid film on a solid
substrate at a known applied pressure has been constructed. The film thicknesses of
n-tetradecane on a borosilicate glass surface at various disjoining pressures have been
measured, and the results compared well with reported values in the literature. After some
initial difficulty, stable films of aqueous electrolyte solutions have been formed and the
disjoining pressures measured as a function of the film thickness. Furthermore, the
~ possibility of the influence of the lateral film size on its stability is also being investigated.

Experimental

Our schematic of the microcell assembly is shown in Fig. 1. A fritted glass disc
with pore sizes ranging from 10 to 15 microns and with a circular opening at its center is
used as a "one-way valve," allowing the free passage of the wetting phase but not the
nonwetting phase. Porous discs with circular openings of both 1 and 2 mm diameter are -
used. The solid substrate and the fritted glass disc are enclosed in a Plexiglas cylindrical
casing. A polyethylene tube connects the microcell to a manometer used to manipulate the
film pressure. A Rudolph AutoEL II ellipsometer is used to measure the thickness of the
thin films.

A high optical quality borosilicate crown glass (BK-7/A) made by Oriel is used as
the solid substrate. Its surface is flat to within 1/20 of the wave length of sodium and has a
40-t0-20 research grade optical finish. The glass substrate was cleaned with a mixture of
nitric acid and ethanol in an ultrasonic bath and then rinsed with a large quantity of distilled-
deionized water before use. The rest of the assembly was cleaned with a mild detergent
solution and then rinsed three times with distilled-deionized water in an ultrasonic bath. All
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the solutions used in the experiments were filtered with a Type FH Millipore filter with a
rated pore size of 0.5 microns.

The circular opening in the center of the fritted disc is initially filled with a wetting
phase and then displaced by a nonwetting phase (air in most cases). The wetting phase
drains through the pores of the fritted disc, leaving behind a layer of thin film adhering to
the solid substrate. The pressure of the film phase relative to that of the nonwettin g phase
is controlled by the liquid level in the manometer. This procedure allows the direct
measurement of the disjoining pressure. A minimum time of 1.5 hours was allowed for
the film to reach equilibrium after each pressure adjustment.

Result | di .

The equilibrium film thickness of 1 x 10‘44M KBr,1x1 03 M KBr,and 1 x 104
M KCl aqueous solutions on a borosilicate glass surface was measured as a function of the
disjoining pressure at room temperature. The measurements were carried out using two
different sizes of the fritted glass disc opening, 1 and 2 mm in diameter.

The typical air-solution interfacial profiles are shown in Figs. 2 and 3 for the disc
opening diameters of 1 and 2 mm, respectively. The air-solution interfacial profile at each
disjoining pressure is almost symmetric, with a minimum thickness at the center of the
_ profile. The interfacial curvature is generally large at small disjoining pressures but
becomes progressively smaller with an increase in the disjoining pressure. The central part
of the film becomes almost flat at high disjoining pressures. The minimum film thickness
decreases with an increase in the disjoining pressure as predicted by the DLVO theory.

The laser beam in the ellipsometer illuminates a cross section on the film surface of
25 by 75 microns. The normal spacing between thickness méasurements along a proﬁle is
about 125 microns. Consequently, the detection of the interfacial curvature is not an
artifact due to the finite laser beam size. The presence of a finite air-solution interfacial
curvature implies that the disjoining pressure is not constant along the central portion of the
thin film. This point seems to have been missed by previous investigators, who have
assumed that the disjoining pressure is constant near the center. Since the abscissa in
Figs. 2 and 3 is in microns whereas the ordinate is in angstroms, the actual interfacial
curvature is much smaller than the apparent curvature shown. For a typical interfacial
profile, the film thickness changes by about 100 angstroms over a length of 250 microns,
which translates into an angle of inclination of only 0.002°. However, the variation of
thickness over the length of the film is unmistakable.
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To reconcile the presence of thickness variations over the film length, we calculated
the film thlcknesses in the transition region based on the augmented Laplace equation with
the assumptlon of a constant air-solution interfacial tension. Our preliminary results
indicate that the thickness variations do not correspond to the transition region described by
the augmented Laplace equation. The modified Laplace equation predicts that the film
should be flat over the greater portion of the opening and should not vary as revealed by the
measurements. We are continuing to investigate the cause of this discrepancy.

The relationship between the equilibrium film thickness and the disjoining pressure
is depicted in Figs. 4 to 9. The minimum film thickness of each interfacial profile is shown
in these figures as the equilibrium film thickness, whereas the disjoining pressure is
derived assuming that the air-solution interface near the region of minimum thickness is
planar. The disjoining pressure is expressed in centimeters of the film phase.

The disjoining pressure-thickness isotherms for 1 x 10* M KBrand 1 x 103 M
KBr solutions measured in a 1 mm diameter fritted disc opening are shown in Fig. 4. The
experiments are reproducible. The equilibrium film thickness at a given electrolyte
concentration decreases monotonlcally with an increase of the disjoining pressure. The
film thickness for 1 x 104 M KBr solutions at low disjoining pressure is twice that of
1x103M KBr solutions. This behavior is in qualitative agreement with the fact that,
when the ionic strength of the solution is increased, the thickness of the electrical double
layer is reduced, and the film stabilizing effect due to the overlapping of the electrical
double layer will become effective at a smaller separation between the air-solution and
solution-substrate interfaces. The difference in the equilibrium thicknesses at the two
concentrations becomes smaller at higher dlsjommg pressure, and they both fall in the
range of 150 to 200 angstroms at the pressure of 20 to 40 cm of the film phase.

The same experiments were repeated using a fritted disc with a 2 mm diameter
opening. The isotherms are shown in Fig. 5. The difference between the isotherms of the
two KBr concentrations seen in Fig. 4 is no longer observed except for the two points at
750 to 800 angstroms for 1 x 10% M KBr. A consistent trend is that films that are thicker
tend to be more sensitive to the diameter of the circular opening and, when the opening is -
as large as 2 mm, only very thick films deviate from those in the 1 mm opening. These
deviations occur at very small disjoining pressures and may be less reliable than values for
films that are thinner.

The effect of the size of the fritted disc opening, or rather the lateral-film dimension,
can be seen easily in Fig. 6. The isotherms measured in a 1 mm diameter opening,
represented by the solid symbols, are clearly different from those measured in a 2 mm
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diameter opening, represented by the open symbols. However, the effect of the lateral film
dimension for 1 x 10> M KBr either diminishes or becomes too small to be detected within
our experimental accuracy, as depicted in Fig. 7. We do not yet have an explanation of*
why the lateral film dimension has an apparent effect on the equilibrium film thickness.

The isotherms of 1 x 10 M KBrand 1 x 10 M KCl in 1 and 2 mm openings are
compared in Figs. 8 and 9, respectively. The isotherms of the two different electrolytes at -
a given concentration are identical within experimental accuracies, except for the two points
at 750 to 800 angstroms in Fig. 9. This observation implies that the disjoining pressure-
thickness isotherms for simple electrolytes may not be chemical specific.

Foams for Mobility Control Stability of Liquid Collars at Pore Throats

Introduction

The mechanism by which foam forms in porous media is now thought to be due to
snap-off at pore throats which is often calculated assuming the geometry of the liquid film
at the pore throat precisely corresponds to the geometry of the pore throat. This effectively
neglects the thickness of the liquid collar. This method of calculation is called the Roof
criterion (Roof, 1970). This can, however, be a very poor approximation and furthermore
does not take into account the contact angle. We have been studying the stability of
equilibrium interface shapes resulting from the interaction of two immiscible fluid phases
with a solid to improve the approximation now used for predicting snap-off. This involves
minimizing the free energy

dF = (Pl3 -P AV + YaBdAaB ~ Yop €08 0 dAaY ¢))

of a three-phase system where the a-phase is the wetting fluid, the B-phase is the
nonwetting fluid, and the y-phase is the solid. The contact angle is 0 and the interfacial
tension is Yop: Requiring the first variation of the free energy, dF, to vanish implies that
the equilibrium interface shapes must satisfy the Laplace and Young equations.

When the solid is restricted to surfaces with axial symmetry, the solutions to the
Laplace equation must also have axial symmetry. The meridional curves for these surfaccs
are unduloids and nodoids:

\/1 - sin2¢ sin2y
,H =
y(y,¢,H) H( + cos 0) (2a)
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where H is the absolute value of the mean curvature, v is the curve parameter, and ¢ and D
are integration constants. The functions F(y,sin ¢) and E(y,sin ¢) are Legendre's
incomplete elliptic integrals of the first and second kind. The curves are unduloids for ¢ in
the interval (0,7/2) and nodoids for ¢ in the interval (n/2,x).

The analysis of the interface shapes proceeds in two steps: (1) find the equilibrium
interface shapes and (2) test for their stability. The equilibrium interface shapes are found
for a given solid shape by requiring the interface to contact the solid with a specified contact
angle. The meridional curve for the solid is presumed to be

A Tréﬂ |
= 5 |[(8+1 5-1 =
g(x) 3 l:( +1) +( )Cos[x 3)

When the boundary conditions are solvcd, the result is the endpoint of a segment of an
equilibrium curve. Three typical solutions are shown in Fig. 10 for a contact angle of 6 =
0° and a solid with parameters A = 1, u = 1, and § = 0.1. The solid y-phase is above the

. solid meridion, and the wetting o-phase is in the region below the solid meridion and

above the interface meridians. The meridians are revolved around the X-axis to generate the
surfaces. As the volume of the a-phase increases, the o, - Brinterface pésses through the
shapes whose boundary points are denoted by c, b, and a. At the boundary point a, the
interface is no longer stable and snap-off of the a-phase begins. In Fig. 11, the mean
curvature versus the wetting phase saturation is shown. As the capillary pressure
decreases, the o - B interface passes through points c, b, and a and then snap-off begins.
The Roof snap-off criterion is shown for comparison with the point a.

It would be convenient if a series of boundary condition solutions could be
characterized by the endpoints rather than the series of equilibrium segments. We have
developed two complementary methods for representing the endpoints: (1) the phase space
plot and (2) the arc length plot. It turns out that the phase configuration of a particular
equilibrium interface with respect to the solid can also be characterized by examining only
the contact point. The configuration test presented here indicates whether a given interface
is inside or outside of the solid and whether the interface bounds the wetting o-phase or the
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nonwetting B-phase. Finally, the stability test for a given equilibrium interface shape is
given.

Phase space plot

This method of plotting the boundary points is derived from the phase space of the
Hamiltonian form of the free energy. It involves plotting cos ¢ versus y*(y,¢) =
\/ 1 + sin2¢ sin?y for each endpoint (y,f) as shown in Fig. 12. As a given unduloid or
‘nodoid is traversed, a point W on the curve oscillates along a line of constant ¢ between the

minimum amplitude y* = cos ¢ and the maximum amplitude y* = 1.

For example, for ¢ = 90°, the curve is a series of semicircles with cusps on the
x-axis. This equilibrium curve shows up on Fig. 12 as the line cos ¢ = 0 with minimum
amplitude 0 and maximum amplitude 1. If the endpoint happens to be y* = 0.5, then the
portion of the y* axis to the right of the endpoint corresponds to the circular segments
tangent to y* = 1 and the portion to the left corresponds to the circular segments with cusps
aty* =0.

Arc length plot

The second plot is derived from the arc length. The change in arc length, s, is
proportional to the change in

Hds = dy )

If the unit of arc length is one-half of a wavelength, then the function

H(s-s
T

2

<

V-VYoym svm)

P*(y) = (5)

(ST

is a measure of the distance of the point y from the symmetry point Yeym: For the curves
in Eq. (2) we define the symmetry points as

(6)

0, symmetry about a maximum
Wsym = {

T .
5> Symmetry about a minimum
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Clearly then, as a given unduloid or nodoid is traversed for 1/2 of a wavelength on either
side of a symmetry point, P* varies from -1 to 1 along a line of constant ¢. Figure 13
shows this plot for the same data as shown in Fig. 12.

Confi . I

- We need to know if a given boundary condition solution refers to an interface
which is inside or outside of the solid and whether the interface bounds the wetting
o-phase or the nonwetting B-phase. The four basic configurations are shown in Fig. 14.
The meridional curves for the interface and solid are denoted by f and g. The x-axis is the
axis of revolution.

The problem is approached by first defining a local coordinate system v, and vy
relative to g at the boundary point. vy is the "outward" pointing normal of g and v, is the
tangent pointing towards the symmetry point of the solid. Next, a local coordinate Wy Wy
is defined relative to f at the boundary point. The tangent vector, W, is defined to point
towards the symmetry point of f. The normal vector W points from the B-phase to the
o-phase. The angle 6 between W, and v x is the crucial quantity for this test. It turns out

that in Vo vy coordinates,

cos® = sign(-x)sign(\ySym - \y) { X -yg } (7a)

Vi+g2Vx2+y2

sin® = sign(vsym-w{ XE LY } (7b)
V1 +g2Vx24y?

where the sign function is either +1 or -1, depending on the sign of its argument. The
primes denote differentiation with respect to y for x(y), y(y) and with respect to x for

g(x).

The tests for inside/outside and a-bound/B-bound now become apparent. If
sin 8 > 0, then the interface is outside and if sin 8 < 0, the interface is inside. If
cos 6 > 0, then the a-phase is bound and if cos 6 < 0, then the B-phase is bound.

The relationship between the phase normal Wy which points from the B-phase to
the o-phase, and the outward normal is crucial for determining the correct sign of the
capillary pressure, 2YaBH = PB - P,. If the outward normal of Eq. (2) is defined as
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-y o+ x'j
n _ y J

= 8)
VX'2+ y'2 (

and the mean curvature is

_ X'y” - x"yi x'
2H = Q{ 232t } 9

) : '
x“+y y‘,x 2, y 2
where
+1, outward normal
Q = -1, inward normal (10

The function Q can be computed from

Q = nZWy = -sign(sin O cos G)sign(-x)sign(wsym - \1!) an

1 i ili

The discussion up to this point is focused on properties of equilibrium interface
shapes. The central question in our investigations is the stability of these shapes. Whereas
equilibrium interface shapes occur when the first variation, dF, of the free energy vanishes,
stability of an eqﬂilibriurn shape requires that the second variation, d°F, be positive.

Theorems from the calculus of variations show that an equilibrium interface shape
with endpoints varying along a solid is stable if it satisfies Legendre's condition and an
analogue to Jacobi's condition. Legendre's condition implies a stable shape: (1) may not
contact the x-axis and (2) may not contain vertical tangents. The analogue to Jacobi's
condition for variable endpoints implies that an equilibrium interface shape satisfying the
boundary conditions and Legendre's condition is stable if it contains no focal points of the
solid. This means that the function

x¢ Xp X 0 0

L4
Yo 0 Yy 0 0
Dy) = det| X4 ZX4p 0 Xay -1 (12)

Yao 0 0 Yay “8ax
Ta¢ TaD 0 T T
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has no zeros for y between the endpoints of the equilibrium interface. The functions X, Y,
and g are given by Egs. (2) and (3). The function T is the transversality condition

_ 2 2 2 B _
T(y,0.H,D,x,0) = cos 0 4 /xw+ yW '\/1 + g5 xw ngx = 0 @13

The subscripts ¢, D, y, and x refer to differentiation with respect to those variables. The

subscript a means the function is evaluated at the boundary point.

Conclusijons

Extensive calculations based on different pore geometries and contact angles have
been completed and the results are being catalogued. Important are the saturations in a
single pore as a function of the capillary pressure. There are also two important points of
instability and both are shown in Figs. 10 and 11. At high capillary pressure the saturation
is small and the liquid collar is simply a thin wetting film. As the capillary pressure is
decreased, the collar increases in thickness and at some point growth is spontaneous. The
liquid collar then progresses through a sequence of shapes corresponding to a progression
of increasing capillary pressures until it arrives at a state unstable to volume.conserving
perturbations. This is denoted in Fig. 1 as the limiting stable surface. It is at this point that
' snap—off occurs. This analysis assumes that liquid flow into pore throats is restricted and
the configuration of the liquid collar even though growing is dominated by capillary forces,
If this approximation is valid, then our analysis provides a measure of the rate of lamella
formation at a pore generating site. : :

Roof, J.G.: "Snap-Off of Oil Droplets in Water-Wet Pores," Soc. Pet. Eng. J. (1970) 10,
No. 1, 85.

Nomenclature

A B = interfacial area

A ay = wetted area

D = integration constant of Eq. (2) ;

E(y,sin ¢) = Legendre incomplete elliptic integral of the second kind

f = merndional curve of the interface

F(y,sin ¢) = Legendre incomplete elliptic integral of the first kind
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free energy

meridional curve of the solid

mean curvature

the outward normal of Eq. (2)
normalized arc length

bulk a-phase pressure

bulk B-phase pressure

arc length

transversality condition

the tangent to g at a boundary point

the outward normal to g at a boundary point
o-phase volume

the tangent to f at a boundary point

the phase oriented normal to f at a boundary point
normalized radial coordinate of Eq. (2)
interfacial tension

solid surface parameter

contact angle

solid surface parameter

solid surface parameter

integration constant of Eq. (2)

curve parameter of Eq. (2)

Y at a maximum or minimum of Eq. (2)

= the orientation function for the normal of Eq. (2)
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Subtask 3¢ - Wettability and Adsorption

A New Model of Ionic Surfactant Adsorption at the Metal Oxide/Aqueous
Solution Interface

Introduction

'I"he modeling of surfactant adsorption at the solid/solution interface has progressed
from a simple Stern-Grahame approach, which is only successful in describing extremely
low surface coverages, to complicated models which incorporate many of the important
factors which influence surfactant adsorption. Thus far, however, no model exists which
links an adsorption isotherm with a quantitative description of the influence of the
surfactant itself on the structure of the electrical double layer (EDL) at the solid/solution
interface. The two simply cannot be treated as independent of one another; but until now,
this has been the case. |

The new model of surfactant adsorption presented here provides a means to
calculate the influence of ionic surfactant adsorption on the EDL, and conversely, the
influence of the EDL on the adsorption of the surfactant. The quantitative effects of such
factors as as pH, ionic strength, and temperature, surface chemistry of the substrate, and
_ surfactant concentration and structure are all accounted for in this approach. While it is still
far from being all-encompassing, this model promotes a clearer understanding of the
complex relationship among the multitude of factors which ultimately dictate the adsorption
behavior of surfactant under a given set of conditions at the metal oxide/aqueous solution
interface.

d | J WILNROWNLE s Qa d i)}

The basis of the model of surfactant adsorption presented here is the complexation
site-binding model (CSBM), which has been widely accepted as a suitable description of
the electrical double layer at the metal oxide/aqueous solution interface. The CSBM treats ‘
amphoteric sites on the surface as if they were chemical species in solution, "reacting”, or
complexing, with potential-determining and indifferent electrolyte ions subject to intrinsic
equilibrium constants (Yates, 1975; Davis et al., 1978).

These constants are used in conjunction with the GCSG model of the EDL
(Grahame, 1947) to describe the behavior of the interface in aqueous solution. The EDL is
modeled as three planes separated by layers of constant capacitance: (1) the surface (o)
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plane, where potential-determining ions are adsorbed; (2) the inner Helmholtz (b) plane
(IHP) where complexed ions are adsorbed; and (3) the outer Helmholtz (d) plane (OHP)
where the diffuse layer begins.

The intrinsic equilibrium constants are estimated from potentiometric titration data.
The total number of ionizable sites is experimentally accessible through a variety of
techniques and may also be estimated from the crystal lattice struciure. The value of the
outer layer capacitance is taken to be a constant whose value derives from studies on
mercury and reversible electrodes. The inner layer capacitance is related to the dielectric
constant of the inner layer as well as the distance of closest approach of the specifically
adsorbed ions at the IHP. These values are not experiméntally accessible, so this is an
adjustable parameter in the model.

Knowledge of the equilibrium constants, the total number of ionizable sites, and the
values of the integral capacitances of the two layers permits simultaneous solution of the -
model equation to yield values of charge densities and potentials at all three planes as a
function of pH and électrolyte concentration. The distribution of various surface species is
also calculated. The potential at the diffuse layer is assumed to be the same value measured
in electrokinetic experiments. For a particular metal oxide/background electrolyte system,
these parameters are taken to uniquely define the state of the EDL.

To account for the adsorption of surfactant, the CSBM has been extended. A
description of the four modes of adsorption which occur according to the new model
follows.

Adsorption Mode I: complexation of a charged surfactant ion

The first mode of adsorption proposed in the new model is simply the complexation
of a negatively charged surfactant ion with a positively charged site on the surface. This
reaction is analogous to that of the complexatlon of an anion with a posmvc M()H2 site
(Yates, 1975; Davis et al., 1978).

int™
KS

MOH;S" « MOH’ +Hp + S, | | (1)
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where [MOH;S'] = concentration of positively charged sites complexed with negative
surfactant ions. '

As in the case of anion complexation, the interaction energy comprises both an
electrostatic contribution, which derives from the Coulombic force operating at the IHP on
the charged head group, and a chemical contribution, which characterizes the affinity of the
head group for the surface. Unlike the anion, however, the surfactant ion also possesses a
distinctive characteristic: the hydrophobic moiety. The extra contribution made to the
overall adsorption energy by the hydrophobic effect must also be accounted for.

First proposed by Cases “et al. (1976) and later used by Scamehorn et al. ( 1982) is
the concept of a coverage-dependent lateral interaction energy to account for the
hydrophobic effect in surfactant adsorption. This idea will be adopted here. Lateral
interactions between the hydrocarbon tails of the surfactant ions adsorbing at the IHP are
incorporated in the expression for the equilibrium among the different species through an
additional term which depends on the level of fractional surface coverage, designated by q.
As surface coverage increases, this term increases in value and adsorption is favored even
~ more.

It has been shown that the free energy of adsorption at the IHP of a surfactant
monomer is given by (Harwell et al., 1985)

AGy, = ze¥y +mo 3)

where @ = lateral interaction energy per methyl group, m, = total number of methyl groups
which are removed from the bulk solution to the IHP, and 8 = fractional surface coverage
and 6 = I‘;q/r monolayer * )
For the surfactant ion, the expression for its activity at the IHP differs from the

expression for the activity of an anion at the IHP by an additional term;

[SB] = [S‘;)ulk] exp [%PTE] exp [“IIETM“] (4)

The expression for the equilibrium constant is then given by
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(¥, - ¥
- [Mor'] [H;ulk] [Sl_)ulk] exp [ ( (1)(T B)} -m.00
Klsn[ = - CXPI: le :l (5)

[Momgs ]

In the CSBM, the exact physical location of the sites is not specified. In the case of
complexation of background electrolytes at the IHP, this poses no problem since

adsorption levels never reach monolayer coverage. In the case of surfactant adsorption at
the IHP, however, the physical dimension of the surfactant ion must be accounted for in
the model; otherwise, a mathematical oversaturation of the surface would be possible.

With a total number of 16 ionizable sites/nm? of surface area for TiO,, e.g., it is clear that
at a monolayer coverage of 2.87 molecules/nm? (the value for the sulfonate head groups as
calculated by Scamehorn et al., 1982), all sites cannot be considered "active" for reaction
with surfactant. The concentration of sites available to the surfactant at any given level of
adsorption is designated by [MOH*]:

[MOH*] = [MOHI[1-6] ~ (6)

. Clearly, as ® — 1, [MOH®*] — 0. This device is used to limit surface coverage at the ITHP
to physically realistic values. The approach resembles that of Keesom et al.-(1988), who
considered the adsorption of ionic surfactants onto hydrophobic membranes and that of

Jung et al. (1988), who considered the adsorption of oleate onto geothite,

The second mode v1suahzed in the model is the adsorptlon of a neutral surfactant
ion-counterion pair at the IHP. Since this neutral pair is not electrostatically attracted to the
surface, adsorption due to this mechanism will only occur to any measurable extent if the
environment at the surface is sufficiently favorable to stabilize its presence. In other
words, some surfactant ions must already be residing at the IHP via complexation with
positive sites before lateral interactions become great enough to stabilize a neutral pair at the
IHP. In fact, a critical number n of such groups must be present before neutral pair
adsorption will occur. When the cluster forms, the neutral surfactant ion-counterion pair
occupies a corresponding pair of neutral MOH™ sites which are coordinated with the critical
number of MOH;S' sites.

192



The concept that even strong electrolyte may associate near a charged surface was
recognized by investigators including Koopal (1986), Kallay et al. (1988), Jung et al.
(1988), and indirectly by Harwell et al. ( 1985) who considered the possibility of
counter-ion binding at the bottom of his proposed admicelle structure.

The reaction for the formation of the charged complex/neutral pair cluster is written

int*
KS C

MOH-S" MOH-C"-nMOH!S" < 2MOH* + s{; + c; +nMOH;S™  (7)

[MOH*]Z[C [ [MOHzS]

[MOH-.S MOH:C -nMOH28']

int*
SC

®

where [MOH-S'MOH-CJr-nMOH;S'] = concentration of neutral MOH” sites bound in the
cluster. Substituting the appropriate expressions for ion activity at the THP,

gint"  _ [MOH*] [Cbulk] exp [ k\ffl jl[siaulk] ©XP [e_k\i'l’p] [MO}];S-]H

[MOH-S "MOH-C**nMOH}S" ]

-micoBk ‘ ;
exp| —ir ©

[MOB] [y ] [t ] [rorss ] exp [ﬂm_e}

Klﬂ[ =
[MOH-S'MOH-C*»nMOH{S']

SC

(10)-

Solving Eq. (2) for [MOH,S],
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. ) —e(‘PO -¥)
[MOH"] [H;ulk] [Sbulk] exp [ KT } [-m.meJ an
exp

int*
KS

[Morjs] =
Substituting this expression into Eq. (10) yields

n+1

[MOH*]H+2 [C;ulk] [nglk] ' [Sl-)ulk]

int* (¢ int* |
(e

[MOH-S‘MOH-C“onMOH;S']

en{¥Y, - ¥ -[n+1Jm.wO
_exp[ (¥ B):|exp|:[n+ ]mlco]

KT KT (12)
Since there are (n+1) surfactant ions bound in each cluster and one surfactant ion bound in
each complex, the total adsorption density due to both modes of THP adsorption is given
by

[MOH;S'] + (n+1) [MOH-S'MOH-C*-nMOH;S']

I‘S = (surface area per unit volume) (13)

Figure 1 illustrates the two modes of surfactant adsorption included in the newly
extended version of the CSBM.

Since negatlvely charged surfactant ions at the IHP will complex with positively.
charged sites on the surface, the expression for Og and Op must be modified:

o = MF {[MOHZ] [ Morga] + [ Morgs]
n [MOH-S‘MOH-C*-nMOH;S'] - [MO] - [MO‘C*“]} C(14)
o = 10 E { [Morc+] - [ Mom}A'] - [ MoHSs™ ]
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- n [MOH-S‘MOH-C*»nMOH‘Z*S']} (15)

The total site balance must also be rewritten to include the sites bound in the surfactant
complexes and clusters:

10°18N ,
Ng = —x=> {mvon)+[mon;] + [mo] + [ MorjA]

+ [MoCT + [ MOHJS | + (n+2) [MOH-S‘MOH-C*mMOH‘Z*S']} (16)

Mass balance equations are also required for all other species and must be revised to
account for the presence of surfactant:

Coam] = [Chun] + [MocC] +[MOH°S'MOH-C+-nMOH'2*S':I (17)
o - N

Aoa] = [Apu] + [MoA] (18)
:s;mal: = isl'mlk] + [MOH;S'] + (o) [MOH-S'MOH-C+-hMOH;S'] (19)
- . - -

Coa] = [Aoa] * [l @)

The Gouy-Chapman equation relating diffuse layer potential to charge is also
influenced by the presence of surfactant through the ionic strength:

o, = -~ BKTeqeN,I sinh [%d] , e
where
I = 05 {[Cgulk] + [A];u]k] + [H;ulk]-*- [OH;)ulk] + [S{)ulk]} (22)

The GCSG model equations are

195



Oy = Cl(‘PO - ‘PB) (23)
O'd = - Cz(\PB - LPd) (24)
Og + O'B = -04 , 25)

The expressions for the concentrations of the other surface spemes also remain
unchanged and are also repeated here for the sake of completeness:

MOH][H;" [EE—Q}
[Mor;] - [blk]f TLE (26)

““ " [MOH] exp [ k%]
[MO'] = 27)

(]

_ (¥ - ¥y
[MOH] [H:ulk] [Abulk] exp [fgﬁT&jl

int*
KA

[MomrjA] (28)

(Yo - ¥p)
Kmt [Cbulk] exp [E_—%T—_B—:I

voH] [1; . ]

[MOC] (29)

The extended form of the CSBM to include surfactant adsorption at the THP
consists of the following seventeen independent equations: the concentrations of the -
surface species, Egs. (11), (12), and (26) to (29); the charge density, Egs. (14) and (15):
the mass balance equations on surface species and solution species, Egs. (16) to (20); and
the GCSG model, Eqs (21) and (23) to (25). In addition to the original CSBM parameters
Nq, Kmt Klazt K‘"t Klm , C;, and C,, the following parameters have been introduced:

Km[ K‘S“(t: , m,, co and n.
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The special nature of the surfactant, namely the hydrophobic effect, is accounted for
through these two modes of adsorption in several ways. In the formation of the MOHQS
complex, interaction of the hydrocarbons tails with the surface is accounted for through the
value of the equilibrium constant K’lm , which is less than intrinsic equilibrium constants
for anions without hydrophobic m01ety. The lower value of the complexation constant
means that surfactant anions are preferentially complexed at positivebsitcs over other anions
present in solution. In both complex formation and cluster formation, tail-tail interaction
is accounted for through the additional free energy term exp[m,w8/kT], which is a function
of surface coverage, 0, and lateral interaction energy, @, of the tails. As surface coverage
increases, the value of the term increases; and since it multiplies the complex concentration
term, the net effect is the enhancement of complexation (or, equivalently, adsorption) with
increasing surface coverage. In the cluster formation reaction, tail-tail interaction is also
accounted for through the dependence of neutral-site adsorption on positive-site adsorption.
As the surface environment becomes more hydrophobic with increasing complexation of
surfactant ions with positive sites, in-filling by neutral surfactant-counterion pairs is
favored. | ‘

her contribution adsorption

Adsorption Mode III: Second-Layer Formation

If adsorption due to Modes I and IT is complete, the surface is completely saturated
at the IHP by a complete monolayer of surfactant. In many cases, however, adsorption is
observed to exceed monolayer coverage; and, in fact, may reach saturation at complete
bilayer coverage. To account for this possibility, the third mode of adsorption envisioned
in this model is the formation of a second layer on top of the first layer which is forming at
the THP.

Following the approach of Scamehorn et al. (1982), the second-layer isotherm
takes the form of a modified Fowler-Guggenheim isotherm with lateral interactions in the
second layer:

0 . - 0
— Kofs [Sbulk] CXP[ “";; 2:] 30)

where 8, = first-layer fractional surface coverage at the IHP due to adsorption via modes I
and II, 8, = second-layer fractional coverage, ® = lateral interaction energy per methyl
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group, my = total number of methyl groups in tail, K, = equilibrium constant for
second-layer adsorption, and fy = surfactant activity coefficient.

K, is a constant which defines the reference state of the system and is a function of
. The surfactant activity coefficient, fq, is a strong function of background electrolyte
concentration. The number of interacting methyl groups is taken to be the total number of
groups in the tail.

For very low levels of ﬁrst-layer coverage, this term will be negligible; but as first
layer coverage increases, second-layer coverage may become significant. Its incorporation
in the model is therefore essential.

Adsorption Mode IV: Diffuse Layer Adsorption

The final mode of adsorption visualized in the new model is that which arises due to
the potential at the OHP where the diffuse layer begms Van den Hul and Lyklema (1967)
recognized this effect and successfully used it to calculate surface areas of charged particles
dispersed in solution. Since the interface at the OHP is charged, counterions will show a
preference for the interface and accumulate there. Coions will be expelled. If the potential
at the OHP is positive, positive adsorption of surfactant from the bulk solution will occur
due to favorable electrostatic interactions. If the potential at the OHP is negative, negative
. adsorption will occur and the bulk solution will actually be enriched in surfactant as
unfavorable electrostatic interactions repel surfactant ions from the OHP,

The surface deficit (or accumulation) duc to electmstatic interaction with the OHP
is given by

T{[s;ulk] - [s‘(x)]} dx 31)

The total ion exclusion (attractlon) from (to) a surface of surface area, SA,is SA - I‘OHP
A material balance may be used to relate this to the i 1ncrease in bulk concentration, A[Sb ik]
Consider a dispersion with a surface area of SA cm? in a total solution volume of V, cm” at
an initial concentration, [S otal” Sorne ions will complex at the THP, resulting in a solunon
concentration of [St mk [SIHP [S bulic” If the charge on the OHP is negative, it repels
surfactant ions so that their bulk concentration rises to [S ral) EXCept in a small volume
from Wthh Se rO ions are excluded. The total amount of surfactant ionsis V[S,

pulkl-
SA » I’O From a material balance, -
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-* (o ] OHP
th:S ] =V _S -SA-Tg (32)

;1 N *
SA'F? = VilSoux] - [Sbulk:, (33)
- _ A
T R [Stus] | (34)
Therefore,
HP
rd = —L A [sbulk] (35)

According to the Boltzmann principle,

[s0] = [sp] oo [22] BRE

Therefore,

W Bl Te[We @

Combining Egs. (35) and (37),

o] - el Thoonlle o

Using this equation, together with the Poisson-Boltzmann equation for a symmetrical 1:1
electrolyte, the adsorption due to electrostatic interaction with the OHP may be shown to

be:
T
N e IR
2N kT
=
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where I‘gHPis in units of molec/m2, and [S;)ulk] is in units of moles/liter.

Since the calculation of OHP adsorption relies strictly on Coulombic interactions
due to the charge on the ion, any differences in structure are irrelevant. In the presence of a
background 1:1 electrolyte, the OHP adsorption of surfactant is calculated by replacing
[S\S(-,bully] in Eq. (39) with {[A\S(-,bulk)] + [S\S(-,buik)]}, then multiplying I\S(OHP,S)
by the expression [S{mlk]/ { [A{mlk] + [S;ulk]} to determine the fraction of negative ion
adsorption attributable to surfactant. The contribution of (OH) is neglected since it is
always several orders of magnitude lower than that of other anions present.

Tl hensi tel_of factant ad r

Revision of the Electrical Double Layer to Reflect Surfactant Adsorption

With the adsorption of a second layer of surfactant on top of the first layer adsorbed
at the THP due to Modes I and II, the structure of the electrical double layer will change.
As the second layer forms, an adjunct plane, designated as the THP*, is visualized as
cutting through the centers of the surfactant head groups and bound countenons
Associated with this adjunct compact layer is a charge density, O'B, and a potential, ‘I’ B
Now, C, is the integral capacitance of the layer separating the IHP and the IHP*; the
integral capacitance separatin§ the extended THP* from the beginning of the diffuse layer at
- the OHP is designated by C,. The GCSG equations must be revised to describe the
double layer after the adsorption of a second layer of surfactant.

As before, the potential drop between the surface and the IHP is given by

% = € (¥ - ¥p) (40)

The potential drop between the IHP and the IHP* is given by

O'O+0'B = CZ(‘PB - ‘{’B) (41)_

The charge density at the IHP* is related to the concentration of surfactant adsorbed in the
second layer and the concentration of any bound counterions C i DY

* 2 20
10“F 10 F [9

% = A Cei - monolayer] (42)
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The potential drop between the IHP* and the OHP is given by
* % *
00+QB+0' = Cz(‘{’ﬁ-‘Pd) 43)

The electroneutrality condition is now

*

GO+GB+GB = -0, 44)

With this relationship, Eq. (32) may be rewritten in a form analogous to that of the original
GCSG equations:

-0y = -G (¥y-¥,) | 45)

Figure 2 schematically depicts the four modes of ionic surfactant adsorption at the
metal oxide/aqueous solution interface.

Some Simplifications and Assumptions in the Teatment of the Model

To make the solution of the model tractable, some simplifications and assumptions
are necessary. The major ones are discussed here.

Since second-layer coverage is not expected to be significant until first-layer
coverage is substantial, its influence on the overall structure of the double layer will be
neglected. In this case, the [HP* disappears, so the equations describing the EDL revert to
the original GCSG form.

The values of the integral capacitances, C, and C,, are expected to change with
increasing coverage. As the surface becomes more saturated with surfactant, the dielectric
constant of of the region between the IHP and the OHP should decrease. As packing
density of the head groups increases, the dielectric constant of the region between the .
surface and the IHP should change as well. While possible changes in the values of C;
and C, with changes in solution composition were recognized by the developers of the
CSBM, the effect was neglected in the original formulation of the model, and it is neglected
in the extended model presented here.
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The authors of the CSBM also recognized the discretene»ss—of-charge effect but
chose to neglect it as well (Yates, 1975; Davis et al., 1976). In keeping with their
approach, the effect is not considered in this model.

Surface heterogeneity is also not considered in this model. Because the CSBM is
based on the assumption of smeared-out potentials and average values of charge density at
the various planes in the EDL, it does not lend itself well to modeling of heterogeneity
without a priori assumptions regarding the distribution of energies and/or locations of the
various types of sites. Until experimental techniques are developed which can better
elucidate the structure of the EDL on a microscopic scale, it seems unwarranted to
complicate the model with such assumptions.

Calculation of Surfactant Adsorption Density
The new model of surfactant adsorption is mathematically expressed through the
seventeen nonlinear equations of the extended CSBM, together with Eq. (30), which
describes second-layer formation, and Eq. (39), which describes adsorption due to
electrostatic interaction with the OHP. To calculate the adsorption density for a particular
solution composition, the equations of the CSBM are simultaneously solved for the
unknown quantities in the model: the potentials and charge densities at the three planes of
the EDL, the distribution of the various types of ions through the EDL, and the distribution
| of the various types of species on the surface. At this point, adsorption densny due to
Modes I and I may be calculated:

[MOH2S ] + (n+1) [MOH*-S "MOH*+C*nMOH}'S ]

+II
1—-1 (surface area per unit volume)" (46)

1 .
Given I"IS+ » second layer adsorption density due to Mode ITI may be calculated by solving
the following equation:

F]SH | - -c:om,r()2
——“‘FIS,LH ] FI;I = Ky [Sbulk] e"p[ KT } @7

where 92 = second-layer fractional coverage I‘ISH/F Smonolayer-
Since the effect of second-layer coverage on the overall structure of the EDL has
been neglected, adsorption density due to Mode IV may be calculated:
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106 5 2kT [S!-)ulk]

A { [Abulk] [Sbu]k] }
\/{ [Abulk] [Sbulk] } { xp [e‘I’d]}

[2N, kT 2T
&0

The effect of adsorption due to Modes III and IV on the on the value of S
which is an unknown quantity in the extended CSBM, has been neglected. ThlS
simplification, together with the assumption that the THP* may be neglected, act to
decouple the extended CSBM equations from Egs. (47) and (48); th1s I§ necessary to make
the system of equations computationally tractable.

v - n,-

S

(48)

The total adsorption density at a given solution composition may now be calculated
from Eqgs. (46 to (48).

Parameter Determination

In the extension of the original CSBM to include surfactant adsorption due to
Modes I and II at the THP, the following parameters have been introduced into the model:
the intrinsic surfactant cornplexatlon equilibrium constant, Kmt ; the intrinsic surfactant
clustering equilibrium constant, K‘S“é ; the number of 1nteractmg methyl groups, m;; the
lateral interaction energy, «; and the coordination number of complexed groups per clustcr
n. One additional parameter is the equilibrium constant, K,, relating Mode III adsorption
due to second-layer formation to adsorption due to Modes I and IL

A critical assumption made in extending the CSBM to include surfactant adsorption
is that the parameters which describe the metal oxide/aqueous solution interface as
determined in the absence of surfactant do not change when surfactant is present. N is -
calculated from geometrical considerations of surface structure and conflrmed
experimentally, using a variety of complementary techniques. Its value is completely
independent of the solution composition C,is ass1gned the same value for all metal
int Km[ K““ , and KInt are estimated from experimentally
derived values of surface charge den51ty, as measured in the absence of surfactant. These

parameters, together with C,, are optimized to generate the best fit of the surface charge

oxides. The values of K
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density and complementary zeta-potential measurements, also taken in the absence of
surfactant, over the widest possible range of solution composition. Since they are
explicitly independent of surfactant concentration, the values of the intrinsic equilibrium
constants should not change in the presence of surfactant.

To descnbc surfactant adsorption, the parameters which need to be determined,
then, are K"“ K’;& , my, @, n, and K,. The parameters should have physically
reasonable values which change in a logical way with changes in system properties. A
stringent test of the parameter values is that they successfully predict all the observed trends
in experimentally derived values of adsorption density, surface charge density, and zeta
potential over a wide range of pH, equilibrium surfactant concentration, background
electrolyte concemratioﬁ, and temperature.

Since the effect of second-layer coverage on the EDL has been neglected, it has
been added in an ad hoc sense. The model is therefore expected to predict low levels of
adsorption density well, due to the detailed consideration of the EDL, and to describe high
levels of adsorption density only to a limited extent.

Since second-layer adsorption is assumed to be negligible until high levels of
ﬁrst-layer coverage are reached, evaluation of the extended CSBM parameters, K"‘t
K‘S"é » m;, @, and n, is based on regions in the adsorption surfaces where surface covcrage

is less than one monolayer thick. This condition holds true except for the very lowest pH
| values and highest bulk surfactant concentration values. :

Methods of estimation and expected trends with changes in system properties are
now outlined for each parameter.

Lateral Interaction Parameter

Estimate of value. Based on conclusions drawn from studies of micellization
regarding free energy of formation of micelles from monomers in solution, the value used
for w is -0.59 kcal/mol, or ~ -1 kT, per interacting methyl group for solutions at 30 to
40°C. Cases et al. (1975) determined values for w ranging from -0.8 to -1.14 kT per
methyl group for the adsorption of n-alkylamine chlorides on calcite. '

Temperature effect. Since w is expressed in terms of temperature its value will
automatically reflect temperature changes.

Structure effect. Since ® is expressed per unit mefhyl group, its value will
automatically reflect changes in structure.

pH and salinity effect. Studies of micellization have demonstrated that the value of
 is nearly independent of pH and salinity (Scamehorn et al., 1982).
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Number of Interacting Groups

Estimate of value. For surfactants adsorbing at the IHP, the number of methyl
groups which actually interact with m, is expected to be less than the total number of methyl
groups, mr, in the tail. Since the molecules are not densely packed on the surface until
coverage is very high, the tail groups nearest the head group may not be able to interact.
As coverage increases, m, might increase as the molecules reside closer together. In the
simplest case, however, m, has been treated as a constant subject to the condition that
m; < my.

Temperature effect. The influence of temperature on the hydrophobic effect is
complex (Bourrel and Schechter, 1988), so its influence on m, is not intuitively clear. The
value of m; is not expected to be influenced by temperature over the narrow range
considered in this study; but changes in m, in the case of w1de variations in temperature
cannot be ruled out.

Structure effect. The value of m, is expected to change in a systematic fashion with
structure, as might be expected by analogy with Traube's rule: Am, = Am For a tail
with 12 methyl groups, if m, is 6, a tail with 10 methyl groups should have m, =4,

pH and salinity effect. The number of i interacting methyl groups is assurned to be

independent of both pH and salinity.
‘ Intrinsic Surfactant Complexation Equilibrium Constant

Esgma;e of value. As has been noted, pKlm is expected to have a higher value
than pK““ since the affinity of a surfactant ion for the surface should be greater than that
of an ‘anion with no hydrophobic moiety. To estimate its value, data at very low
equilibrium surfactant concentration at low background electrolyte is considered. In this
range of solution composition, the effects of lateral interaction and neutral-pair adsorption
are minimized, and monomers are adsorbed primarily due to the normal head-surface

[
interaction which is characterized by K.

Temperature effect. Since K'Sm* primarily reflects the normal head-surface
interaction, it is expected to increase with increasin g temperature due to thermal fluctuations
which tend to impede adsorption, at least over the narrow range of temperature studied
here; but because the influence of temperature on the hydrophobic effect is complex, this
trend may not be strictly followed over a wide range of temperatures.

Structure effect. K"“ is expected to change to reflect the difference in hydrophoblc
effect caused by structural alterauon of the surfactant. As the hydrophobic effect decreases,
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e.g. due to a decrease in tail length, the value of met will decrease toward the value of
pK‘"[ as the relative affinity of the surfactant for the surface decreases.

pH and salinity effect. Like the other intrinsic equilibrium constants in the CSBM,
K‘m is derived so that it is independent of both pH and salinity.

Intrinsic Surfactant Clustering Equilibrium Constant

Estimate of value. Because a cluster contains several surfactant ions, it should have
an overall affinity for the surface Wthh 1s extremely high. To reflect this increase m
interaction energy, the value of m([: is expected to be much lower than the value of Klm
or equivalently p ‘m* is much greater than pKS

Temperature effegg Over the narrow range of temperature studied here, K"“
expected to increase with increasing temperature to reflect increased thermal ﬂuctuatlons
which tend to reduce adsorption. Since the influence of temperature on the hydrophobic
effect is complex; however, this may not be true over a wide range of temperatures.

Structure effect. Because the overall _configuration of the cluster depends on the
coordination number n, the effect of surfactant structure on ‘“ct: is not intuitively obvious,
and will be discussed in terms of structural effects on n.

pH and salinity effect. As in the case of Kism*,k K‘S“g is also derived so that it is
~ independent of both pH and salinity.

Coordination Number of Complexed Sites in Cluster

Estimate of value. No clear intuitive picture is available to guide the choice of n, the
number of MOH;S' groups required to stabilize the presence of a neutral surfactant
ion-counterion pair at the IHP. In their studies of hemimicelle formation, Chander et al.
(1983) proposed that for surfactant ions containing 10 to 14 carbon atoms, the structures
which form at the onset of hemimicelle formation are dimers; this amounts to a coordination
number of 1. In their studies, they do not recognize the possibility of neutral-pair
adsorption so the applicability of this conclusion is unclear, although it is probably a good
estimate from which to start.

Temperature effect. The value of n is expected to increase with temperature. As ‘
temperature increases, a greater number of MOH;S' groups is required to promote
neutral-pair adsorption. ,

Structure effect. The value of n will change to reflect changes in surfactant
structure. With decreasing hydrophobic effect, n should increase; more MOHZS groups
are needed to stabilize the formation of a cluster. The value of int* will decrease to reflect

C
the greater overall affinity for the surface of a cluster which contains more surfactant ions.
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PH and salinity effect:. The value of n is assumed to be independent of pH and
salinity.

Second-Layer Formation Equilibrium Constant

Estimate of value. Second-layer adsorption should only become significant at high
levels of first-layer adsorption. The value of K, is estimated after the best possible values
of the parameters in the extended CSBM are determined using data where adsorption
density is relatively low. K, is then calculated as follows: first, adsorption density from
Modes I, II, and IV, which depend explicitly on the structure of the EDL and not on the
presence of the second layer, is calculated; then, the resulting value of total adsorption
density, I‘IS+H+IV, is subtracted from the experimentally observed value. The remainder is
attributed to second-layer adsorption, I" ISH For cases where the model overpredicts the
level of adsorption, due to experimental error or errors in the parameter estimates, the value
of I‘ISH is set to zero. The quantity, Ksz’ is then calculated from Eq. (47). For each
system, the applicable value of K,fg is calculated from the average of results for each
individual data point. :

Temperature effect. Since adsorption tends to decrease with temperature, the value
of K, is expected to decrease as well.

Structure effect. With decreasing tail length, K, should increase to compensate for
the reduced hydrophobic effect. In other words, to achieve the same level of second-layer
coverage at two different tail lengths, K, should be greater for the surfactant with the
shorter tail. )

pH and salinity effect. K, is assumed to be independent of pH, although this may
be a poor assumption since second-layer coverage is expected to be very low at high values
of pH, where adsorption density is low. The effect of salinity on the equilibrium
second-layer adsorption isotherm should be accounted for through the value of the
surfactant activity coefficient, fs

P itivit

The extended version of the CSBM is mathematically expressed as a system of
seventeen nonlinear equations in which the parameters and variables are related in an
extremely complicated way. For this reason, it is not a simple matter to understand the
influence of a particular parameter on the predicted results. Before the parameters may be
optimized with respect to the data, some insight into their effect is essential. This section is
devoted to an examination of the sensitivity of the model results to values of pKiS"t*,
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pKiSm*, m,, and n. A baseline case is presented for which these parameters have reasonable
values. The results of changing one parameter value, while fixing the values of the
others, are then compared to those calculated using the baseline case, to demonstrate the
impact of the parameter value on the properties predicted by the model.

The parameters used in the baseline case are given in Table 1. The CSBM
parameters to characterize a TiO, surface are used here since the adsorption on this metal
oxide is to be studied as a model system. The results of the calculations for each case are
displayed in contour plots. In each figure, the first plot shows the results of the baseline
calculation; the second plot shows the results of the comparison case. In all plots, 91 is
the sum of fractional coverage due to adsorption from Modes I, II, and IV; second-layer
formation is not considered here. Because a wide range of values of Sh e CXpressed in
UM, and 6, is covered, the values are expressed in terms of loglO(S ) and log,,(8,+ 1)
(since the value of 8, is sometimes negative, the constant 1 is added to insure that the
argument of the log, funct10n is never negative).

Figure 3(a) shows contour levels of constant values of log;4(8,+ 1) plotted as a
function of pH and lo glO(S ) for the baseline case at a background electrolyte
concentration of 0.001 M NaCl Two major trends are evident. Coverage decreases with
increasing pH, as the electrostatic attraction between the surfactant ion and the the TiO,
. surface decreases. Coverage increases with increasing Slnaulk in respense to the increasing
chemical potential of the surfactant in the bulk solution.

Figure 3(b) shows the effect of decreasing pKiSm*from 6.1 to 5.7. Comparison to
the baseline results clearly show that adsorption density decreases for all values of pH and
Sl') ulk’ because this change in the parameter value expresses a decrease in the affinity of the
surfactant ion for the surface. This effect is observed for all levels of salinity.

Figure 4 shows the effect of decreasing p from 12.2 to 11.2, which expresses
a decrease in the tendency for clusters to form. At very low coverage, there is no effect
because adsorption occurs primarily due to formation of MOHZS as expressed by pKlm
but as MOHZS increases, adsorption density decreases relative to the baseline case since
cluster formation is less favored.

Figure 5 shows the effect of decreasing m, from 6 to 3. This means that fewer
methyl groups are interacting between the adsorbed molecules, so the net lateral interaction
energy is decreased. At very low coverage, there is no effect, because there the molecules
are too dilute on the surface to interact. As S{)ulk increases at constant pH, however, a
much lower level of coverage is predicted for the case where m, is lower.
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Figure 6 shows the effect of increasing the coordination number in the surfactant
cluster from 2 to 2.5. This means that more MOH;S' groups must form before a neutral
surfactant ion-counterion pair will adsorb. At low pH and low S‘;)ulk’ there is no effect,
again since adsorption is dominated by the formation of MOH;S' groups. As equilibrium
surfactant concentration increases at constant pH, adsorption density decreases significantly
since neutral-pair adsorption is discouraged relative to the baseline case. With increasing
pH at constant S;mlk’ coverage also decreases. This occurs since the formation of
MOH; S” groups decreases with increasing pH, resulting in less complexes available for
cluster formation. ‘

Figure 7(a) illustrates results of the baseline case at a background electrolyte
concentration of 0.1 M NaCl. Comparison with the baseline case at 0.001 M NaCl shows
that, at low pH for very low coverages, increasing the salinity impedes adsorption. With
more CI” present, there is more competition with the surfactant ions for positively charged
surface sites. Coverage is too low for lateral interaction energy to enhance adsorption, so
coverage is decreased. Once adsorption ‘begins, however, neutral-pair adsorption
contributes significantly more than in the base case since more counterions are present, so
‘adsorption density reaches the limiting level of monolayer coverage at a much Jower value
of Sl-)ulk' This effect is seen throughout the range of pH values.

- Like Fig. 5, Fig. 7(b) shows the effect of decreasing p i“g from 12.2 to 11.2, but
(NaCl) = 0.1 M in this case. The effect is a net decrease in adsorption density for all
combinations of pH and S‘;ulk' This ?s :)bserved because cluster formation is a strong
function of salinity, so changes in pK‘S"é have a profound effect on adsorption at-high
salinity.

Figure 8 shows the effect of increasing n from 2.0 to 2.5 for adsorption at 0.1 M
NaCl. The trends are the same as those observed for 0.001 M NaCl in Fig. 6, but
magnified significantly due to the increased influence of salinity. Since fewer MOH;S'
groups form at high salinity relative to low salinity due to competition with CI', even a
slight increase in n decreases adsorption at the same pH and surfactant concentration .
dramatically.

Figure 9(a) shows contour levels of constant values of loglo(61+ 1) plotted as a
function of logm(Sbulk) and surface charge density for the baseline case at a background
electrolyte concentration of 0.001 M NaCl. Two significant trends are evident. As
adsorption density increases, O increases at a constant level of Sl-)ulk' This is attributable

to the increase in concentration of MOH;S" groups formed. Consider the behavior of a
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contour of constant adsorption density: with increasing surfactant concentration, the same
level is achieved at a lower value of G- This occurs due to cluster formation accompanied
by adsorption of neutral pairs, which contribute to 9 but not 10 O, »

Figure 9(b) shows the effect on surface charge density of decreasing pK‘S“é from
12.2 to 11.2. Again, consider a line of constant adsorption density: as surfactant
concentration increases, a higher value of O is required to maintain that level than in the
base case. If neutral pairs are not accounted for in the contribution to the overall level of
adsorption density, surface charge density is severely overpredicted.

The predicted values of surface charge density and zeta potential also change in a
systematic fashion with changes in the parameters. Because they are consistent and not
surprising, these trends may be qualitatively discussed. Any change in parameters which
promotes the formation of MOH;S' groups at a particular solution composition relative to
that of the baseline case causes an attendant increase in the value of surface charge density.
Any increase in affinity of the surfactant ion for the surface relative to its counterion in
solution shifts the IEP downward; so at a given level of pH, any reduction in the tendency
for adsorption to occur requires a higher value of Sl-)ulk to achieve charge reversal at the
OHP. The effect of greater affinity of the surfactant ion for the surface relative to that of
C" on both the PZC and the IEP is illustrated in Fig. 10. With increasing Sl_)ulk’ reflected
_ in increasing adsorption density, the IEP shifts to lower values of pH (Fig. 10(a)), while
the PZC shifts to higher values of pH (Fig. 10(b)).

Summary ,

A new model of adsorption of ionic surfactant at the metal oxide/aqueous solution
interface has been proposed. It incorporates a detailed description of the electrical double
layer which has been shown to successfully predict the major trends in experimentally
derived values of surface charge density and zeta potential for a wide range of pH and ionic
strength on a variety of oxides. This model has been extended to describe the adsorption of
ionic surfactant in the electrical double layer in several ways. Surfactant ions may complex
at the surface due to electrostatic attraction; or they may adsorb there as neutral surfactant
ion-counterion pairs if the surface environment is favorable. Electrostatic interaction of the
surfactant ions with the OHP is also accounted for in this model. On the basis of this
extension of the CSBM, given values of the new parameters which have been introducezl,
together with values of the parameters which describe the solid/solutiorrinterface in the
absence of surfactant, adsorption density, surface charge density, and zeta potential may
all be predicted as a function of pH, salinity, temperature, and structure. At high levels of
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surface coverage, the possibility of formation of a second layer of surfactant on top of the
first layer has been postulated. It has been added in an ad hoc sense due to simplifications
in the complete model required to make the solution of the model equations tractable.

The parameters required by the new model must assume reasonable values which
change in a systematic fashion with changes in system variables. The ultimate test of the
validity of this viewpoint is the successful prediction with a reasonable set of parameters of
not just adsorption density, but surface charge density and zeta potential, for several
different systems over a wide range of solution conditions. This validation of the model is

now being carried out.
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Table 1. Baseline Case for Parameter Sensitivity Study (Values are Typical of TiO,).
int™ int™ ) T,°C
PKg Kse m .
6.1 12.2 6 2.0 30
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9(b)
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Figure 1. Tllustration of surfactant adsorption by complexation (Mode I)
and clustering (Mode II) at the IHP.
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Figure 2. Schematic diagram of comprehensive model of ionic surfactant
adsorption at the metal oxide/aqueous solution interface.
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Figure 3(a).  Contours of constant adsorption density as a function of pH and
S.; ulk 11 0.001 M NaCl at 30°C. Baseline adsorption model
parameters pKg'" = 6.1 pKS¢ = 12.2 m@ = 6.0 n = 2.0,
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Figure 3(b). Effect on adsorption density of decreasing pKém*: pKiSm* =35.7.
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e 0080 —— 0.105 —— 0.130
logyy(6y+1] 0155 -—— 0.180 -—- 0.205
—— 9230 -—— 0.255 ——— 0.580
— 0305

Figure 4(a).  Contours of constant adsorption density as a function of pH and
Sb in 0.001 M NaCl at 30°C. Baseline adsorption model

int*

parameterspKém =6.1 pKge =122 mw =6.0n = 2.0.

4.0 45 5.0 55 . 6.0 65 7.0 75
»H

Figure 4(b).  Effect on adsorption density of decreasing pKSC pKlm 11.2

cdwa
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4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5

Contour Levels: ) )
log (841 77 0.080 ~—— 0.105 — 0.130

Figure 5(a).  Contours of constant adsorption density as a function of pH and

Sb ulk in 0.001 M NaCl at 30°C. Baseline adsorption model
int*

parameters pKy" = 6.1 pKg = 122 m@ = 6.0n = 2.0,

~3
L S A R

40 45 50 55 40 65 7.0°
Figure 5(b).  Effect on adsorption density of decreasing m,w: mo = 3.0.
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4.0 4.5 5.0 35 6.0 6.5 7.0 7.5

pH
Contow Levels: —— g g5~ o.mag ------------ 0 0335
.............. 0. 080 .10 = 0.130
logylBy+1] ——_§-798 3183 —- 3132
-—— 0.230 -—— 0.255 —— 0.280
—— 0.305

Figure 6(a). Contours of constant adsorption density as a function of pH and
Sl') ulk in 0.001 M NaCl at 30°C. Baseline adsorption model

int*

parameters pKiSm* = 6.1 pKg =122 m =6.0n=2.0.

1°gw[(5_)mu]f H—M—

4.0 4.5 5.0 55 6.0 6.5 7.0 7.5
Figure 6(b).  Effect on adsorption density of increasing n: n = 2.5.
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4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5

pH
Contourlevels: —— @ @5 - 0.030 e 0.055
.............. 0 080 0.105 T 0.130
logyy(8y+1] 0.155 -—— 0.180 -—— 0.205
— 0230 - 9.255 —— 0.280
——0.305

Figure 7(a). Contours of constant adsorption density as a function of pH and

Sy i 0-1 M NaCl at 30°C. Baseline adsorption model |
int*

parameters pKiSm* = 6.1 pK¢ =122 mo =6.0n=2.0.

IOgm[(S')bﬂﬂ: PM

1-§ : :
4.0 4.5 5.0

5 6. 65 7.0 5
oH ’

«n
~J

Figure 7(b).  Effect on adsorption density of decreasing p ing: pKiS"g = 11.2.
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4.0 4.5 5.0 5.5 6.0 8.5 7.0 75
pH |
Ccmtouxlevels: 0.005 e Q.030 e g?gg
C L eesasarenenes —_— ‘10 R :
RCHCERR) R 11— — Y

~——— 0.230 ~— @.255 —— 0.280
—— 0.305 , .

Figure 8(a). Contours of constant adsorption density as a function of pH and

Sb atic 10 0-1 M NaCl at 30°C. Baseline adsorption model
parameters pKém* =6.1 pK‘S"g =122 mw =6.0n = 2.0.

4.0 45 5.0 S5 50 5.5 7.0 75
oH

Figure 8(b).  Effect on adsorption density of increasing n: n = 2.5.
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UO model

Contour levels:

. mms ............. m . @3% ............. g . ?gg
I — 0.080 —— Q.10 — 0.
logyy(8: +1] — 0.155 -—— 0.180 -——- 0.205
——— 9230 -—— 0.255 —— Q.280
—— 0 305

Figure 9(a). Contours of constant adsorption density as a function of
St-) q1 nd surface charge density in 0.001 M NaCl at
30°C. Bgseline adsorption model parameters pKém*
= 6.1 pKgg =122 mw=6.0n = 2.0.

90 model

Figure 9(b). Effect on surface charge density at constant levels or

: . ; : . int* int* "
adsorption density of decreasing PKg: PK c =11.2.
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(mV)

{-potential

-100 i : : 5
4.0 4,5 5.0 5.5 6.0 6.5 7.0 7.5
Figure 10(a). Contours of constant adsorption density as a function of pH
and surface charge density at 0.001 M NaCl at 30°C to show
effect of unequal ion affinity on IEP.

5 s | ; :
4.0 4.5 5.0 55 6.0 6.5 7.0 7.5
pH
Ccmtou.l lmls: Q.00Q e 0.025
logflo[ei"'l] .............. D.Q5Q e 2.075

Figure 10(b). Contours of constant adsorption density as a function of pH
‘ and zeta potential in 0.001 M NaCl at 30°C to show effect of
unequal ion affinity on PZC. Baseline adsorption model
parameters pKén T =61 pKiS"g =122mw=6.0n
= 2.0 were used to generate both figures.
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