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Abstract

This report summarizes progress in a research effort to quantify the effects of nonuniform
flow on displacement performance in CO, floods. Results are reported in five areas:

(1) Phase behavior, fluid properties and characterization of crude oils

(2) Interactions of phase behavior and multiphase flow in one dimension

(3) Interaction of viscous instability and flow in heterogevneous porous media
(4) Detection of reservoir heterogeneity

(5)  Representation of reservoir heterogeneity

In the first area, the development of a new experimental apparatus for simultaneous meas-
urement of phase compositions, viscosities, and densities is described, and results of experi-
ments to investigate extraction of hydrocarbons by CO,, N, and C 1 are reported. Those results
show that CO, is a much more effective extraction agent for hydrocarbon present in a Permian
basin oil than nitrogen or methane at the same molar density. Also reported are results of
crude oil analyses by supercritical fluid chromatography (SFC). The preliminary work per-
formed to date suggests that crude oil characterizations can be obtained much more rapidly by
SFC than by standard simulated distillation. Finally, results of initial experiments to investi-
gate the use of mass spectrometry to determine how efficiently hydrocarbons of various molec-
ular weights and types are extracted by dense CO, are reported.

In the second area, the method of characteristics is used to determine how phase behavior
couples to multiphase flow in one dimension to determine displacement efficiency. The analyt-
ical solutions reported extend significantly understanding of the effects of phase behavior on
dispacement performance. Three new solutions are reported. The first is an extension of exist-
ing theory to four-component systems. The four-component theory is used to resolve a long-
standing controversy concerning the effect of dissolved methane on minimum miscibility pres-
sure. Those calculations show that measured minimum miscibility pressures are insensitive to
the presence of methane because it partitions so effectively into the vapor phase that all the
methane has been displaced before the CO, arrives. Also analyzed is the flow of
steam/oil/water mixtures with temperature variation. Solutions for a variety of physical situa-
tions indicate that front saturations and propagation velocities are quite sensitive to initial and
injection temperatures and to the condensation of steam into higher density liquid water. The
third solution examines the impact of heterogeneity on development of miscibility. Solutions
are reported for binary and ternary mixtures flowing in a two-layer porous medium. The solu-
tions indicate that crossflow generally aids recovery despite an interaction with phase behavior
that increases the residual oil saturation in the high permeability layer. Also reported are
results of an investigation of the interaction of phase behavior with dispersive mixing. Those
calculations show that the sensitivity of the performance of a displacement to changes in the

level of dispersion depends strongly on the size and shape of the two-phase region for ternary
systems.

In the third area, partly-scaled experiments to study the effects of viscous instability in
the presence of permeability variation are described. Displacement results for uniform porous
media and for layered systems are reported. In addition, results of detailed simulations of the
growth of viscous fingers in both homogeneous and heterogeneous porous media are described.
Simulation predictions agree very well with experimental observations reported here and with
those of other investigators. Calculations for heterogeneous permeability fields indicate that
when local permeability in a heterogeneous permeability field is correlated over a significant

fraction of the flow length, the pattern of finger growth is dominated by the permeability varia-
tion.

In the fourth area, use of a combination of pressure transient and well-to-well tracer tests
to detect the presence of reservoir heterogeneities is discussed. Also presented is a technique

xxiv



for calculation of the transient pressure response to large scale heterogeneities and an analysis
of the pressure response of one- and two-dimensional composite reservoirs.

In the fifth area, the problem of representation of the effects of reservoir heterogeneity in
simulations is considered. First, the use of fractional flow functions to represent effects of
layering is discussed. The results show that fractional flow functions can be obtained, but they
are scale dependent. Next, results of calculations of the effects of heterogeneity and capillary
and viscous crossflow are reported. They show that for mild permeability variations, crossflow
can mitigate effects of heterogeneity sufficiently that representation of the flow in terms of
pseudorelative permeability functions is reasonable. Finally, calculation of tensor grid-block
transmissibilities is described. The tensor transmissibilities allow consistent representation of
the effects of permeability variations at scales smaller than a grid-block.






1. Introduction

Extensive laboratory testing and a considerable body of field experience indicate that CO,
flood processes can displace oil effectively at both scales. The oil recovered at either scale
results from a complex interplay of interacting and competing transport mechanisms: phase
behavior, variations in fluid properties with phase compositions, diffusion and dispersion,
viscous instability, density and capillary driven crossflow and, of course, reservoir hetero-
geneity. The scale dependence of process performance results from the fact that the length
scales on which the various mechanisms have the largest impact change in different ways as
the scale of the displacement changes. Quantification of that scale dependence is the central
issue of current research on methods for more accurate prediction of CO, flood performance at
field scale.

Unfortunately, fully detailed field-scale simulation of the combined effects of phase
behavior and nonuniform flow caused by viscous instability, heterogeneity or both, is not pos-
sible using simulation techniques and computers currently available. Indeed, for the foresee-
able future simulations will be conducted with grid blocks that are large compared to some of
the scales of variation of rock properties and fluid compositions. Thus, large-scale simulation
representations will rely on averages of process mechanisms operating at smaller scales. The
objective of the research described in this report is to improve quantitative descriptions of the
interplay of process mechanisms and scales, so that averaged representations can be developed
that reflect those mechanisms with reasonable accuracy.

Because the overall problem is too complex to be attacked directly, we consider here a
sequence of simpler problems that illustrate behavior in relevant limiting cases. In Chapter 2
we describe experimental equipment developed to study the phase behavior and fluid properties
of mixtures that occur during miscible displacements. Results of phase composition and fluid
property measurements that compare the efficiency of supercritical extraction of hydrocarbons
by CO,, methane and nitrogen are also reported. Those results indicate that CO, extracts

larger amounts of hydrocarbons and also much heavier hydrocarbons than do methane or nitro-
gen.

Also described in Chapter 2 are investigations of the use of supercritical fluid chromatog-
raphy using CO, as a carrier and crude oil composition analysis by mass spectrometry. Both

techniques offer significant potential for improved characterization of crude oils for miscible
flood applications.

In Chapter 3, the analytical theory of miscible flooding is examined in some detail. New
solutions by the method of characteristics are presented for flow of two-phase four-component
mixtures with volume change on mixing. That solution is used to show why displacement
efficiency in one-dimensional flow is insensitive to the amount of methane dissolved in the oil.
Also presented in Chapter 3 are two other analyses by the method of characteristics. The first
is for displacement of oil and water by steam. That analysis includes effects of density
changes with temperature variations. The second is a calculation of the interaction of viscous
crossflow with phase behavior during two-phase flow in a two-layer porous medium. That cal-
culation shows that crossflow can induce two-phase flow even for displacements that would be
multicontact miscible in one-dimensional flow, but that for high permeability ratio, the negative
effects of two-phase flow are more than offset by the benefits of transferring hydrocarbons into
the high velocity layer. Chapter 3 concludes with a demonstration that the magnitude of the
effect of the interaction of phase behavior with numerical dispersion depends on the size and
shape of the two-phase region.

Interactions of viscous fingering with reservoir heterogeneity are considered in Chapter 4.
A new numerical method, based on particle tracking with a random-walk representation of
dispersion, is developed for simulation of finger growth. Predictions made with the method
agree very well with previously published experimental data and with results of partly-scaled
displacements, also described in Chapter 4. The numerical method is then used to explore how
fingers develop and grow in heterogeneous porous media.
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In Chapter 5, we examine the question of detection of reservoir heterogeneities by well-
to-well tracer tests and by pressure transient well testing. We show first how the existence of
significant permeability variation coupled to significant correlation of high and low permeabil-
ity is manifested in both tracer and well tests. We also present a technique for calculation of
the transient pressure response to large scale heterogeneities and demonstrate the impact for
various example systems. Also presented is an analysis of the pressure response of one- and
two-dimensional composite reservoirs, those in which different sections of the reservoir have
contrasting properties. ‘

In Chapter 6, the problem of representation of the effects of reservoir heterogeneity in
simulations is considered. First, the use of fractional flow functions to represent effects of
layering is discussed. The results show that fractional flow functions can be obtained, but they
are scale dependent. Next, results of calculations of the effects of heterogeneity and capillary
and viscous crossflow are reported. They show that for mild permeability variations, crossflow
can mitigate effects of heterogeneity sufficiently that representation of the flow in terms of
pseudorelative permeability functions is reasonable. Finally, calculation of tensor grid-block
transmissibilities is described. The tensor transmissibilities allow consistent representation of
the effects of permeability variations at scales smaller than a grid-block.

The experiments and calculations described deliberately isolate portions of the displace-
ment process, so that the mechanisms of specific interactions can be understood and their mag-
nitudes calculated. That approach is in recognition of the complexity of the displacement pro-
cess. The overall goal of the research effort, of course, is improved accuracy in predictions of
process performance. The research described in this report, therefore, is designed to provide
the physical understanding upon which rational scaling of process mechanisms interacting on
multiple scales must be based.



-3-

2. Phase Behavior, Fluid Properties and Characterization of Crude Oils.

High local displacement efficiency in a CO, or other miscible process depends on the
transfer of components between phases. If the transfer is efficient, and the effects of disper-
sion and nonuniform flow negligible, local displacement efficiency may approach 100 percent.
Thus, in nearly one-dimensional displacements, such as occur in a slim tube, for example,
phase behavior dominates the displacement process. Hence phase behavior and accompanying
fluid property data are an important part of any description of miscible flood processes. In
Section 2.1 we describe the design of a new apparatus for phase behavior and fluid property
measurements. In addition, we report results of measurements of supercritical extraction by
CO,, nitrogen (N,) and methane (CH,) at similar molar densities.

In Section 2.2 we report preliminary results of an investigation of the use of supercritical
fluid chromatography to characterize crude oils. The experiments performed show clearly the
effect of CO, density on extraction behavior. Moreover, they suggest that crude oil analysis
can be performed more efficiently by SEC than by more conventional gas chromatography
(GC).

In Section 2.3 we describe mass spectrometry (GC-MS) experiments to identify specific
hydrocarbon molecules in hydrocarbon mixtures. These experiments are part of a long term
campaign to understand how molecular structure affects extraction of a hydrocarbon by dense
CO,.

2.1 Supercritical Extraction, Phase Behavior
and Fluid Properties

Gersem Andrade, Aaron N. Stessman and Milind D. Deo

The single most important factor that determines the local displacement efficiency in mis-
cible flooding is the phase behavior between the crude and the injected fluid. The phase pro-
perties are also important in order to be able to predict the process performance. Miscible dis-
placement processes may use carbon dioxide, nitrogen or methane. For all three fluids,
efficient displacement results when the fluid is dense enough to extract hydrocarbons from the
crude. Slim tube displacement experiments have demonstrated that the pressures required for
high recovery are much higher for N, and CHy4 than for CO,. This behavior is the result of
the low critical temperatures of Ny (126°K) and CHy (191°K). Typical reservoir temperatures
are much higher reduced temperatures for N, and CH, than for COy, and hence high pressures
are required to produce comparable molar densities. While it is known that high density is
required for relatively efficient extraction, it is not clear whether Np, CH, and CO, extract the
same amounts or types of hydrocarbons when injected fluid has similar molar density. To
examine the relationship between the extraction for the three fluid systems and to provide for
the characterization of phase behavior and measurement of phase properties for a variety of

systems of interest, a high-pressure, high-temperature, PVT apparatus was designed and assem-
bled.

2.1.1 Equipment

Central to the PVT system is a PVT cell mounted in a temperature-controlled oven as
shown in the schematic in Fig. 2.1-1. The cell is rated to a pressure of 10000 psia. A positive
displacement pump and a microprocessor controlled constant fiow rate pump are used to charge
the PVT cell with a mixture of known composition using fluids from the supply vessels. Mer-
cury is used as a transfer fluid, and the pressure of the system is monitored with a sensitive
quartz transducer. A platinum resistance thermometer is used to measure the system
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the cell is charged, and the desired pressure and temperature conditions are achieved, the mix-
ture is brought to thermodynamic equilibrium by means of a circulation pump. After the
equilibrium is reached, the phases present are allowed to separate and the volumes of the
phases are measured by a digital height gauge.

The phases are then displaced, one at a time, at known flow rate through the sampling
path to the backpressure regulator. The path includes a densitometer for density measurement
and a calibrated capillary tube for viscosity measurement. The densitometer has a tube that
oscillates at different periods depending on the density of the fluid flowing through it. With
proper calibration, the densitometer can measure densities to the accuracy of 0.001 g/cc. The
viscosity is determined from the value of the flow rate set by the pump and the pressure
difference across the capillary tube measured with a pressure differential transducer.

Once the sample exits the back pressure regulator, it is allowed to separate into a vapor
phase and a liquid phase at low pressure. The amount of liquid phase is determined by its
weight. If pure component mixtures are under study, the liquid is analyzed directly on the gas
chromatograph (GC). Oils are characterized by simulated distillation. The low pressure vapor
flows to an evacuated container of known volume at room temperature. Measurement of the
pressure in the container allows calculation of the total number of moles of the gas using the
ideal gas law. From the amounts and compositions of the liquid and vapor, the phase compo-
sitions can be calculated. Thus the apparatus allows measurement of equilibrium phase compo-
sitions for all the phases present in the PVT cell as well as their fluid properties. Furthermore,
physical samples are obtained, so that more sophisticated compositional analysis can be per-
formed if desired (see sections on supercritical fluid chromatography and gas chromatography-
mass spectrometry).

2.1.2 Real-time Data Acquisition, Processing and Control

A DOS based real-time data acquisition, processing and control system was developed on
an IBM-AT for the apparatus described above. All the devices in the experimental system are
monitored or controlled using appropriate communication protocols. The pump microprocessor
is controlled using an IEEE 488 format. An A/D board allows access to a number of tempera-
ture and pressure sensors. Normally, an IBM-AT permits communications with only two serial
devices. A special multiple port board was installed and configured, so that up to ten serial
devices could be accessed. In addition, a special byte register was designed and installed to
read the binary parallel data from the digital height gauge.

The software is menu-driven and consists of modules corresponding to specific phases of
experimental operation. The software affords complete control over the pump and all chroma-
tographic operations. It allows pressurizing and depressurizing of various vessels, keeps track
of the volumes in each of the vessels and records and integrates the data from various stages of
operation. The program invokes a commercial package (LABTECH NOTEBOOK) during cer-
tain stages of operation mainly for data display. The chromatographic module automates the
GC analysis by transferring appropriate analysis files from the GC to the computer and sorting,
analyzing, storing and presenting the results. It is capable of handling multiple simulated dis-
tillation analyses.

The resulting system allows reliable and accurate acquisition of experimental data and
insures that records of an experiment include all the data required for analysis of the results.

2.1.3 Calibration Runs

The accuracy of the results obtained with the apparatus described above depends on the
accuracy with which volumes and flow rates are measured. Volumes and flow rates are
estimated by the amounts of mercury displaced from the pumps to the system and also by the
measurement of the position of fluid interfaces seen through the windows of the cell. The flow
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rates must be known for the measurement of viscosity, and they are also related to the amount
of mercury displaced from the pumps with time.

As different conditions of pressure and temperature may occur in the pumps and in the
cell and the capillary tube, the volumes of mercury that are read directly from the pumps are
not necessarily equal to the volume injected or withdrawn from the cell or the capillary tube.
Instead, they must be corrected for the compressibility of the mercury, pump seals, and so on.
Thus, the response of the internal volumes of the pumps and the cell when subjected to
different pressures and temperatures, as well as the relationship between the volume in the cell
and the position of the fluid interface seen through the windows of the cell, were evaluated in
the calibration runs.

For both the pumps, the relationship between the volume read on the pumps and the
volume actually delivered is evaluated as a function of temperature and pressure. The volume
actually delivered was determined by gravimetric methods. The compressibilty of the pumps
was estimated by compressing mercury in the pumps and reading the volume required to raise
the pressure to the value desired.

The digital height gauge was calibrated by using the volume displaced by the pump as
the standard. This calibration was performed at different temperatures and pressures and thus
the volumetric behavior of the internal chamber of the cell and the volume factor for the height
meter were assessed as functions of temperature and pressure.

The densitometers and the capillary tubes were calibrated by charging a fluid of known
density and viscosity behavior at different conditions (decane and methane) and displacing the
fluid through the sampling branch. A series of measurements was made at different tempera-
tures and pressures. The primary variables measured were the period read by the densitometer
and the pressure drop across the capillary tube. The data were used in a two-dimensional
spline interpolation scheme to obtain densities and viscosities at desired temperature and pres-
sure, given the period of the densitometer and differential pressure across the capillary tube.

2.1.4 Pure Component Experiments

Several binary CO,-hydrocarbon experiments were performed to streamline the charging,
equilibration and sampling procedures. To study the comparative extractive capacity of
different EOR solvents three ternary systems were studied. A C4-Cyo mixture was used to
simulate oil. The behavior of this mixture when mixed with CO,, C; or N, was examined at
160°F and 1250, 1675 and 1890 psia respectively. The molar densities of these three solvents
are the same under those conditions.

Results of the phase composition measurements for these three ternary systems are shown
in Figs. 2.1-2 to 2.1-4. Detailed phase composition and fluid property data for those measure-
ments are compared in Tables 2.1-1, 2.1-2 and 2.1-3 with predictions of the Peng-Robinson
equation of state (1976) and the Lohrenz-Bray-Clark (1964) correlation for fluid viscosities.

Fig. 2.1-2 shows that the measured phase compositions for the CO,-C4-C,o system at
1250 psia and 160°F agree well with the calculated values. The measurement values are also
in reasonable agreement with the data reported by Monroe et al. (1987) and Metcalfe and Yar-
borough (1979). As Table 2.1-1 indicates, vapor phase densities agreed with the calculated
values to within 1-4%. Vapor viscosities also agreed well, with absolute deviations of about
0.002 cp and relative deviations of about 5-10% for the low viscosity values near 0.02 cp.
Liquid phase densities did not agree as well with calculated values, as is commonly observed,
with calculated values showing deviations of about 0.05 g/cc (7%) below measured values.
Calculated liquid phase viscosities were also systematically lower than measured values. One
mixture showed a deviation of about 45%, while the others were in the 20-25% range. Thus,
the use of Lohrenz-Bray-Clark correlation for this system can result in substantial errors in cal-
culated viscosity for the liquid phase.
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Table 2.1-1. Comparison of Measured Phase Compositions and Properties
with Values Calculated with Peng-Robinson Equation of State
(PREOS) and Lohrenz-Bray-Clark (L-B-C) Correlation for
C0,-C4-Cyo Mixtures at 1250 psia and 160°F.

Expt. | P-R EOS p(g/ecc) u(cp)
mol % | mol% [ Expt. | P-R EOS | Expt. | L-B-C
Vanr
CO, 100. 99.48 0.1985 | 0.2028 | 0.0249 | 0.0220
n- Cq 0. 0.
n- Cm 0.
Liquid
CO, 56.62 58.20 0.7170 | 0.6721 {0.3123 | 0.1700
n- C4 0. 0.
n- Clo 0. 0
Vapor

CO, 92.00 93.52 0.2156 | 0.2205 | 0.0223 | 0.0228
n-Cq 8.00 5.95
n- Clo 0. 0.53
Liquid

CO, 60.31 58.34 0.6787 | 0.6410 | 0.1561 | 0.1232
n-C4 | 15.55 16.50
n-Cyp | 24.13 25.16
Vapor

CO, 94.48 94.98 0.2052 | 0.2153 | 0.0204 | 0.0225
n-C, 5.52 4.49
n-Cyo 0. 0.53
Liguid

CO, 58.36 58.10 0.7005 | 0.6520 |0.2122 | 0.1340
n-C¢ | 15.55 16.50
n-Cpo| 24.13 25.16

n-Cig n-C,
10 20 30 40 SO 60 70 8 90 '

Mol Fractions

Fig. 2.1-2. Comparison of the measured (*) and calculated (heavy
line) tie lines for CO,-C4-C1o mixtures at 160°F and 1250 psia.



Table 2.1-2. Comparison of Measured Phase Compositions and Properties
with Values Calculated with Peng-Robinson Equation of State
(PREOS) and Lohrenz-Bray-Clark (L-B-C) Correlation for C-
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C4-C10 Mixtures at 1675 psia and 160°F.

Expt. | P-R EOS p(g/cc) #(cp)
mol % | mol % [Expt. | P-R EOS | Expt. | L-B-C

Vapor ‘

CH, 100. 99.64 0.0703 | 0.0746 |0.0176 | 0.0149
a- C4 0. 0.
n- Cxo 0. 0.36
Liquid

CH, 36.63 36.94 0.6446 | 0.6033 | 0.3522 | 0.1923
n- Cq 0. 0.
n-Cy| 63.37 63.06
Vapor

CH, 89.77 88.56 0.0974 | 0.1054 | 0.0162 | 0.0158
n-C, | 10.16 11.08
n- Cm 0.07 0.36
Liguid

CH, 35.50 38.36 0.5583 | 0.5337 |0.2244 | 0.1131
n-Cq | 38.62 36.71
n-Cp| 25.88 24.93
Vapor

CH, 95.43 94.84 0.0813 | 0.0868 | 0.0162 | 0.0152
n-C,| 436 4.79
n-Cp| 0.21 0.37
Liquid

CH, 36.17 37.10 0.6083 | 0.5781 |0.2548 | 0.1581
n-C, | 19.13 18.28
n- Cm 44.70 44.62

- Fig. 2.1-3.  Comparison of the measured (*) and calculated (heavy line) tie lines for

10 20

30 4 50 60 70 8 9

Mol Fractions

CI'C4°C10 mixtures at 160°F and 1675 psia.
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Table 2.1-3. Comparison of Measured Phase Compositions and Properties
with Values Calculated with Peng-Robinson Equation of State
(PREOS) and Lohrenz-Bray-Clark (L-B-C) Correlation for N,-
C4-C10 Mixtures at 1890 psia and 160°F.

Expt. | P-R EOS plg/cc) u(cp)
mol % | mol % [ Expt. | P-R EOS | Expt. | L-B-C
Vapor _ _ ’
N2 100. 09.87 |0.1221| 0.1125 | 0.0216 | 0.0214
n- C4 0. 0.
n- Cm 0. 0.13
Liquid
N. 20.51 17.31 0.6955 | 0.6519 | 0.4893 | 0.2319
n- C4 0. 0. )
n-Cyp| 79.49 82.69
Vapor

N, 92.88 91.29 0.1399 | 0.1416 | 0.0243 | 0.0213
n-C.| 7.12 8.60
n- Clo 0.0 0.10
Liquid

N, 20.23 18.19 0.6247 | 0.6076 |0.2818 | 0.1613
n-C, | 4888 49.67
n-Cyo | 30.89 32.14
Vapor

N, 97.09 95.45 0.1311 | 0.1333 |0.0222 | 0.0215
n-C, | 2.78 4.42
n-Cp| 0.13 0.12
Liquid

N, 14.79 17.55 0.6638 | 0.6326 | 0.3477 | 0.2014
n-Cq | 30.70 28.29
n- Cm 54.51 54.16

100 20 30 40 S0 6 70 8 90

Mol Fractions

Fig. 2.1-4. Comparison of the measured (*) and calculated (heavy line)
tie lines for N,-C4-C;o mixtures at 160°F and 1890 psia.
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Figs. 2.1-2 and 2.1-3 and Tables 2.1-2 and 2.1-3 show similar comparisons for the N,-
C4Cyo and Cy-C4-Cyg systems. Again the Peng-Robinson equation of state showed good
agreement, as would be expected for these simple well characterized systems. Calculated
phase densities agreed well with measured values for the vapor phases and were systematically
lower for the liquid phases. Calculated phase viscosities agreed well for the vapor phases, but
showed substantial deviations for the liquid phases.

Comparison of Figs. 2.1-2, 2.1-3 and 2.1-4 shows clearly that the solubility of CO, in the
hydrocarbon (liquid) is greater than that of C,, which in turn is substantially higher than that of
N,. Thus even at comparable molar densities, the phase behavior characteristics of the three
systems differ considerably.

2.1.5 Crude Oil Experiments

Maljamar crude oil, a Permian basin oil from Lea County, New Mexico was used in all
experiments. Three sets of experiments were performed at a temperature of 120°F. The CO,-
crude oil experiment was conducted at 1520 psia, the C;-crude oil experiment at 3790 psia and
the N,-crude oil experiment at 4950 psia. Under these conditions, the molar densities of CO,,
C, and N, are identical. Thus the experiment tested whether extraction is dominated by molar
density, the number of molecules per unit volume, or by interactions between the solvent
molecules and the extracted hydrocarbons.

The Maljamar crude was characterized by simulated distillation (SIMDIS). SIMDIS is a
standard procedure (ASTM 1976) used to determine the carbon number distribution or the boil-
ing temperature ranges of petroleum fractions. In a typical analysis, the sample is introduced
into a gas chromatograph (GC) column, which separates the hydrocarbons, approximately at
least, in boiling point order. The oven temperature is programmed, and component elution is
monitored with a flame ionization detector. The initial temperature of the column was 30°C. It
was increased at a rate of 15°C/min to a final temperature of 350°C. The column was held at
this final temperature for 10 minutes. The injector and the detector temperatures were main-
tained at 350°C.

Elution times for alkanes of various carbon numbers were assigned to the time axis from
a calibration curve, obtained under the same chromatographic conditions by running a mixture
of hydrocarbons through Cg4y. The amount of sample heavier than Cyo is estimated by means of
an internal standard added to the the sample. Thus the procedure involves making a series of
runs under identical chromatographic conditions: a calibration standard, crude sample with an
internal standard added to it and the crude sample by itself. The SIMDIS program, which was
a part of the overall data acquisition and processing package, was capable of storing a blank
run and accounting for the column bleed in the subsequent runs. A typical crude analysis is
shown in Table 2.1-4.

In the CO,, C; and N, phase behavior experiments, a known amount of crude was
charged into the PVT cell, and the EOR agent was added to the cell at appropriate conditions.
The overall molar concentration of the agent was high (more than 70%) in all the experiments.
The resulting phases were equilibrated and the volumetric behavior of the mixture was studied
by changing the pressure in the cell. The resulting upper and lower phases were then sampled
in turn. Each of the phases was separated into a liquid and a vapor phase at atmospheric pres-
sure. The liquid phase was weighed and characterized by SIMDIS. The vapor phase was sent
directly to the GC and was analyzed on a POROPAK Q column. For this analysis, the initial
temperature, 60°C, was maintained for a period of 2 minutes. The temperature was increased at
30°C/min. to a final value of 250°C, where it was held for 10 minutes. The injector and the
detector temperatures were held at 250°C. Retention times and response factors for the pure
components were determined separately to identify and quantify the peaks obtained in the gas
analysis. The amounts and compositions of the liquid and the vapor were used to calculate the
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Table 2.1-4. Carbon Number (CN) Distribution for the Maljamar crude
Oil by Simulated Distillation (SIMDIS).

ll Carbon | Molecular | Mass Mole “
Number | Weight | Fraction | Fraction
72.151 0.0153 | 0.0436
86.178 0.0163 | 0.0388
100.204 0.0512 | 0.1048
114.231 0.0712 | 0.1279
128.258 0.0552 | 0.0883
142.285 0.0498 | 0.0718
156.312 0.0387 | 0.0508
170.339 0.0457 | 0.0551
184.366 0.0321 | 0.0357
198.393 0.0405 | 0.0418
212.420 0.0338 | 0.0326
226.447 0.0318 | 0.0288
240.474 0.0329 | 0.0280
254.501 0.0220 | 0.0177
268.528 0.0343 | 0.0262
282.555 0.0221 | 0.0161
296.582 0.0218 | 0.0151
310.609 0.0221 | 0.0146
324.636 0.0215 | 0.0136
338.663 0.0205 | 0.0124
352.690 0.0120 | 0.0070
366.717 0.0200 | 0.0112
380.743 0.0120 | 0.0065
394.770 0.0193 | 0.0100
408.797 0.0120 | 0.0060
422.824 0.0118 | 0.0057
436.851 0.0113 | 0.0053
450.878 0.0157 | 0.0072
464.905 0.0086 | 0.0038
~ 478.932 0.0104 | 0.0045
492.959 0.0054 | 0.0023
506.986 0.0068 | 0.0028
563.094 0.1757 | 0.0640
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composition of the phase displaced from the cell as described in Section 2.1.1. As the phase
was being sampled, density and viscosity of the phase were also measured.

The compositions, densities and viscosities of the upper and the lower phases formed by
the contact of CO, with the Maljamar crude are reported in Tables 2.1-5 and 2.1-6. The solu-
bility of CO, in the hydrocarbon-liquid phase is very close to the solubility of CO, in the
hydrocarbon-liquid phase in the CO,-C4-C,q system studied earlier. The data for C; and N,
systems with the crude are shown in Tables 2.1-7 to 2.1-10. The solubilty of the solvent in the
hydrocarbon-liquid phase is lower for C; than CO, and lower still for N,. The trend observed
is the same as the pattern observed for the pure component systems. This can be observed in
the ternary diagram shown in Fig. 2.1-5. In this ternary representation of the phase behavior
of the crude with the EOR agents, components C,-C;, have been grouped under one pseu-
docomponent and the C,3, fraction has been lumped into the other pseudocomponent.

2.1.6 Discussion

The phase composition data reported here give some indication of the difference between
displacements by CO, and displacement by C; or N,. Fig. 2.1-6 illustrates the impact of
changes in extraction and solubility on the size of the two-phase region and the slopes of the
tie- lines. Fig. 2.1-6a shows favorable behavior. Light components are extracted so efficiently
that the region of tie-line extensions is small and the oil lies outside it. For that system, misci-
ble displacement would result in one-dimensional flow (with no dispersion). See Sections 3.1
and 3.3 for extensive discussions of the reasoning behind that statement. The phase composi-
tions of the COy/crude oil mixture suggest that a displacement of Maljamar crude oil by CO,
at 1520 psia would be efficient because the oil is apparently close to the boundary of the
region of tie-line extensions. The estimate of the minimum miscibility pressure (MMP) is the
extrapolated vapor pressure of CO, (Orr and Jensen 1984, Silva and Orr 1987), which at 120°F
is 1575 psia.

Fig. 2.1-6 shows the effect of a decrease in solubility with the tie-line slopes held con-
stant. In both cases, the displacement would pass through the two-phase region, entering it
along the tie line that extends through the oil composition, but the displacement for the smaller
two-phase region would be more efficient for two reasons. First, the displacement composi-
tion route would pass closer to the plait point and therefore closer to the vapor portion of the
binodal curve (See Sections 3.1 and 3.3). Hence the amount of oil left after passage of the
leading edge of the transition zone would be smaller. In addition, the residual oil left in that
zone would contain more dissolved solvent. Hence, the phase composition data for C, in Fig.
2.1-5 are less favorable than those for CO,, despite the fact that Fig. 2.1-6¢ shows the effect of
less efficient extraction with the size of the two-phase region fixed to be the same as that in
Fig. 2.1-6a. Clearly, the size of the region of tie-line extensions is larger when extraction of
hydrocarbons into the upper phase is less efficient. The phase composition data for N, in Fig.
2.1-5 show that the vapor phase contained much less extracted hydrocarbons. In addition, the
liquid phase contained much less dissolved N,. Hence, displacement by N, would be less
efficient still than displacement by C;.

Additional confirmation of the differences in extraction behavior is shown in Fig. 2.1-7,
which reports the carbon number distribution of the extracted hydrocarbons, plotted on a
solvent-free basis. Both C; and Nj extracted only light hydrocarbons, while CO, extracted
much heavier hydrocarbons. Thus, both the quantity and type of hydrocarbons extracted by
each solvent indicate that CO, interacts much more strongly than either N, or C; with the
hydrocarbons present in the Maljamar crude oil. Those data suggest that volatility of hydrocar-
bons present in the oil is much more important for C; and N, than for CO,. Miscible dis-
placement by N, or C; evidently would require that substantial quantities of C, - Cg hydrocar-
bons be present in the oil, while efficient displacement by CO, can occur even when those
hydrocarbons are not present.
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Table 2.1-5. Phase Compositions and Properties for CO, Plus Maljamar Crude Oil at 1520
psia and 120°F: Lower Phase Analysis.

GAS LIQUID TOTAL
MW Mass Mole Mass Mole Mass Mole
Fraction Fraction Fraction Fraction Fraction Fraction
CO, 44.010 0.9287 0.9568 0. 0. 0.3033 0.6791
G 16.043 0. 0. 0. 0. 0. 0.
C 30.070 0. 0. 0. 0. 0. 0.
G 44,097 0.0078 0.0080 0. 0. 0.0025 0.0057
Cq 58.120 0.0077 0.0060 0. 0. 0.0025 0.0043
Cs 72.151 0.0131 0.0082 0.0019 0.0060 0.0056 0.0076
Cs 86.178 0.0215 0.0113 0.0098 0.0259 0.0136 0.0155
(o) 100.204 0.0213 0.0096 0.0375 0.0855 0.0322 0.0317
Cs 114.231 0. 0. 0.0420 0.0840 0.0283 0.0244
G 128.258 0. 0. 0.0509 0.0908 0.0343 0.0264
Cio 142.285 0. 0. 0.0489 0.0786 0.0329 0.0228
Cn 156.312 0. 0. 0.0440 0.0643 0.0296 0.0187
Ci2 170.339 0. 0. 0.0374 0.0502 0.0252 0.0146
Cis 184.366 0. 0. 0.0405 0.0502 0.0272 0.0146
Ci4 198.393 0. 0. 0.0279 0.0321 0.0188 0.0093
Cis 212.420 0. 0. 0.0430 0.0463 0.0289 0.0134
Cis 226.447 0. 0. 0.0425 0.0430 0.0287 0.0125
Ci7 240.474 0. 0. 0.0276 0.0263 0.0186 0.0076
Cis 254.501 0. 0. 0.0354 0.0318 0.0239 0.0092
Cyo 268.528 0. 0. 0.0256 0.0218 0.0173 0.0063
Cyo 282.555 0. 0. 0.0252 0.0204 0.0170 0.0059
Cy 296.582 0. 0. 0.0248 0.0191 0.0167 0.0055
Cx 310.609 0. 0. 0.0254 0.0187 0.0171 0.0054
Cys 324.636 0. 0. 0.0240 0.0169 0.0162 0.0049
Ca4 338.663 0. 0. 0.0229 0.0155 0.0154 0.0045
Cys 352.690 0. 0. 0.0223 0.0145 0.0150 0.0042
Cys 366.717 0. 0. 0.0150 0.0094 0.0101 0.0027
Cyr 380.743 0. 0. 0.0218 0.0131 0.0147 0.0038
Cys 394,770 0. 0. 0.0145 0.0084 0.0098 0.0024
Cy 408.797 0. - 0. 0.0145 0.0081 0.0098 0.0024
Cy 422.824 0. 0. 0.0200 0.0108 0.0135 0.0031
Csy; 436.851 0. 0. 0.0125 0.0065 0.0084 0.0019
12 450.878 0. 0. 0.0113 0.0057 0.0076 0.0017
13 464.905 0. 0. 0.0097 0.0048 0.0065 0.0014
34 478.932 0. 0. 0.0112 0.0054 0.0076 0.0016
Css 492959 0. 0. 0.0060 0.0028 0.0041 0.0008
Cs6 506.986 0. 0. 0.0070 0.0031 0.0047 0.0009
| Csg 563.094 0. 0. 0.1970 0.0800 0.1327 0.0232
Density 0.8550 g/cm’
Viscosity 0.6563 cp
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Table 2.1-6. Phase Compositions and Properties for CO, Plus Maljamar Crude Oil at 1520
psia and 120°F: Upper Phase Analysis.

GAS LIQUID TOTAL
MW Mass Mole Mass Mole Mass Mole
Fraction Fraction Fraction Fraction Fraction Fraction

CO, 44010 0.9660 0.9830 0. 0. 0.8892 0.9585
16.043 0. 0. 0. 0. 0. 0.
30.070 0. 0. 0. 0. 0. 0.
44,097 0. 0. 0. 0. 0. 0.

58.120 0.0012 0.0009 0. 0. 0.0011 0.0009

72.151 0.0051 0.0032 0.0019 0.0046 0.0049 0.0032

86.178 0.0128 0.0067 0.0102 0.0208 0.0127 0.0070

100.204 0.0141 0.0063 0.0536 0.0936 0.0179 0.0085

114.231 0. 0. 0.1131 0.1733 0.0104 0.0043

128.258 0. 0. 0.1389 0.1895 0.0127 0.0047

142.285 0. 0. 0.1073 0.1320 0.0098 0.0033

156.312 0. 0. 0.0769 0.0861 0.0071 0.0021

170.339 0. 0. 0.0693 0.0713 0.0064 0.0018

184.366 0. 0. 0.0368 0.0350 0.0034 0.0009

198.393 0. 0. 0.0591 0.0522 0.0054 0.0013

212.420 0. 0. 0.0433 0.0357 0.0040 0.0009

226.447 0. 0. 0.0279 0.0215 0.0026 0.0005

240474 0. 0. 0.0287 0.0209 0.0026 0.0005

254.501 0. 0. 0.0179 0.0123 0.0016 0.0003

268.528 0. 0. 0.0153 0.0100 0.0014 0.0002

282.555 0. 0. 0.0133 0.0082 0.0012 0.0002

296.582 0. 0. 0.0190 0.0112 0.0017 0.0003

310.609 0. 0. 0.0100 0.0056 0.0009 0.0001

324.636 0. 0. 0.0085 0.0046 0.0008 0.0001

338.663 0. 0. 0.0073 0.0038 0.0007 0.0001

352.690 0. 0. 0.0044 0.0022 0.0004 0.0001

366.717 0. 0. 0.0056 0.0027 0.0005 0.0001

380.743 0. 0. 0.0034 0.0016 0.0003 0.0000

394.770 0. 0. 0.0029 0.0013 0.0003 0.0000
Cy 408.797 0. 0. 0. 0. 0. 0.
Cyo 422.824 0. 0. 0. 0. 0. 0.
Cy; 436.851 0. 0. 0. 0. 0. 0.
Cs, 450.878 0. 0. 0. 0. 0. 0.
Css 464.905 0. 0. 0. 0. 0. 0.
Cay 478.932 0. 0. 0. 0. 0. 0.
Css 492.959 0. 0. 0. 0. 0. 0.
Css 506.986 0. 0. 0. 0. 0. 0.
36+ 563.094 0. 0. 0. 0. 0. 0.

Density 0.6602 gm/cm®

Viscosity 0.0848 cp
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Table 2.1-7. Phase Compositions and Properties for C; Plus Maljamar Crude Oil at 3790
psia and 120°F: Lower Phase Analysis.

GAS LIQUID TOTAL
MW ~ Mass Mole Mass Mole Mass Mole
Fraction Fraction Fraction Fraction Fraction Fraction
o 16.043 0.7791 0.9506 0. 0. 0.0510 0.4166
C,; 30.070 0. 0. 0. 0. 0. 0.
G 44,097 0. 0. 0. 0. 0. 0.
Cs 58.120 0. 0. 0. 0. 0. 0.
Cs 72.151 0.0460 0.0125 0.0030 0.0091 0.0058 0.0106
GCs 86.178 0.0853 0.0194 0.0118 0.0299 0.0166 0.0253
G 100.204 0.0897 0.0175 0.0443 0.0964 0.0473 0.0618
Cg 114.231 0. 0. 0.0494 0.0942 0.0462 0.0529
G 128.258 0. 0. 0.0564 0.0959 0.0527 0.0539
Cio 142.285 0. 0. 0.0529 0.0811 0.0495 0.0456
Cn 156.312 0. 0. 0.0474 0.0661 0.0443 0.0371
Ci2 170.339 0. 0. 0.0398 0.0509 0.0372 - 0.0286
Ci3 184.366 0. 0. 0.0422 0.0499 0.0394 0.0280
Cis 198.393 0. 0. 0.0285 0.0314 0.0267 0.0176
Cis 212.420 0. 0. 0.0437 0.0448 0.0408 0.0252
Cis 226.447 0. 0. 0.0423 0.0407 0.0395 0.0229
Cyy 240474 0. 0. 0.0274 0.0249 0.0257 0.0140
Cis 254.501 0. 0. 0.0347 0.0298 0.0325 . 0.0167
Cyo 268.528 0. 0. 0.0249 0.0202 0.0232 0.0113
Cxo 282.555 0. 0. 0.0243 0.0188 0.0227 0.0105
Cxu 296.582 0. 0. 0.0238 0.0175 0.0222 0.0098
Cyp 310.609 0. 0. 0.0243 0.0170 0.0227 0.0096
Cy 324.636 0. 0. 0.0228 0.0153 0.0213 0.0086
Ca4 338.663 0. 0. 0.0218 0.0140 0.0203 0.0079
Cys 352.690 0. 0. 0.0212 0.0131 0.0198 0.0073
Cas 366.717 0. 0. 0.0142 0.0085 0.0133 0.0047
Cxy 380.743 0. 0. 0.0206 0.0118 0.0192 0.0066
Cqg 394.770 0. 0. 0.0137 0.0076 0.0128 0.0042
Cy 408.797 0. 0. 0.0137 0.0073 0.0128 0.0041
Cao 422.824 0. 0. 0.0191 0.0098 0.0178 0.0055
Cyy 436.851 0. 0. 0.0121 0.0060 0.0113 0.0034
Cs,y 450.878 0. 0. 0.0110 0.0053 0.0103 0.0030
Cas 464.905 0. 0. 0.0096 0.0045 0.0090 0.0025
14 478.932 0. 0. 0.0114 ‘0.0052 0.0106 0.0029
35 492.959 0. 0. 0.0062 0.0027 0.0058 0.0015
Css 506.986 0. 0. 0.0074 0.0032 0.0069 0.0018
Case 563.094 0. 0. 0.1742 0.0674 0.1628 0.0379
Density 0.7494 gm/cm’
Viscosity 1.0537 cp
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Table 2.1-8. Phase Compositions and Properties for C; Plus Maljamar Crude Oil at 3790
psia and 120°F: Upper Phase Analysis.

GAS LIQUID TOTAL

Mw Mass Mole Mass Mole Mass Mole

Fraction Fraction Fraction Fraction Fraction Fraction

16.043 0.7496 0.9398 0. 0. 0.7497 0.9398
30.070 0. 0. 0. 0. 0. 0.
44.09 0. 0. 0. 0. 0. 0.

58.120 0.0164 0.0057 0. 0. 0.0164 0.0057

72.151 0.0585 0.0163 0. 0. 0.0585 0.0163

86.178 0.0935 0.0218 0. 0. 0.0935 0.0218

(o) 100.204 0.0819 0.0164 0. 0. 0.0819 0.0164
Cg 114.231 0. 0. 0. 0. 0. 0.
G 128.258 0. 0. 0. 0. 0. 0.
Cio 142.285 0. 0. 0. 0. 0. 0.
Cn 156.312 0. 0. 0. 0. 0. 0.
Ci2 170.339 0. 0. 0. 0. 0. 0.
Cis 184.366 0. 0. 0. 0. 0. 0.
Cis 198.393 0. 0. 0. 0. 0. 0.
Cis 212.420 0. 0. 0. 0. 0. 0.
Cis 226.447 0. 0. 0. 0. 0. 0.
Ciy 240474 0. 0. 0. 0. 0. 0.
Cis 254.501 0. 0. 0. 0. 0. 0.
Cyo 268.528 0. 0. 0. 0. 0. 0.
Cy 282.555 0. 0. 0. 0. 0. 0.
Cyu 296.582 0. 0. 0. 0. 0. 0.
Cy, 310.609 0. 0. 0. 0. 0. 0.
Cys 324.636 0. 0. 0. 0. 0. 0.
(&9 338.663 0. 0. 0. 0. 0. 0.
Cys 352.690 0. 0. 0. 0. 0. 0.
Cys 366.717 0. 0. 0. 0. 0. 0.
Cyy 380.743° 0. 0. 0. 0. 0. 0.
Cys 394.770 0. 0. 0. 0. 0. 0.
Cy 408.797 0. 0. 0. 0. 0. 0.
Cso 422.824 0. 0. 0. 0. 0. 0.
Cs; 436.851 0. 0. 0. 0. 0. 0.
Ci, 450.878 0. 0. 0. 0. 0. 0.
Ci; 464.905 0. 0. 0. 0. 0. 0.
Ciq4 478.932 0. 0. 0. 0. 0. 0.
Css 492,959 0. 0. 0. 0. 0. - 0.
Css 506.986 0. 0. 0. 0. 0. 0.
36+ 563.094 0. 0. 0. 0. 0. 0.

Density 0.1852 gm/cm’

Viscosity 0.0341 cp
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Table 2.1-9. Phase Compositions and Properties for N, Plus Maljamar Crude Oil at 4950
psia and 120°F: Lower Phase Analysis.

LIQUID TOTAL
MW Mass Mole Mass Mole Mass Mole
Fraction Fraction Fraction Fraction Fraction Fraction
N, 28.000 0.7961 0.9224 0. 0. 0.0332 0.2072
C 16.043 0. 0. 0. 0. 0. 0.
C, 30.070 0. 0. 0. 0. 0. 0.
G 44.097 0. 0. 0. 0. 0. 0.
Cs 58.120 0. 0. 0. 0. 0. 0.
Cs 72.151 0.0667 0.0300 0.0053 0.0159 0.0078 0.0190
Cs 86.178 0.0596 0.0224 0.0150 0.0375 0.0168 0.0341
C, 100.204 0.0776 0.0251 0.0500 0.1078 0.0511 0.0892
Cs 114.231 0. . 0. 0.0530 0.1003 0.0508 0.0777
G 128.258 0. 0. 0.0575 0.0969 0.0551 0.0751
Cio 142.285 0. 0. 0.0522 0.0794 0.0501 0.0615
Ci 156.312 0. 0. 0.0397 0.0550 0.0381 0.0426
Ci2 170.339 0. 0. 0.0440 0.0558 0.0422 - 0.0433
Ci3 184.366 0. 0. 0.0395 0.0464 0.0379 0.0359
Cis 198.393 0. 0. 0.0265 0.0289 0.0254 0.0224
Cis 212.420 0. 0. 0.0405 0.0412 0.0388 0.0320
Cis 226.447 0. 0. 0.0391 0.0373 0.0375 0.0289
Cir 240474 0. 0. 0.0254 0.0228 0.0243 0.0177
Cis 254.501 0. 0. 0.0321 0.0272 0.0307 0.0211
Cyo 268.528 0. 0. 0.0229 0.0184 0.0219 0.0143
Cyo 282.555 0. 0. 0.0224 0.0171 0.0215 0.0133
Cy 296.582 0. 0. 0.0218 0.0159 0.0209 0.0123
Cyp 310.609 0. 0. - 0.0222 0.0154 0.0213 0.0120
Cxy 324.636 0. 0. 0.0208 0.0139 0.0199 0.0107
Ca4 338.663 0. 0. 0.0197 0.0126 0.0189 0.0098
Cys 352.690 0. 0. 0.0190 0.0116 0.0182 0.0050
Cas 366.717 0. 0. 0.0127 0.0075 0.0122 0.0058
Cy7 380.743 0. 0. 0.0182 0.0103 0.0174 0.0080
Cqs 394.770 0. 0. 0.0120 0.0066 0.0115 0.0051
Cy 408.797 0. 0. 0.0120 0.0063 0.0115 0.0049
Cso 422.824 0. . 0. 0.0164 0.0084 0.0157 0.0065
Cy 436.851 0. 0. 0.0103 0.0051 0.0098 0.0039
Cs 450.878 0. 0. 0.0092 0.0044 0.0088 0.0034
Cy3 464.905 0. 0. 0.0112 0.0052 0.0107 0.0040
Ca4 478.932 0. 0. 0.0055 0.0025 0.0053 0.0019
Css 492.959 0. 0. 0.0067 0.0029 0.0064 0.0023
Cs¢ 506.986 0. 0. 0.0033 0.0014 0.0032 0.0011
Cigs 563.094 0. 0. 0.2140 0.0822 0.2051 0.0637
Density 0.8422 gm/cm’
Viscosity 2.9794 cp




Table 2.1-10. Phase Compositions and Properties for N, Plus Maljamar Crude Oil
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at 4950 psia and 120°F: Upper Phase Analysis.

GAS LIQUID TOTAL

MW Mass Mole Mass Mole Mass Mole

Fraction Fraction Fraction Fraction Fraction Fraction

28.000 0.9866 0.9955 0. 0. 0.9866 0.9955
16.043 0. 0. 0. 0. 0. 0.
30.070 0. 0. 0. 0. 0. 0.
G; 44,097 0. 0. 0. 0. 0. 0.
Cq 58.120 0. 0. 0. 0. 0. 0.

Cs 72.151 0.0048 0.0019 0. 0. 0.0048 0.0019

Cs 86.178 0.0038 0.0012 0. 0. 0.0038 0.0012

C, 100.204 0.0048 0.0014 0. 0. 0.0048 0.0014
Cg 114.231 0. 0. 0. 0. 0. 0.
G 128.258 0. 0. 0. 0. 0. 0.
Cio 142.285 0. 0. 0. 0. 0. 0.
Cn 156.312 0. 0. 0. 0. 0. 0.
Ci2 170.339 0. 0. 0. 0. 0. 0.
Cis 184.366 0. 0. 0. 0. 0. 0.
Cis 198.393 0. 0. 0. 0. 0. 0.
Cis 212.420 0. 0. 0. 0. 0. 0.
Cis 226.447 0. 0. 0. 0. 0. 0.
Ci7 240474 0. 0. 0. 0. 0. 0.
Cis 254.501 0. 0. 0. 0. 0. 0.
Cio 268.528 0. 0. 0. 0. 0. 0.
Cyo 282.555 0. 0. 0. 0. 0. 0.
Cyu 296.582 0. 0. 0. 0. 0. 0.
Cyp 310.609 0. 0. 0. 0. 0. 0.
Cx 324.636 0. 0. 0. 0. 0. 0.
Cas 338.663 0. 0. 0. 0. 0. 0.
Cys 352.690 0. 0. 0. 0. 0. 0.
Cys 366.717 0. 0. 0. 0. 0. 0.
Cyy 380.743 0. 0. 0. 0. 0. 0.
Cyg 394.770 0. 0. 0. 0. 0. 0.
Cyo 408.797 0. 0. 0. 0. 0. 0.
Cso 422.824 0. 0. 0. 0. 0. 0.
Cs; 436.851 0. 0. 0. 0. 0. 0.
Cs, 450.878 0. 0. 0. 0. 0. 0.
Ci; 464.905 0. 0. 0. 0. 0. 0.
Csq 478.932 0. 0. 0. 0. 0. 0.
Css 492,959 0. 0. 0. 0. 0. 0.
Css 506.986 0. 0. 0. 0. 0. 0.
Csss 563.094 0. 0. 0. 0. 0. 0.

Density 0.2973 gm/cm’

Viscosity 0.0321 ¢p




-19-

CO,, C,or N,

oil

M. AN, M AV] 3.
™

Cias ' C-Cy2
10 20 30 40 50 60 70 80 90

Fig. 2.1-5. Compositions of the upper and the lower phases for the Maljamar
crude 0il-CO; (X), Maljamar crude oil-C; (*) and Maljamar crude
0il-N, (+) systems at 120°F and 1520, 3790 and 4950 psia,
respectively.
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Additional evidence of the effects of extraction and solubility is shown in Fig. 2.1-8, a
comparison of fluid properties of the equilibrium phases. The viscosity of the CO,-rich phase
is nearly three times that of pure CO, at the same conditions (0.036 cp, Klins 1984). C, and
N,, however, show values much closer to the corresponding pure component values (N,: 0.028
cp; Cy: 0.0214 cp; Vargaftik 1975). Thus the presence of the larger, heavier hydrocarbon
molecules in the CO,-rich phase increases its viscosity substantially more than the light hydro-
carbons extracted by methane.

Lower phase viscosities were also affected by the amount of dissolved solvent as Fig.
2.1-8 also indicates. The viscosity of the oil saturated with N, was close to that of the original
oil (3.1 cp at atmospheric pressure). The larger quantities of dissolved C, and CO, caused
significantly lower oil-rich phase viscosities. For CO,, at least, the reduction in oil phase
viscosity and the increase in vapor phase viscosity causes the viscosity ratio to be only 7.7
compared to approximately 85 for the pure oil and pure CO,.

Fig. 2.1-9 shows a comparison of phase densities. Again, the CO,-0il phase densities
differ much less than those of the other systems.

The qualitative arguments presented in this section can be made much more quantitative.
In Chapter 3, we return to the question of composition path and examine in some detail the
effects of the changes in oil composition on displacement composition routes.

2.2 Supercritical Fluid Chromatography
for Crude Oil Characterization

Maurice P. Stadler and Milind D. Deo

In supercritical fluid chromatography (SFC), separation of components in a mixture is
performed using a relatively dense supercritical fluid as a carrier. In this section we describe
chromatography experiments using supercritical CO,. Since it is supercritical extraction by
CO, that is the basis for CO, miscible flooding, SFC should provide direct information of use
in the characterization of crude oils for CO, flooding. SFC offers rapid analysis of crude oil
mixtures because hydrocarbons partition more efficiently into dense CO, than into helium or
nitrogen, typical carriers in gas chromatography (GC). The new equipment is being used to
characterize oils for miscible flooding, to examine how hydrocarbons partition into dense CO,
as a function of molecular size and type, and to study how elution behavior is related to

minimum miscibility pressure. The recently acquired SFC equipment and the current experi-
mental results are discussed in this section.

2.2.1 SFC Apparatus

The apparatus, supplied by Applied Biosystems, is basically a GC which has been
modified to accept supercritical CO, as the carrier fluid. This is done by placing a pump
between the CO, supply vessel and the injection port. A schematic diagram of the entire
apparatus is shown in Fig. 2.2-1.

The gas chromatograph used is a Hewlett-Packard Model 5890. A flame ionization
detector is used to analyze the material eluted from the column. This type of detector is ideal
for analyzing hydrocarbons with a CO; carrier fluid because hydrocarbons burn easily whereas
CO, does not.

An SFC MicroGradient System pump (Applied Biosystems) delivers the CO, at high
pressures. This pump is designed to deliver fluids accurately at low flow rates. The pump
consists of two 10 ml syringe pump cylinders. An important feature of the pump is that it can
be pressure programmed, which is equivalent to temperature programming in GC. The pump



0.8

0.6

0.4

Denshy (g/cm3)

0.2

Fig. 2.1-8.

-23-

L

:
i

4
@

TR
2K

oY

X0

¢
oY

v’v
SR

0
%

XKL
KR

XX
&R

S5

N

I Fue Solvent

BEJ Vapor Phase

7 uaidPhese

Aaa.

Comparison of the densities of the vapor and liquid phases formed by the
contact of Maljamar crude oil with CO,, C; and N5 at 120°F and 1520, 3790
and 4950 psia respectively with the pure solvent densities.

4950 psia

Bl Pure Solvent
BZY Vapor Phase -
Liouid Phase .

I

C1
Solvent

Fig. 2.1-9. Comparison of the viscosities of the vapor and liquid phases formed by the
contact of Maljamar crude oil with CO,, C; and N; at 120°F and 1520, 3790
and 4950 psia respectively with the pure solvent viscosities.



INTEGRATOR

Fig. 221

SFC PUMP

INJECTOR

RESTRICTOR
COLUMN

GC OVEN

SFC Apparatus (Plumbing).



=25 -

is programmed in steps. At each step, a time and pressure are specified. The pump calculates
a linear gradient between each of the steps and delivers the fluid at the calculated pressure.
The maximum allowable pressure is 5500 psia.

The injector is a Valco Model C14W manual injection valve. The column (Polysiloxane
PM, 20 cm x 1.0 mm) was also supplied by Applied Biosystems. This type of column was
chosen because it is relatively inert with respect to hydrocarbons. The column is connected to
the detector through a restrictor, which is a 40 cm x .050 mm ID fused silica capillary. For
this study, a Hewlett-Packard 3396A Integrator was used.

In order to facilitate the lab work, the experiments and data acquisition were partially
automated by linking the components electronically. A schematic of this networking is shown
in Fig. 2.2-2. The various parts of this network are described below.

The HP 3396A Integrator and the HP 5890 GC are linked via the Instrument Network
(INET). INET digitally transfers the raw detector data to the integrator. Also, the integrator
can control all of the setpoints (oven temperature, detector temperature, etc.) of the GC.

The pump also has features for networking. The rear panel of the pump has relays for
activating four external devices. Two of these events are used in this study, one for activating
the injector and one for remote starting the integrator. These two events are included in the
pump pressure program and start at exactly the same time.

Finally, the integrator is linked to an IBM Personal Computer AT through an RS232C
port. This is done in order to store the chromatographic runs on the hard drive of the PC since
the memory of the integrator is limited. In other words, the PC is simply used as an external
disc drive. A file server program was acquired from HP so that files can be transferred from
the integrator to the PC and vice versa.

2.2.2 Partitioning of Hydrocarbons into Dense CO,

The first SFC experiments performed examine the partitioning of hydrocarbons into CO,.
(Some of these experiments were performed at the Applied Biosystems lab in Santa Clara,
California, before the purchase of the equipment just described. However, the lab setup there
was very similar.)

At a given flow velocity of the carrier, elution time for a component is directly related to
how efficiently it is extracted into the carrier. In typical gas chromatography, elution of heavy
components is accomplished by increasing the temperature, which increases the volatility of the
hydrocarbons. In SFC, the pressure is increased rather than the temperature. The correspond-
ing increase in CO, density causes heavy hydrocarbons to be extracted more efficiently. Fig.
2.2-3 shows the chromatogram obtained for a standard mixture of alkanes (Cs through Cy).
The pressure program used in this run is shown in Fig. 2.2-4. As Fig. 2.2-3 shows, hydrocar-
bons up to carbon number 40 elute in only 19 minutes, about twice as fast as in standard simu-
lated distillation with temperature programming at 30°C/min on an OV-101 column. Fig. 2.2-5
shows the chromatogram for Maljamar crude run under the same conditions used to generate
Fig. 2.2-3.

Fig. 2.2-6 illustrates the effect of CO, density on elution time. In the three experiments
described in Fig. 2.2-6, the pressure was initially held constant. When additional elution of
hydrocarbons was observed to be small, the pressure was increased to 5000 psia to remove
remaining hydrocarbons from the column. The large peaks at the tail of the runs shown for
1600 and 1800 psia were the result of that pressure increase. As Fig. 2.2-6 shows, the amount
of hydrocarbons that eluted at the end of the run decreased dramatically as the density of CO,
increased from 0.51 g/em® to 0.67 g/em®. At the highest density, essentially all the hydrocar-
bons eluted in one large peak at the beginning of the chromatogram. At the lower densities,
individual peaks can be recognized. Thus, elution time of a given hydrocarbon is clearly
related to the density of the CO, carrier.
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2.2.3 Compositional Analysis

The next experiments performed were analyses of the carbon number distribution of
crude oils. Carbon number distributions were estimated using a technique that is a
simplification of simulated distillation (SIMDIS), a method currently used to analyze crude
oils.

SIMDIS is a procedure which determines the boiling-point distribution of a crude oil and
is described in detail in ASTM D2887 (1986). SIMDIS is an alternative to classical distillation
and uses GC with a temperature ramp to analyze a crude oil. Three chromatographic runs are
necessary. First, a known hydrocarbon sample is run and a calibration curve (boiling point
versus retention time) is made. Next, the crude oil sample is run. Finally, a known amount of
a known hydrocarbon mixture (internal standard) is added to the crude oil, and this sample is
analyzed. This last run is necessary in order to allow calculation of the total amount of crude
oil eluted had all of it passed through the column. It is not possible to elute all of the crude
oil because hydrocarbons crack at about 540°C, which is too low of a temperature to boil the
heavy fractions. The boiling-point range of the crude oil is determined by comparing the crude
oil chromatogram to the calibration curve.

SIMDIS by SFC is a good alternative to GC-SIMDIS because high temperatures are not
needed to elute the heavy hydrocarbons. In SFC, a pressure ramp replaces the temperature
ramp. Schwartz (1988) has shown that SFC-SIMDIS is feasible using packed columns (as
opposed to capillary columns) similar to those used in this study. Some of the advantages of
packed column analysis are that it is fast, can analyze components up to Ci00 With good repro-
ducibility and quantitation, and does not require flow splitting or dilution. Results compare
favorably with other methods of analyzing crudes (capillary SFC and thermogravimetric
analysis).

However, an even simpler method of analyzing crudes should be possible. As described
in the previous section, the amount of hydrocarbons eluted is proportional to the density (or
pressure) of the CO,. Thus, if the pressure is high enough, almost all of the crude oil can be
eluted. If all or almost all of the crude oil is eluted, then the third run of the SIMDIS pro-
cedure (crude oil plus internal standard) is not necessary because the total amount of crude oil
eluted is measured directly. In this case, the analysis of the crude oil reduces to comparison of
the crude oil chromatogram to the hydrocarbon standard chromatogram. This procedure is
much simpler and reduces the number of sources of experimental error.

Experiments performed on Maljamar crude oil verify this idea. A series of chromato-
grams necessary for the SIMDIS analysis were produced. First, a hydrocarbon standard was
run and is shown in Fig. 2.2-3. This standard contains hydrocarbons ranging from Cs5 to Cyo.
As before, the pressure program for this and all of the chromatograms to follow is shown in
Fig. 2.2-4. The pressure is increased more sharply after 22 minutes because at this point, the
last hydrocarbon in the standard (C4g) has been eluted and no more resolution of the chromato-
gram is necessary. All of the oil eluted past the elution time of Cyg is just lumped into a Cy+
fraction. The pressure is held constant at 5500 psia because this is the maximum safe pressure
of the SFC equipment.

Also, three crude oils and three crude oils with the internal standard (Cy4, Cys, Cy6, and
C,7) were run through the SFC. A typical example from each group is shown in Figs. 2.2-5
and 2.2-7. The baseline is also shown in these figures. It seems evident that almost all of the
oil is eluted since the chromatograms almost reach the baseline. To verify this, each of the
crude runs was analyzed with each of the crude plus internal standard runs for a total of nine
different analyses. For each combination, the total amount of crude oil calculated using the
SIMDIS procedure was compared to the actual amount of crude eluted. The average absolute
difference between the two amounts was 1.6%, and the maximum difference was 3.9%. Thus,
comparison of the crude oil chromatogram to the hydrocarbon standard chromatogram is essen-
tially equivalent to the full SIMDIS analysis since the total amount of crude oil used in the cal-
culations is the same to within an experimental error typical of SIMDIS analyses.
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Fig. 2.2-8 shows the hydrocarbon distribution of Maljamar crude oil obtained by both the
GC and SFC analyses. The results from each type of chromatography agree reasonably well.
The two curves scatter about each other, but otherwise appear to be consistent.

Additional experiments to verify that the SFC analytical procedure can be used with
confidence will be performed with other crude oils. In addition, the question of whether MMP
information can be obtained by SFC measurements of extraction efficiency is under investiga-
tion, as is the idea that it may be possible to obtain binary interaction parameters from elution
time data.

2.3 Mass Spectrometry for the Analysis of Crude Oils

Milind D. Deo, Mustafa Yilmaz and Karen D. Hagedorn

The composition data reported in Section 2.1 for the hydrocarbons extracted by dense
CO, were obtained by simulated distillation (SIMDIS). That technique gives an indication of
the range of molecular sizes present in a mixture, but it does not allow direct identification of
specific compounds. Thus, it cannot be used to answer questions about which types of hydro-
carbon molecules, alkanes, naphthenes or aromatics, are extracted more efficiently. In this sec-
tion, we describe the preliminary measurements that can be used to study those questions.

The resolution of capillary gas chromatography (GC) and the identification capability of
mass spectrometry (MS) can yield composition information of extraordinary detail. The GC-
MS technique is a well established procedure for the quantification of the crude oil composi-
tions (Flory et al. 1978, Zadro et al. 1985), trace compound analysis in environmental and
pharmaceutical applications and in the study of biomarkers (Moldowan et al. 1985). The
objective of the current set of GC-MS experiments is to determine detailed compositions of
crude oils and to measure which of those compounds appear in substantial quantities in phases
obtained by contacting the crude with CO,, C; and Np.

The information will be useful as an independent check on other chromatography tech-
niques, such as the SIMDIS measurements of Section 2.1 or the SFC results of Section 2.2.,
used for the characterization of the crude. The data obtained will also be useful in the study of
lumping techniques for equation of state computations and continuous thermodynamic
representation of phase equilibrium.

Analysis of the samples obtained in the experiments described in Section 2.1 will help us

understand the effect of chemical type and the distribution of hydrocarbons on the extraction
process.

23.1 Experimental Equipment and Procedures

The experiments were performed on a Finnigan GC-MS system, model MAT TSQ 70,
acquired with funds from the 1987 DOE University Instrumentation Program. The Finnigan
MAT TSQ 70 is a high-sensitivity analytical instrument composed of one or more inlet sys-
tems, a triple quadrupole mass spectrometer, and a data system (Fig. 2.3-1). A VARIAN 3400
gas chromatograph with a 25 m capillary column is the inlet system. For the experiments
described below, the stationary phase in the capillary column was DB-5. Various injection
modes including the split/splitless injection are available on the GC.

The mass spectrometer consists of an ion source, an analyzer assembly, and an electron
multiplier housed in a vacuum manifold. The other important components of the instrument are

the two turbomolecular pumps, two rotary-vane pumps and the electronics cage that operates
the instrument.

Mass analysis of a sample occurs in the analyzer assembly, which is located in an evacu-
ated manifold. After traversing through the GC, the sample is introduced into the ion source



Composition (%)

10

-34 -

l I

—— SFC(Cy = 18.9%, C,t+ = 15.5%)

— = GC (Cyt = 17.6%)

Fig. 2.2-8

Carbon Number

Comparison of SIMDIS results for GC and SEC.




-35-

wasks SN-DO -y 10j weiderp onewdyds  [-€T 813

1919wondg sseN

N Ho) st 1) Qmos|

ydeiSojewony)) seD

===

7
!




-36 -

where it is ionized. The ion source generates a beam of electrons, provides a site for these
electrons to interact with sample molecules to form ions, and then focuses the ions into the
analyzer assembly. Here, the ions are separated by their mass-to-charge ratio and are then con-
verted into an electrical signal that is detected by the electron multiplier. The signal is
amplified and is then passed on for further processing and display.

In the experiments, EI (Electron Impact) ionization mode was employed. With EI, sample
molecules interact directly with energetic electrons to produce ions. Positive ion mass spectra,
with ET used to generate the positive ions, are the most commonly obtained mass spectra. The
conditions for obtaining positive ion EI spectra are well standardized, and these spectra tend to
contain a rich array of fragment ions. Therefore, a positive ion EI mass spectra can be used as
a "fingerprint" for a compound. The other modes of ionization are CI (Chemical Ionization)
and FAB (Fast Atom Bombardment).

The analyzer assembly is composed of three quadrupole rod assemblies, Q1, Q2 and Q3.
In our experiments, the TSQ 70 is operated in the mass spectrometer scan mode (QI1MS), that
is, only one stage of mass analysis is performed to obtain a mass spectrum. The other two qua-
drupole rod assemblies (Q2 and Q3) act as ion transmission devices.

All instrument control functions for the TSQ 70 are controlled from a display terminal,
which is connected directly to the mass Spectrometer. Acquired data are stored in and analyzed
by the data system, which is also accessible from the terminal.

Operation

A calibration process, also known as tuning, is performed by using a gas which gives
known peaks. These peaks are observed to check how well the instrument is tuned. If the tun-
ing is not satisfactory, then using either an automatic procedure or a manual technique, certain
parameters of the instrument are adjusted. Crude oil samples were prepared by mixing 4
microliters of the oil and 1 ml of the solvent (hexane). 0.8 micro liters of this mixture is
injected through the spliv/splitless injection system into the column,

The mass spectrometer was operated in the Q1IMS mode where the first quadrupole was
scanned for m/z of 50 to 500 at intervals of 1 sec. A temperature program for the GC oven
was entered at the terminal and was loaded into the GC. In that program, the initial tempera-
ture was 30°C and the oven temperature was increased to 300°C at 3°C/min. The oven was
held at the final temperature for 20 minutes, The temperatures of the injector and the transfer
line (leading to the MS) were set to 300°C.

2.3.2 Analysis

At each of the scans, the mass spectrometer gives the intensity of all the ions in the m/z
range of the scan. Each of the resulting data files occupies as much as 25 megabytes of storage
space. The software available with the data processing computer can be used to represent this
data in a variety of forms. One of the most commonly used representations is the RIC (recon-
stituted ion chromatogram), which is a plot of total intensity vs. retention time. The RIC is the
equivalent of the trace obtained in ordinary GC analyses. A typical RIC for the Maljamar
crude in hexane is shown in Fig. 2.3-2. Mass fragmentograms are the responses to ions of
specified m/z’s. The individual Spectrum at a specific scan, the intensities of all the ions that
the detector sees at a particular time, can also be pulled up for analysis. The spectra are nor-
malized with respect to the largest peak, designated the base peak.

The compounds present in a sample are usually identified by using the RIC, the mass
fragmentograms and the spectra for individual compounds. The spectra for the prominent peaks
are usually unique and are easily identifiable. For the less prominent peaks, this information is

pieced together using the evidence from the spectra, the mass fragmentograms and libraries of
spectra (EPA-NIH 1978).
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As an example, identification of the n-alkane homologous series is illustrated in Figs.
2.3-3 and 2.3-4. The spectra for the n-alkanes C,, - C . %+215 are shown in Fig. 2.3-3. These
compounds are fragmented into smaller molecules, and the resulting spectra show a characteris-
tic exponential decrease in intensity as m/z increases. Finally, there is a significant response to
the molecular ion. In Fig 2.3.4, the responses to the molecular ions of these alkanes (mass
fragmentograms) are superimposed on the RIC, establishing the identity of the series. It can be
seen that the traces of these alkanes in the RIC match the respective responses of their molecu-
lar ions exactly. This technique can be used for the identification of other homologous series
such as the cycloalkanes and the aromatics. '

The stages in the analysis of the data obtained are listed below:

(1) Using a definite set of parameters (baseline, width of peaks, etc.), all the peaks in the RIC
are quantified in terms of their percentage areas.

(2) All peaks smaller than a certain predetermined value are neglected for the purposes of
analysis.

(3) The peaks that survive the screening procedure are identified by the techniques previously
explained.

(4) The identified compounds are classified into various categories based on their chemical
type, carbon number, molecular weight, etc.

2.3.3 Results

Maljamar crude oil was analyzed using the techniques described above. As many as 271
distinct peaks were separated, and more than 480 major paraffinic, naphthenic and aromatic
hydrocarbons present in the crude were identified. Since the crude was dissolved in hexane,
smaller hydrocarbons present in the crude eluted with the solvent, and it was not possible to
obtain the portion of the crude eluting prior to decane. In fact, compounds up to about unde-
cane (Cy;H,,) arrive on the solvent tail making it difficult to quantify them accurately. The
maximum temperature during the run was 300°C. The analysis was therefore limited to the
number of components that eluted under these conditions. Components that would have eluted
at temperatures higher than the maximum temperature used, were not accounted for. The
classification of the identified compounds based on chemical type is shown in Table 2.3-1 and
Fig. 2.3-5. The classification indicates that the oil is predominantly paraffinic.

In the analysis, individual compounds were identified, and, therefore, it was possible to
assign carbon numbers and molecular weights to most of them. Using this information, the
carbon number distribution for the crude oil can be computed directly. The carbon number
distribution determined in this fashion is shown in Fig. 2.3-6. This can be compared with the
distribution obtained by simulated distillation (SIMDIS) on a packed column (see Section
2.1.1). In SIMDIS, the carbon number of a given cut is assigned assuming that the normal
alkane of the given carbon number is the last of the isomers to elute. The results presented by
Silva and Orr (1987) indicate that this may not necessarily be true and branched alkanes may
elute much earlier. The elution behavior of naphthenic and aromatic hydrocarbons of compar-
able carbon numbers is also not well understood. A typical SIMDIS analysis on a C,;_-free
basis is shown in Fig 2.3-7. The SIMDIS analysis shows larger percentages of heavier hydro-
carbons (C,s and above). This may be because higher temperatures (a maximum of 350°C)
were used for the the SIMDIS method, making it possible for more of the heavier hydrocar-
bons to elute. Use of on-column injection in SIMDIS may also have had some effect. More
data will be needed to make a quantitative comparison of carbon number distributions obtained
by SIMDIS with distributions obtained directly from GC-MS data.
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Chemical Type Abundance (Area %)
Alkanes 66.50
n-alkanes 42.23
Branched alkanes | 24.27
Cyclic alkanes i 12.28
Monocyclic alkanes | 09.29
Bicyclic alkanes | 01.80
Tricyclic alkanes | 00.16
Steranes 00.36
Hopanes 00.67
Aromatics 18.97
1-ringed aromatics { 10.71
2-ringed aromatics { 05.04
3-ringed aromatics | 00.24
Tetralins 02.29
Biphenyls 00.69
Unknowns 02.20

Table 2.3-1 Classification of the Maljamar Crude Oil Based on Chemical Type.

CEEO0EORONENN

n-Alkanes

Branched alkanes
Cyclo alkanes (1 cycle)
Cyclo alkanes (2 cycle)
Cyclo alkanes (3 cycle)
Steranes

Hopanes

Aromatics (1 ringed)
Aromatics (2 ringed)
Aromatics (3 ringed)
Tetralins

Biphenyls

Unknown

Fig. 2.3-5 Classification of the Maljamar crude oil into different chemical types.
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Fig. 23-6  Carbon number distribution of the Maljamar crude oil obtained by GC-MS analysis.
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Fig. 2.3-7  Carbon number distribution of the Maljamar crude oil obtained by SIMDIS.
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The GC-MS carbon number distribution for the alkanes is shown in Fig 2.3-8. In com-
parison to the overall carbon number distribution (Fig. 2.3-6), Fig. 2.3-8 shows a shift toward
higher carbon number, indicating that cyclic and aromatic compounds are relatively more abun-
dant in the lower (< Cys) than in the higher carbon numbers. Figs. 2.3-9 and 2.3-10 show the
carbon number distributions for the normal and branched alkanes, respectively. Fig. 2.3-9
resembles the RIC because the RIC is dominated by the normal alkanes. In future experi-
ments, similar distributions in the phases extracted by CO, will be obtained to determine the
effect of branching and size on the extraction of alkanes by CO,.

Figs. 2.3-11 to 2.3-14 give the size distributions for the aromatics and 1-ringed, 2-ringed
and 3-ringed aromatics, respectively. From Fig. 2.3-12, it is clear that compounds with small
side chains on the benzene ring are much more abundant than compounds with large side
chains. Dimethylnaphthalenes are the most abundant 2-ringed aromatics, though there are con-
siderable quantities of naphthalenes with larger side chains (Fig 2.3-13). Of the 3-ringed
aromatics, we were able to identify the ones with, at most, 3-carbon side chains (Fig. 2.3-14).
As with the alkane distributions, analysis of hydrocarbon mixtures extracted by dense CO, will
be used to determine how efficiently aromatics of different size are extracted and whether pres-
ence of methyl or longer side chains facilitates the extraction process. Figs. 2.3-15 and 2.3-16
show the carbon number distributions for two different series of aromatic compounds, the tetra-
lins (naphthenoaromatic compounds) and biphenyls, respectively. This type of information will
be also useful in identifying the effect of chemical type on the extraction process.

Figs. 2.3-17 to 2.3-20 show the size distributions for the cyclic alkanes and the
corresponding distributions for 1, 2 and 3-cycle alkanes, respectively. In the single-cycle
naphthenics, compounds with smaller side chains are more abundant than the ones with larger
side chains, but the larger compounds are present in considerable quantity (Fig. 2.3-18). Fig.
2.3-19 indicates that most of the 2-cycled naphthenics have smaller side chains. Large 3-
cycled compounds were also identified (Fig. 2.3-20). Along with the data for extracted phases,
this information can be used to determine the effect of size and presence of side chains on the
extraction of naphthenic compounds. It will be interesting to see how efficiently large cyclic
compounds like the steranes and hopanes are extracted. Their carbon number distribution is
shown in Fig. 2.3-21.

23.4 Summary

The preliminary analysis of Maljamar crude oil presented indicates that detailed
identification of compounds present in crude oils typical of those subjected to miscible flood
processes is feasible. While some additional refinement of operating conditions, injection
schemes, solvent choices, and so on is needed, and consistency and repeatability must be
demonstrated, the results obtained to date show that detailed composition data can be obtained.
These data will be useful in several applications. First, the effect of variations in crude oil
composition on the amount and type of hydrocarbons extracted by a miscible flood solvent can
be quantified directly. The hydrocarbon samples obtained by extraction with CO, from Mal-
jamar crude oil (see Section 2.1) for example, will be used in the first set of experiments to
examine that question. In addition, the quantitative performance of analyses such as that
obtained by SIMDIS can also be explored. The goal will be to determine whether elution
behavior and the resulting carbon number distributions obtained for normal and branched
alkanes, naphthenes (single and multiring compounds) in SIMDIS is adequate to characterize
oils for miscible flood applications.

The availability of detailed composition data for both the crude oils and hydrocarbons
present in equilibrium phases would also make possible a systematic study of the adequacy of
the techniques used to define pseudocomponents for equation-of-state (EOS) computations of
phase equilibrium. More detailed composition data might allow estimation of pseudocom-
ponent properties from pseudocomponent composition. Such a procedure would be an
improvement over techniques in which pseudocomponent properties are obtained by curve-
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Fig. 2.3-8 Carbon number distribution of alkanes in Maljamar crude oil.
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Fig 2.3-9  Carbon number distribution of n-alkanes in Maljamar crude oil.
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Fig. 2.3-10 Carbon number distribution of branched alkanes in Maljamar crude oil.
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Fig. 2.3-11 Carbon number distribution of aromatics in Maljamar crude oil.
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Fig. 2.3-12 Carbon number distribution of 1-ringed aromatics in Maljamar crude oil.
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Fig. 2.3-13 Carbon number distribution of 2-ringed aromatics in Maljamar crude oil.
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Fig. 2.3-14 Carbon number distribution of 3-ringed aromatics in Maljamar crude oil.
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Fig. 2.3-15 Carbon number distribution of tetralins in Maljamar crude oil.
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Fig. 2.3-16 Carbon number distribution of biphenyls in Maljamar crude oil.
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Fig. 2.3-17 Carbon number distribution of naphthenes in Maljamar crude oil.
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Fig. 2.3-18 Carbon number distribution of 1-cycle naphthenes in Maljamar crude oil.
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Fig. 2.3-19 Carbon number distribution of 2-cycle naphthenes in Maljamar crude oil.
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Fig. 2.3-20 Carbon number distribution of 3-cycle naphthenes in Maljamar crude oil.

0U0RDBUI I IBY D2A223%252620239031R3 3435

Carbon Number

Fig. 2.3-21 Carbon number distribution of steranes and hopanes in Maljamar crude oil.
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fiting EOS calculations of the results of PVT experiments. Thus, the improved analytical
capability demonstrated in this section should lead to improved understanding of fundamental
aspects of extraction behavior and to improved characterization of oils for miscible flood appli-
cations.

2.4 Summary

In this chapter, an experimental program to investigate the phase behavior and fluid pro-
perties was described. Results of phase composition measurements reported in Section 2.1
indicate that if equilibrium phases are formed for mixtures of a crude oil (Maljamar) with CO,,
N,, or C; at fixed temperature (120°F), and if the pressure is chosen for each solvent to pro-
duce equivalent molar density of the pure solvent, the amounts and types of hydrocarbons
extracted differ substantially. CO, at 1520 psia extracted greater amounts and significantly
heavier hydrocarbons than did C; at 3790 psia or N, at 4950 psia. Correspondingly, the
increase in the viscosity of the CO,-rich phase over the pure component viscosity was much
greater than that observed for C; or Np. The results obtained suggest that volatility of hydro-
carbons in the C, to C; range is much more important for miscible displacement with C; or N
than it is for CO, flooding.

In Sections 2.2 and 2.3 application of new analytical techniques to miscible flood systems
was considered. Supercritical fluid chromatography (SFC) with CO, as a carrier was shown to
be useful as an efficient method for simulated distillation analyses of crude oils. Because it
relies on increases in CO, density for elution of hydrocarbons with increasing molecular size,
the technique may allow determination of information about minimum miscibility pressures or
information about hydrocarbon solubility in CO,. Both ideas are under investigation.

The use of mass spectrometry to identify compounds present in a crude oil was also
demonstrated. That technique is much more sensitive than simulated distillation or SFC,
though at the cost of much more time (computer and human) spent on data acquisition and
analysis. It will be used to examine how crude oil composition affects the extraction of hydro-
carbons by miscible flood solvents. The data obtained will also permit systematic evaluation of
pseudocomponent lumping procedures for equation of state calculations. Thus, the analytical
procedures demonstrated should lead to improved understanding of what factors control super-
critical extraction by miscible flood solvents and to improved characterizations of the crude oils
for which miscible flooding is being considered or applied.
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3. Interaction of Phase Behavior and Flow

Understanding of the effects of phase behavior in miscible floods is based on analysis of
one-dimensional flow of three-component mixtures. That one-dimensional theory is thus a key
underpinning of understanding of flow of more complex mixtures in more than one space
dimension, for which numerical simulations are commonly performed. In this chapter we
describe significant extensions of that theory to systems containing four components (Section
3.1), to steam/oil/water systems with temperature variation (Section 3.2), and to binary and ter-
nary systems flowing in two layers with different permeability (Section 3.3). In the four-
component analysis of Section 3.1, the effect of methane (C,) dissolved in an oil on develop-
ment of miscibility is examined, and a long-standing controversy concerning the effect of dis-
solved gas on minimum miscibility pressure (MMP) is resolved. In Section 3.2, the same
mathematical approach, the method of characteristics, is applied to the flow of steam/oil/water
systems with temperature variation.

In actual CO, floods, the effect of phase behavior on composition path is modified by the
nonuniform flow that inevitably results from reservoir heterogeneity and viscous instability. In
Section 3.3 we describe an analysis by the method of characteristics of flow of two-phase, ter-
nary mixtures in a two-layer system with crossflow. Because it includes effects of crossflow
and nonuniform flow that problem is a simplified model for the effects of phase behavior and
heterogeneity or viscous instability. In Section 3.4 we return to the effects of dispersion on
composition path and show that the magnitude of the interaction of dispersion and phase
behavior depends on the size and shape of the two-phase region. Those results indicate that
performance of some miscible floods will be much more sensitive to dispersive mixing than -
others.

3.1 Composition Paths in Four-Component Systems

Wesley W. Monroe

Understanding of the role of phase behavior in the development of miscibility in CO,
floods, vaporizing gas drives and condensing gas drives is usually derived from analysis of
composition paths represented on ternary or pseudoternary phase diagrams (Slobod and Koch
1953, Hutchinson and Braun 1961, Deffrenne et al. 1961). Consideration of four-component
systems has been limited to the qualitative discussions of Deffrenne et al. (1961), Rathmell et
al. (1971) and Stalkup (1983). Mathematical analysis of such flows has also been based on ter-
nary representations of the phase behavior of mixtures of the injected and in-place fluids. For
example, Welge et al. (1961) calculated composition paths for enriched gas drives and included
the effects of volume change as components transferred between phases. Helfferich (1981) gen-
eralized the analysis of Welge et al. to systems containing an arbitrary number of components,
but restricted consideration to those in which effects of volume change on mixing are negligi-
ble. Examples presented by Helfferich dealt with ternary systems only, however. Applications
of similar theory to ternary systems of interest in surfactant floods have been presented by Lar-
son (1979) and Hirasaki (1981). Dumoré et al. (1984) extended the analysis of Welge et al.
and Helfferich to describe condensing and vaporizing gas drives for ternary systems in which
volume change on mixing is important,

All of those mathematical descriptions are for the limiting case of one-dimensional flow
in which the effects of dispersion are negligible. In such cases, it can be shown (Welge et al.
1961, Helfferich 1981, Larsen 1979, Hirasaki 1981, Dumoré et al. 1984) that compositions of
fluids that form during a displacement of oil by CO; do not pass through the two-phase region
unless the oil composition lies within the region of tie-line extensions on a ternary diagram.
Thus, the critical tie line, the tie line that is tangent to the binodal curve at the plait point,
marks the boundary between oil compositions that develop miscibility and those that do not.
According to the one-dimensional theory, the minimum miscibility pressure (MMP) is the
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pressure at which the oil composition lies on the critical tie line, so that additional pressure
increases shrink the two-phase region enough to move the oil composition outside of the region
of tie-line extensions. That theory applies equally well to systems containing an arbitrary
number of components. In such systems, it is a surface in n.-1 dimensions that divides origi-
nal oil compositions that develop miscibility from those that do not (Defrenne et al. 1961).

Experimental determination of the MMP is rarely based on analysis of phase diagrams,
however. Instead it is usually obtained from measurements of the fraction of oil recovered in a
slim tube displacement at a given pressure (Orr et al. 1982). Several criteria have been pro-
posed by which the MMP can be determined from displacement data. Most require that the
recovery be nearly 100 percent (typically greater than 90 percent) and that recovery increase
only slightly in displacements at pressures greater than the MMP (Orr et al. 1982, Yellig and
Metcalfe 1980, Holm and Josendal 1982). Numerous correlations have also been offered that
account for the effects of variations in temperature and oil composition on MMP. Several of
the correlations currently available (Yellig and Metcalfe 1980, Holm and Josendal 1982, Orr
and Silva 1985) do not account for the effect of the amount of light hydrocarbons, such as
methane (C,), present in the oil. Yellig and Metcalfe (1980) found, for example, that addition
of C; to an oil did not change MMP’s appreciably. Neglect of the presence of light hydrocar-
bons is based on the assumption that such components volatilize and are transported ahead of
the displacement front and hence, do not affect the development of miscibility (Holm and
Josendal 1982). Thus, the correlations include the provision that when there is enough of the
light components present to raise the bubble point pressure (BPP) of the oil above the MMP
predicted for the dead oil, then the BPP is taken to be the MMP.

That provision is inconsistent with the analytical description of the development of misci-
bility. The composition of an oil at its BPP must be at the end of a tie line. Hence, such a
composition must lie within the region of tie-line extensions if the oil composition is plotted on
a pseudoternary diagram. Thus, the definition of the MMP based on analysis of one-
dimensional flow of a ternary systems is in conflict with a portion of the experimental evidence
on the behavior of the MMP as the amount of gas dissolved in the oil increases.

To resolve the inconsistency we investigate the flow of a model four component CO,-
hydrocarbon system, CO,, C;, butane (C)4, and decane (C,q), for which the Peng-Robinson
equation of state (PREOS, Peng and Robinson 1976) reproduces observed behavior with rea-
sonable accuracy (Larsen 1984, Monroe et al. 1987). We describe the extension of the calcula-
tions of Dumoré et al. (1984) to four component systems, and then we use the PREOS
representation of the phase behavior to construct composition paths for the CO,-C;-C4-Cyg sys-
tem. The solutions obtained show that it is indeed possible to have high displacement
efficiency even when the original oil composition does not lie outside the region of tie-line
extensions.

3.1.1 Mathematical Model

Given the PREOS representation of the phase behavior, composition paths can be calcu-
lated. The formulation of the flow equations follows that of Dumoré et al. (1984). Purely
convective flow of a multicomponent, multiphase system through a one-dimensional, homo-
geneous porous medium is governed by the following mass balance equation

_Q_Ex..p.s..;.i_"_gx..p,f.:o i=1 3.1-1)
8t,'.—.1"1’3x<1>j=1lJJJ >R .

where v is the total velocity, and f; is the fractional flow of phase j, given by

np
2K /1
=

f. =

: (3.1-2)
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In the derivation of Egs. (3.1-1) and (3.1-2), effects of dispersion and capillary pressure have
been neglected. Substitution of the definitions

Ip v ¥
G; = X x;; p; S; Fi=— 3 x;p;fj. (3.1-3)
I ¢ =
into Eq. (3.1-1) gives
dG; OF;
= t5—= i=1,n. 3.1-4
& o= 0 i e G.1-4)

Here G; and F; represent the overall component concentration and the overall flux of com-
ponent i. Because phases present at any point are assumed to be in chemical equilibrium, the
phase compositions and properties can be obtained by performing a flash calculation given the
overall composition, C;. Thus, G; and F; are functions of the overall compositions and F; also
depends on the total velocity, v. If the dependent variables C; and v are represented as func-
tions of a dummy variable N = 1(x,t), Eq. (3.1-4) can be written

dG; an , dF .
: — 1 =1, d-
an + an ox 0 i=1,n, (3.1-5)

where
dG; ™-! 3G; dC,
— 1 = — = i=1, (3.1-6)
- &% . e

and

5 o + Y — = i=1,n, 3.1-7)

Because N is a function of x and t

dn=N gx4 9N 4 (3.1-8)
ox ot

We now seek solutions along characteristic curves, for which dn = 0. Rearrangement of Egq.
(3.1-8) with substitution of any one of Egs. (3.1-5) gives

o dF
dx __ ot _ _dn C_ .
R i=1,n (3.1-9)
ox  dn

There is one equation of the form of Eq. (3.1-9) for each of the n. components. The solution
sought is one for which the velocities, d—’t‘ = A, are the same for all components. If so, Eq.
(3.1-9) can be rewritten in matrix form using Egs. (3.1-6) and (3.1-7) as

[?—x’é] C =0 (3.1-10)

where the entries in the i th row of F are — for k=1, n~1 and —, the entries in G, —
aCk ov 8Ck
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- dG;
for k=1, n~1 and O (because G; is independent of v), and the vector C contains _dﬁl_ for

. d
i=1,n~1 and —(%

Eq. (3.1-10) is an eigenvalue problem for which solutions exist for eigenvalues given by
det[f: - )ﬁ] =0 (3.1-11)

For a system containing n, components, there are n.—1 eigenvalues that represent velocity of an
overall composition along a composition (path) direction given by the associated eigenvector,
C. The eigenvectors represent composition variations that satisfy the restriction that individual
concentrations, C;, all move at the same velocity, referred to by Helfferich as coherence
(Helfferich 1981). Integration along the eigenvector directions yields a set of composition
"paths" that satisfy the coherence condition. Thus, there are three paths through any composi-
tion point in a four-component system. The last eigenvalue is infinite. It reflects the fact that
changes in overall velocity propagate instantaneously.

Solutions to problems of the form of Eq. (3.1-4) may or may not vary continuously. If
the solution varies continuously, Eq. (3.1-4) is the appropriate form of the material balance
equation. At jump discontinuities, however, an overall mass balance across the shock yields an
expression for its velocity (Welge et al. 1961, Helfferich 1981, Larsen 1979, Hirasaki 1981,
Dumoré et al. 1984).

A= R-F (3.1-12)
' GG} '

where the superscripts I and II refer to opposite sides of the shock. It can be shown that a
two-phase region can be entered only via a shock from a composition in the single phase
region to a composition in the two-phase region. Such a shock occurs along the extension of a
tie line (Welge et al. 1961, Helfferich 1981, Larsen 1979, Hirasaki 1981, Dumoré et al. 1984).
Two types of jump discontinuities are observed in solutions for specific initial and injection
compositions. The first occurs when the compositions on one side of the shock are the limit of
a continuous variation along a tie line, which can occur because tie lines are themselves paths
(Helfferich 1981, Hirasaki 1981, Dumoré et al. 1984). In such cases, the shock velocity is
given by (Dumoré et al. 1984)

A= ——L =T (3.1-13)

because the shock velocity is equal to the velocity of the composition on the two-phase side of
the shock, the eigenvalue associated with the eigenvector that points along the tie line. As

several investigators have shown, that velocity is A = 1:—; (Welge et al. 1961, Helfferich

1981, Hirasaki 1981, Dumoré et al. 1984). We refer to such shocks as "tangent" shocks
because their velocities can be found from a graphical construction analogous to the familiar
Welge tangent construction for Buckley-Leverett solutions. The second type of shock is found
when the jump discontinuity occurs between two compositions with no continuous variation on
either side of the shock. In that case, the velocity is given directly by Eq. (3.1-12). Such
shocks will be called "nontangent” shocks in the discussion that follows. ‘
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3.1.2 Quaternary Grid Topology

Construction of a solution for a particular set of initial and injection conditions is com-
pleted by integrating along "paths," the directions given by the eigenvectors through a particu-
lar composition point (Helfferich 1981). For example, paths through an arbitrarily chosen
point can be found by solving Eq. (3.1-10) for the three composition eigenvectors. Then a
small step is taken along one of the eigenvector directions and the procedure repeated. Similar
integration for each of the three eigenvectors through each composition point in the quaternary
diagram yields a mesh of composition paths that fills the diagram. Because paths represent
composition variations that satisfy the coherence condition, the solution for specific initial and
injection conditions follows a set of paths that connect the initial composition to the injection
composition. Of the many potential paths available, only one will also satisfy the constraint
that the composition velocity must increase monotonically from the inlet to the outlet, a state-
ment that fast-moving compositions must lie downstream of slow-moving ones.

Fig. 3.1-1 shows selected composition paths for the CO,-C,-C4-Cyp system. Those paths
were calculated using the following expressions for oil and gas phase relative permeabilities

1 =S~S;|°
= — 8 "or
km—kmm[ 1- S, ]

kg = Krgm Sg 8 (3.1-15)

with Kppy, = ko = 0.8, ny = n, = 3 and S, = 0.05. Phase viscosities were calculated using the
Lohrenz-Bray-Clark (1964) correlation, and phase compositions and densities were obtained
from a flash calculation using the PREOS. The three distinct paths through each point in the
quaternary phase diagram are illustrated for a tie line in the CO,-C,-C,, face. Fig. 3.1-2is a
plot of the variation in eigenvalues with changes in gas saturation along three key tie lines. As
in the ternary cases described by Dumoré et al. (1984) and Monroe (1986), tie lines are paths,
and the eigenvalue associated with the tie line is proportional to % As Fig. 3.1-2 indicates,
composition variations along tie-line paths are slower (have smaller eigenvalues) than other
paths at the ends of the tie line, are fastest in the middle of the tie line, and have intermediate
velocities in between. Thus, a particular path may be a fast, slow or intermediate path at
different positions along it.

Fig. 3.1-1 shows that, in addition to the tie-line path, there are also two nontie-line paths
associated with a given composition. As Fig. 3.1-1 illustrates, we use the designation "hor-
izontal" to refer to the nontie-line paths in the C;-C4-C,q and the CO,-C4-Cy faces, and "verti-
cal” to refer to those paths that extend from the C;-C4-C; face to the CO,-C4-Cyg face. Fig.
3.1-2 shows that there are four points along each tie line where two of the three eigenvalues
are equal. At each of those points, labeled f, g, h and i in Fig. 3.1-2, one nontie-line path is
tangent to the tie-line path. Two of the singular points are at the intersection of the tie line and
the horizontal nontie-line paths, and the other two singular points are at the intersection of the
tie line and the vertical nontie-line path. Two of the singular points, one horizontal and one
vertical path intersection point, are on either side of the equivelocity surface, the locus of
points at which the liquid and vapor phase velocities are equal. The equivelocity and saturated
phase surfaces are also paths that can be traversed either vertically or horizontally. As in ter-
nary problems (Larsen 1979, Helfferich 1981, Hirasaki 1981 and Dumoré et al. 1984) only
singular points on one side of the equivelocity surface are used in the solutions constructed
here. Hence Fig. 3.1-1 shows only the two singular points that lie across the equivelocity sur-
face from the initial composition. In the example that follows, we use the description of path
geometry shown in Fig. 3.1-1 and plots like Fig. 3.1-2 of velocity (eigenvalue) variations along
tie lines to select solution composition paths for given constant initial and injection composi-
tions.

(3.1-14)
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3.1.3 Sample Solution Path

Data for the first example solution are given in Table 3.1-1. At time zero, pure CO; is
injected into a porous medium containing a single-phase oil of constant composition. The
injection velocity is 1.0 m/d. The solution path is plotted on a quaternary diagram in Fig. 3.1-
3, and the composition, saturation and velocity data are given in Table 3.1-2.

In the following discussion, the calculated composition path is traced from the initial oil
composition to the injection gas composition. The composition variation that is the solution
must lie exclusively on paths, and velocities must decrease from the initial oil composition to
the injection gas composition. While the solution path may switch from one path to another,
the only allowable switch is from a faster path to a slower one (Helfferich 1981, Dumoré et al.
1984). Finally, if there is a leading or fast shock, the composition jump must cross the
equivelocity surface, because composition jumps that do not cross that surface have velocities,
given by Eq. (3.1-12), that are less than the average interstitial velocity and hence cannot be
leading shocks.

The path enters the two phase region via a shock to a fast path along a tie line from the
initial oil composition, point a, to point b. Across the shock there is a step in C; concentration
with no CO, present. At point b the path switches immediately from a fast path to an inter-
mediate path. The step change from the initial composition to the two-phase region is not a
limit of a continuous variation. Therefore, it is a nontangent shock, and the velocity of the
shock can be calculated from the material balance Eq. (3.1-12), once the composition of the
point b is found. The velocity of the shock from b to ¢ is given by Eq. (3.1-13) because
upstream of that shock the composition varies continuously along the crossover tie line. The
procedure used to solve simultaneously for the shocks from a to b and from b to ¢ is essen-
tially the same as that for the shocks from d to e and e to f described below. Because there
are two velocities associated with the same overall composition at point b, a bank of fluid
flowing at constant composition (zone of constant state) is formed. The leading edge moves
with the fast shock velocity and the trailing edge moves with the slower velocity of the shock
from b to ¢. Fig. 3.1-2 illustrates the velocity change at point b. The constant phase satura-
tions and compositions within the bank are illustrated in the profiles shown in Figs. 3.1-4 and
3.1-5.

The shock from b to ¢ is a self-sharpening wave. It forms because along the vertical,
intermediate velocity path that connects the initial tie line with the crossover tie line (see Fig.
3.1-9), the intermediate eigenvalue increases slightly. Hence, a continuous variation along that
path is not possible, and a shock forms. Across that shock, the concentration of CO, increases
discontinuously, while the concentration of the other three components drops. Point ¢ is close
to the singular point where the vertical path is tangent to a tie line in the CO—~C4—C, face and
where two of the eigenvalues are equal (see Fig. 3.1-10).

From points ¢ to d there is a continuous variation along a tie line. There, phase satura-
tions vary, while the phase compositions and the total velocity remain constant. At point d,
the composition jumps to point e, which is on the tie line that extends through the injection
composition. That jump is also a self-sharpening wave. As in the case of the shock from b to
¢, it occurs because the wave velocity (intermediate eigenvalue) increases slightly along the
horizontal nontie-line path that traverses the CO,—C4—C;q face from the equal eigenvalue point
on the crossover tie line. The point at which the jump occurs is not exactly equal to the singu-
lar point shown in Fig. 3.1-2, but it is so close to the equal eigenvalue point that the difference
cannot be seen on the scale of Figs. 3.1-1 to 3.1-3. Similarly, the landing point e is also very
close to the intersection of the horizontal nontie-line path with the injection tie line. The pro-
cedure for calculation of the compositions on either side of the self-sharpening wave is as fol-
lows. The self-sharpening wave is described by shock balances such as Eq. (3.1-13). In this
case, the shock velocity (Eq. 3.1-12) equals the intermediate eigenvalue on the crossover tie
line, because the shock is the limit of a continuous variation along that tie line. There are
three such equations, one each for CO,, C4, and Cyq (recall that no C, is present on the ternary
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Table 3.1-1 Initial and Injection Composition for Displacements
of Live and Dead Oils
at 160°F (71°C) and 1600 psia (11.0 MPa)

Composition (mole fraction) ~ Molar
L - _ |l CO2 Methane Butane Decane || Density (g-mol/cc) |
[ Tnjection Gas (mole fraction) || 1.00 000 | 0.00 0.00 6.62x 103 |
Live Oil (mole fraction) 0.00 0.20 0.34. 0.46 6.86 x 10=°
Dead Oil (mole fraction) 0.00 0.00 0.42 0.58 5.99 x 10~°

Table 3.1-2 Composition Path, Saturation and Velocity Results
for a Quaternary Displacement
at 160°F (71°C) and 1600 psia (11.0 MPa)

T ‘ Total Gas Wave

Comment Composition (mole fraction) Velocity | Saturation | Velocity
COo Cq Cq C10 || u(m/d) S A(m/d)

Injection 1.0 0.0 0.0 0.0 1.0 1.0
Composition
Slow Shock 0.9558 | 0.0000 | 0.0000 | 0.0442 [{ 0.9527 0.9080 0.264
Zone of Con- [ 0.9558 | 0.0000 | 0.0000 | 0.0442 || 0.9527 0.9080 0.742
stant State :
Self Sharp- || 0.8490 | 0.0000 | 0.0968 | 0.0542 || 0.9483 0.6458 0.742
ening Wave
Continuous 0.8490 | 0.0000 | 0.0968 | 0.0542 |f 0.9483 0.6458 0.742
Variation 0.8461 | 0.0000 | 0.0978 | 0.0560 || 0.9483 0.6245 0.931
Leading Dis-- || 0.0000 | 0.4934 | 0.2294 | 0.2772 || 0.9132 0.2820 0.984
continuity
Zone of Con- || 0.0000 | 0.4934 | 0.2294 | 0.2772 || 0.9132 0.2820 0.984
stant State
Fast Shock 0.0000 | 0.4934 | 0.2294 | 0.2772 || 0.8718 0.0000 0.984
Inmitial  Oil || 0.0000 | 0.2000 | 0.3352 | 0.4648 || 0.8718 0.0000
Composition

Table 3.1-3 Variations of Saturations and Shock Velocities
for Oil Containing Increasing Amounts of C4
at 160 °F (71°C) and 1600 psia (11.0 MPa)

Oil Composition | Slow Shock ~ Methane Bank
(mole fraction) Velocity | Saturation || Trailing Vel. | Leading Vel. | Saturation
Cy [Cq [Cro v /| S v @/d) | v (@/d) 5
System 1 || 0.10 | 0.21 | 0.69 0.147 0.797 0.935 1.018 0.287
System 2 || 0.10 | 0.38 | 0.52 0.179 0.847 0.933 0.958 0.285
System 3 |f 0.10 | 0.45 | 0.45 0.264 0.908 0.931 0.956 0.285
System 4 || 0.10 | 0.50 | 0.40 0.828 0.983 0.930 0.953 0.283
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Fig. 3.14 Saturation profile at 0.5 pore volumes injected for displacement of a

CO,~C,~C, mixture by CO, at 160°F (71°C) and 1600 psia (11.0 MPa).
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CO,—C4~C, face). However, there are four unknowns that must be determined to specify the
self-sharpening wave, the gas saturation, S;, and total velocities, v, on either side of the shock.
(Note that gas saturation is sufficient to specify the composition of a point on a tie line once
the tie line itself is known.) The fourth equation comes from the fact that the trailing shock is
an immediate jump from point e to the injection composition. Its velocity is given by Eq.
(3.1-12). Because the shock velocity must be the same for each component, the final equation
is :

Fi-F _Fj-Ff

Gf-Gf{ G$-Gf

For initial oil compositions that contain small amounts of C,, the trailing shock may be a
tangent shock, and there will be a continuous variation along the injection tie line. In such
cases, the total velocity and gas saturation on the two-phase side of the trailing shock are deter-
mined from Egs. (3.1-13) for components CO, and Cyq. The total velocity at the upstream side.
of the self-sharpening wave is then known, because total velocity does not vary along a tie
line. The remaining unknowns for the self-sharpening wave can then be determined from Eqgs.
(3.1-13) for components CO,, C4 and Cio-

The path just described satisfies all of the rules for path construction. A demonstration
that the path selected is the only one that satisfies the velocity constraint is given by Monroe
(1986). While the qualitative features of the solution can be seen from Figs. 3.1-2-3.1-5, the
solution for a particular set of injection and initial compositions must be obtained by an itera-
tive procedure. The key to finding the solution path for the quaternary system is the determi-
nation of the "crossover" tie line, the tie line that contains points ¢ and d in Fig. 3.1-3. This
tie line is unique for specified injection and initial conditions. It is the only one that is tangent
to both the vertical and horizontal nontie-line paths that also intersect the initial and injection
tie lines. The tie line shown in the CO,-C4-Cy face of Fig. 3.1-1 is one such tie line. Each tie
line in the CO,-C4-C,, face, for example, is a crossover tie line for an associated tie line in the
C1-C4-Cyo face. In fact, any tie line within the quaternary diagram is a crossover tie line for
some set of initial and injection tie lines. Those tie lines intersect the horizontal and vertical
paths that are tangent to the crossover tie line.

To construct a solution for given initial and injection compositions for a path that con-
tains two fluid banks, a trial and error solution was required. To identify the crossover tie line,
an initial guess was made of the landing composition (point e in Figs. 3.1-2-3.1-5) within the
two phase region on the injection tie line. Then the intermediate path was followed to the
crossover tie line and down the vertical path to the C1-C4-Cyp face. If the resulting tie line in
the C,-C4-C;¢ face passed through the original oil composition, the correct crossover tie line
was identified. If not, the injection landing point composition was adjusted until the path
passed through the appropriate tie line through the initial composition.

3.1.4 Analysis

To determine the effect of dissolved C, on composition path, displacements were exam-
ined for live and dead oils with compositions shown in Table 3.1-1. Pure CO, was injected in
both displacements, and the dead oil differed from the live oil only in that the C; was
removed. Fig. 3.1-6 shows composition paths for the two displacements. The live oil path
shows a shock in the C;-C4-C,, base, followed by a vertical path to the CO,-C,-C,, face. In
the dead oil displacement, the leading shock lies in the CO,-C4-Cyp face. While the two dis->
placements traverse slightly different tie lines in the CO,-C4-Cy face, those tie lines lie so
close together that they are difficult to distinguish in Fig. 3.1-6. Thus the portions of the com-
position paths for the two displacements that lie in the CO,-C4-Cyy face differ only slightly, as
Fig. 3.1-6 indicates. Therefore, if the displacement of the dead oil traverses a tie line that is
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close to the plait point in the C0O,-C4-Cyg face, the crossover tie line for a corresponding live
oil will also be close to the plait point.

Fig. 3.1-7 shows saturation profiles for the same displacements. The primary differences
between the saturation profiles shown in Fig. 3.1-7 are the positions of the leading edge shocks
and the volumes of the gas saturated zones behind the displacement fronts. Fig. 3.1-5 shows
that C, is the primary constituent of the lea ing bank in the live oil displacement, and Fig.
3.1-7 shows that the bulk of the volume difference is also in that region. Behind the leading
bank the C; composition quickly drops to zero. Thus, all of the C; moves in a bank ahead of
the CO, front. The increased volume of the leading bank in the live oil displacement is the
result of smaller volume change on mixing that results when CO, dissolves in the live oil, and
C, vaporizes, replacing some of the lost CO, volume in the vapor phase. In the dead oil dis-
placement, CO, also dissolves in the oil phase, losing volume as it does so, but smaller
amounts of the oil components volatilize and replace the shrinkage of the vapor volume. Thus
the leading edge advances more slowly in the dead oil displacement.

Behind the C; bank the saturation profiles are nearly identical. Where the composition
path varies along the tie line between points ¢ and d in Fig. 3.1-7, the C, travels in a bank.
The C,4 partitions more strongly into the vapor phase than does C,g, and hence it travels at the
front of the transition zone, as expected. C,q is the last component to be extracted completely
at the trailing solubilization shock.

_ Fig. 3.1-8 reports C;, C, and Cio recovery for the live and dead oil displacements.
Before breakthrough of the leading shock, fractional recovery of each component is the same.
After that point, the recovery curves show changes in slope that correspond to the arrival at the
outlet of the trailing edge of the C, bank in the live oil case, the self-sharpening wave, and the
trailing edge shock. Nearly all of the C, is recovered at CO, breakthrough, and all of the C4is
recovered after the self-sharpening wave breaks through. Comparison of the results of the two
displacements confirms that breakthrough of the leading edge shock occurs earlier in the four-
component case, but that recovery is nearly the same at later times. That behavior results
because there is very little difference in the saturation and composition profiles behind the
self-sharpening wave.

Reasons for the observed behavior are made clearer by considering how composition
paths change as miscibility develops. Table 3.1-3 shows calculated displacement data and
results for four one-dimensional displacements of oils with increasing C,4 concentration. Addi-
tion of C4 moves the overall composition of the oil toward the CO,-C,-C, face, and thus simu-
lates the development of miscibility by moving the oil composition toward the boundary of the
region of tie-line extension. Composition paths for the four oils are shown in Fig. 3.1-9. As
the oil is enriched with C, from system 1 to 4 the velocity of the leading shock decreases, and
the velocity of the trailing shock increases (see Table 3.1-3). In addition, the portion of the
path that lies in the C0,-C4-Cyg face approaches the dew point locus on that face. Thus, in
system 4, most of the hydrocarbons have been solubilized into the transition zone, and the sys-
tem is nearly miscible. Because there is no plait point in the C,-C4-C,, face at 1600 psia, no
oil composition at that pressure can develop miscibility completely if the dilution line from
pure oil to pure CO, intersects the two-phase region.t At some higher pressure (above the
C,-C, critical pressure), complete development of miscibility is possible for oils rich enough in
Cs4 When enough C, has been added that the original oil lies on the surface of critical tie
lines, the composition path begins with a jump from the initial composition to the plait point in
the C;-C,4-C,, face, follows the locus of the plait points to the CO,-C4-C,, face and then fol-
lows the dew point locus. '

T V. J. Kremese: and L. E. Baker point out that it is possible to have oil compositions (rich in C,) for
which the dilution line to pure CO, does not intersect the two-phase region. Such oil compositions would
be first-contact miscible. The region of those oil compositions in the quaternary is a small one near the
C, apex of the quaternary diagram.
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Table 3.1-3 shows what happens to the C, bank as the system approaches miscibility.
The velocity difference between the leading and trailing edges of the C,; bank decreases with
increasing C, concentration in the initial oil. Thus, though the size of the C; bank decreases, it
does not disappear. In fact, because the two-phase region spans the ternary diagram from the
C;-Cyo to the C;-C)q binary edge, the analytical solution predicts that it is not possible for dis-
placement of an oil containing C; to develop miscibility at that pressure (except for first-
contact miscible compositions near the C, apex). Recovery efficiency improves as the amount
of C4 is increased, however. Recovery at breakthrough ranged from 81.2% for system 1 to
93.0% and 94.7% for systems 3 and 4. The displacement of systems 3 and 4 would clearly be
judged to be miscible by the criteria of Holm and Josendal (1982) or Yellig and Metcalfe
(1980).

The explanation for the improvement in recovery is based on the observation that the
crossover tie lines for the four oils approach the plait point in the CO,-C4-Cyp face as the
amount of C, is increased from system 1 to 4. For the oils of systems 3 and 4, the crossover
tie lines are very near the plait point on the CO,-C4-Cyg face, even though the composition
paths fall well into the two-phase region in the C1-C4-Cyp face. The final portion of the com-
position path passes so close to the plait point and the dew point portion of the binodal curve
that recovery is very high, despite the fact that the displacement passes through the two-phase
region.

The effect of the amount of C, present originally in the oil can be understood by observ-
ing the solution path for a series of oils with increasing C; concentration that lie along the
same tie-line extension in the C,-C4-C,o face (Monroe 1986). In such cases, only the velocity
of the leading edge shock changes, because the values of FiI and G/ in Eq. (3.1-12) change. All
of the C, still moves at the leading edge of the transition zone, and the addition of C; has no
effect on the remaining composition path. In fact, even if the initial oil composition were inside
the two phase region, it would be possible for the oil to be displaced efficiently. As long as
the trailing portion of the displacement path passes close to the plait point and the binodal
curve, high recovery will be observed. Hence, use of the BPP as the MMP for systems that
have BPP’s that are above the predicted MMP may be overly conservative. Instead, it is
apparently possible, for one-dimensional displacements, at least, to have a nearly miscible dis-
placement for an oil that is below its bubble point pressure.

Finally the effect of addition of CO, to the original oil can also be seen from the compo-
sition path shown in Fig. 3.1-10. The vertical path intersects a sequence of tie lines in the
interior of the quaternary diagram. Thus, the crossover tie line in the CO,-C4-C,q face is asso-
ciated with a ruled surface made up of tie lines that all intersect the vertical path that is tangent
to the crossover tie line. Any initial oil composition that lies on an extension of a tie line in
that surface follows exactly the same composition path in the CO,-C4-C,, face. Hence, the
only effect of changing oil composition within that surface of tie line extensions is to change
the velocity and composition at the leading shock. As in the case of "oils" with no CO,
present initially, it is location of the crossover tie line that has the largest effect on recovery
efficiency.

3.1.5 Comparison with Experimental Displacements

Metcalfe and Yarborough (1979) reported results of displacement experiments for CO,-
C4-Cyp and CO,-C;-C4-C,o mixtures. The displacements were performed in an 8 ft. x 2 in.
(2.4 m x 5. cm) Berea sandstone core. Compositions of the mixtures displaced are shown in
Fig. 3.1-11. Displacements were performed at 1500, 1700 and 1900 psia (10.3, 11.7 and 13.1
MPa). As Fig. 3.1-11 and similar plots at higher pressures given by Larsen (1984) indicate,
the live oil displaced was within the region of tie-line extensions on the C,-C,-C;, face at all
three pressures. The displacement at 1500 psia recovered 80% of the hydrocarbons and was
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judged to be immiscible. The displacement of the corresponding dead oil at 1500 psia
recovered 81% and was also taken to be immiscible. Thus, the experimental observation is
consistent with the calculated composition paths shown in Figs. 3.1-6 and 3.1-7, which show
that after passage of the C; bank, displacement performance is nearly the same for both the
live and dead oils.

The displacements at 1700 and 1900 psia recovered 90 and 97% of the hydrocarbons and
were interpreted to be multiple-contact and first-contact miscible, respectively. Displacements
of the dead oil at the same pressures recovered 90 and 99% of the hydrocarbons. Analysis of
composition paths suggests, however, that at 1500 and 1700 psia, the displacements passed
through the two-phase region, but the crossover tie line at 1700 psia was close enough to the
plait point that recovery was high anyway. At 1900 psia, a pressure above the critical pressure
of the CO,-C;o binary, the displacement developed miscibility because the injection fiuid was
outside the region of tie-line extensions. Methane banks were detected experimentally at 1500
and 1700 psia, but no C; bank was observed at 1900 psia. That result is also consistent with
the composition path calculations, which indicate that the length of the of the C; bank should
decrease as the pressure increases. Because the displacement at 1500 psia was immiscible,
enough liquid phase was left behind the displacement front that the C, bank was relatively
large, as is required by a simple material balance on C;. At 1700 psia, the amount of liquid
left behind the CO, front was much smaller because the dead oil was multiple-contact miscible.
Hence, the C; bank was much smaller.

At 1900 psia, the displacement was multiple-contact miscible because the displacement
pressure was above the critical pressure of the CO,—Cg binary pair (Reamer and Sage 1963).
Thus, in this case, it was the fact that the injection composition was outside the region of tie---.
line extensions that produced the observed multiple-contact miscibility.

Fig. 3.1-12 compares calculated normalized effluent C, concentrations with measure
values at 1500 psia. Also shown in Fig. 3.1-12 is an effluent C; concentration calculated with
a one-dimensional finite difference simulator. While the dispersion coefficient was set to zero
in that calculation, numerical dispersion from the two-point upstream weighting scheme used
caused the C; bank to be dispersed slightly. Both calculated C; banks arrived later than the
measured peak. It is probable that part of the disagreement is due to the presence of viscous
instability or gravity segregation (or both) in the corefloods, which would cause early break-
through of injected CO, and faster movement of leading banks. If so, the experimental dis-
placements were not strictly one-dimensional, and thus some disagreement with the analytical
solution is to be expected. In any case, the calculated solutions reproduce the qualitative
features of the measured effluent compositions. Successive banks rich in C; and C4 were
observed, the C; bank arrived later, and the length of the bank decreased as displacement pres-
sure increased. The displacement performed at 1700 psia showed clearly that high recovery is
possible in a displacement that exhibits a leading C; bank. The calculations reported here indi-
cate that at that pressure, the displacement must have passed through the two-phase region, as
the observation of a C, bank confirms. Thus, experiments and theory indicate that high
recovery can be obtained even though the composition path passes through the two-phase
region and hence does not meet the strict definition of multiple-contact miscibility.

3.1.6 Discussion

The composition paths described here explain qualitatively why dissolved gas has
minimal effect on displacement efficiency, though crude oils are much more complex mixtures
than the simple hydrocarbon systems considered here. Because many experimentalists rou-
tinely use displacement efficiency as a criterion for "miscibility,” the calculated composition
paths also explain why the MMP is insensitive to the addition of dissolved gas to an oil. The
calculated paths confirm the qualitative argument of Holm and Josendal (1982) that C, parti-
tions strongly into the more mobile vapor phase and hence CO, following behind can displace
efficiently the remaining dead oil.
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The results presented show that the distinction between miscible and immiscible displace-
ments is not sharp. High local displacement efficiency, which is most important, can occur
even when the displacement takes place entirely within the two-phase region. Use of the term
"miscible" to describe such displacements is unfortunate because it places the emphasis on the
number of phases present rather than on displacement efficiency. Instead, evaluation of
appropriate displacement pressures should focus on oil recovery rather than on indications of
two-phase flow. According to the composition path calculations, the existence of a C; bank is
evidence for two-phase flow, but the same calculations, as well as Metcalfe and Yarborough’s
experiments, indicate that if the definition of the MMP is based on recovery, a criterion for the
MMP based on the absence of a C; bank is probably too restrictive.

Additional experimental work is needed to confirm the prediction that high efficiency dis-
placement can occur at a pressure below the BPP. Verification of the theory will require that
the experimental displacement be nearly one-dimensional. Separate questions of considerable
importance for field-scale CO, floods are:

(1) What is the optimum displacement pressure when the flow is not one-dimensional, and
(2) Is that pressure substantially different from the one-dimensional MMP?

Answers to those questions will depend not only on the phase behavior of the CO,-crude oil
mixtures, but also on the length scales of the zones of fast and slow flow, whether due to
viscous instability or reservoir heterogeneity, and on rates of mixing between those zones
caused by dispersion, viscous and capillary crossflow and gravity segregation. Thus, the one-
dimensional analysis given here is only a first step toward more complete understanding of the
role of phase behavior in field-scale flows.

3.1.7 Conclusions

Analysis of composition paths for dispersion-free, one-dimensional displacement of C;-
C4-Cyo mixtures by CO, leads to the following conclusions:

(1) Addition of dissolved C; to a dead oil causes formation of a leading C; bank unless the
live oil lies outside the region of tie-line extensions in the quaternary diagram. If the
pressure is high enough that the dead oil develops miscibility, however, the C; bank will
appear at the outlet for a short time only.

(2) OQil recovery is controlled by the location of the crossover tie line. If that tie line lies
close to the plait point on the CO,-C4-C;( ternary diagram, oil recovery will be high,
even though the composition path passes through the two-phase region. If the oil that
remains after all C; is removed develops miscibility, the crossover tie line will be very
close to the plait point.

(3) Oils that share the same crossover tie line show the same recovery performance after CO,

breakthrough. Breakthrough times of leading C; banks depend on amounts of C; and
CO, present in the original oil, however.

(4) The presence of a C; bank should not be used as a single criterion for evaluating poten-
tial displacement pressures. Qil recovery is a more reliable indicator of performance for
one-dimensional flows.

(5) Displacement of live oil at a pressure below its BPP will be efficient as long as the flow
is one-dimensional, and the dead oil develops miscibility when the C, is removed.
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3.2 Analytical Model of Steam/Oil/Water Displacements

Jeffrey S. Wingard

In thermal recovery processes, steam is injected to heat the oil, reduce its viscosity and
improve recovery. If CO, is injected along with the steam, or if CO, is created in situ by
combustion with injected oxygen, then the transfer of CO,, water and oil between phases will
alter the flow behavior as dissolved CO, reduces the viscosity of the oil. If the temperature is
constant, solutions for a CO,/steam/oil displacement can be obtained by the method described
in Section 3.1. Examples of such solutions are given by Wingard (Orr and Grader 1987). If
the temperature varies, however, the problem is significantly more complex, and analytical
solutions have not yet been obtained. However, solutions to a sequence of simpler but still
challenging problems have been found and are described in this section.

3.2.1 Mathematical Model

Model Description

The model uses the method of characteristics to solve a simplified flow of an arbitrary
number of components that partition into an arbitrary number of phases. The model is similar
to that developed by Helfferich (1981) and Dumoré et al. (1984) and described here in Section
3.2, with the addition that the system has a temperature variation along the direction of flow. .
The assumptions made in the derivation of the material balance equations are

e Flow is one-dimensional

e Pressure is constant over the length of the displacement. This assumption is made
with respect to the thermodynamic equilibrium. While there must be a pressure
gradient in order for flow to occur, the solutions are independent of the pressure
gradient once the injection velocity is set.

The assumption of constant pressure also allows the use of the enthalpy of the phase
in the accumulation term. While it is not correct to say that enthalpy can be
accumulated, because the system is at constant pressure and constant total volume,
there is no PV work term to consider. Under these conditions, it is correct to
consider the total energy and enthalpy balances as identical.

¢ Porosity is constant.

e Mass and heat transfer are instantaneous.

e Mass transfer by dispersion and diffusion is neglected.
e Heat transfer by conduction and radiation is neglected.

e Heat capacity of the porous medium is constant over the temperature range of interest.
If dispersion can be neglected, a material balance on the i™ component gives,

J & < :
X J=Zl (0} xij p] Sj + J=Zl vV - pj Xjj V_] =0 i=l1, n.. (3.2‘1)

The energy balance can be written in a similar form if all the transport is by convection

) %
%_21 ¢ijjsj+(1—¢)pmHm+z%V'ijjVj=O (3.2-2)
= =
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where
n, = number of phases
n, = number of components
xij = mole fraction of component i in phase j
pj = molar density (kg-mole/m>) of phase j
Ppm = mass density of the matrix (kg/m3)
V; = phase velocity vector (m/day)
S; = saturation of phase j
¢ = porosity

H; molar enthalpy (J/kg—mole) of phase j
specific enthalpy of the matrix (kJ/kg - m>)

=
B
I

Eq. (3.2-2) has the same form as Eq. (3.2-1). Thus, under the assumptions listed above,

enthalpy can be viewed as another composition variable.

Following the derivation in Section 3.1, equations 3.2-1 and 3.2-2 can be simplified to

Bi I o i=1

o | ox =5 M
and

or; _ 9F, _ _

30 Tk T0 T

where the following definitions have been applied.

DP
Gi=X xip; Sy,
=

1 ¢

v

FiE—qupjf]’
% =

and,

v Op

@E—ZHipij
¢]=l

where fj=V; - ® _ fractional flow of phase j
u

Com = Hy/T = heat capacity of the matrix (kJ/kg - K)

(3.2-3)

(3.2-4)

3.2-5)

(3.2-6)

(3.2-7)

(3.2-8)

The term G; represents the local overall concentration of component i, and is similar to
the local concentration term in the familiar Buckley-Leverett (1942) equation. The F; term
represents the flux of component i. The T term is the energy analog to the local concentration
term in the material balance. It differs from the mass terms in that the matrix is also allowed
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to accumulate heat from the fluids and vice versa. The PmCpm! term in the definition of T
accounts for the heat stored in the matrix. Finally, the © term accounts for the heat flux in the

system. Since the matrix is immobile and conduction has been neglected, there is no term for
flux due to the matrix.

Because Egs. (3.2-3) and (3.2-4) retain their hyperbolic character, the method of
characteristics can be used to solve these coupled equations. If solutions are sought for which
a given overall mixture composition (including the mixture temperature) moves at a single
velocity, the set of n;.+ 1 balance equations is reduced to a general eigenvalue problem, where

component velocities are given by the eigenvalues and characteristic directions by the
associated eigenvectors.

If a procedure similar to that outlined in Egs. (3.1-5)-(3.1-10) is applied to Egs. (3.2-3)
and (3.2-4), the resulting statement of the eigenvalue problem is (Wingard 1989)

[OF, oF, oF, 9F, oF, | [dc,
aCI 3C2 aCnc_l oT ov d'n
9F, oF, aF, oF, oF, | |dc,
aCl aCZ acnc-l aT av dTI
F, oF, 9F, OF, oF, | |dT
aC; 0C, 0Cpe; 0T v dn
® 8 0 00 8 ||av
3C, 3G, Xor T o | |7 |
3G, 3G, 36, 3G ol ec ]
aCI 8C2 v aCnc_I oT dT]
%, oG, G, 35 ||d
aCI 3C2 T 3C,,c_1 oT . dn
o U | (32:9)
9G;e  9Gy. 0Gpe  9Gy 0 4ar
3C1 aCz dree GC,,c_l oT dn
o o o ||
-acl 8C2 e E)Cm,_l oT .dx ]

where 1 is the dummy variable of the characteristic solution.

Eq. 3.2-9 is a general eigenvalue problem for which a solution exists if and only if
det [F—A G ]1=0. For a three component system F and G are 4 x 4 matrices. The
eigenvalues correspond to n, composition velocities, and the last eigenvalue is infinite. The
infinite eigenvalue represents the rate at which changes in flow velocity propagate through the
system (Monroe 1986). Thus, the remaining n, velocities for a given overall composition and
temperature are real and finite and are possible choices for the velocity of that overall
composition (and temperature).

At certain singular points, two of the n. eigenvalues can be equal. Systems that exhibit
this property are called nonstrictly hyperbolic. These equal eigenvalue points are important in
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the construction of the solution, for at these points, the solution path is free to switch, with no
jump in velocity, from one of the characteristics to the other characteristic with the equal
eigenvalue. In essence, these points represent a zone of constant state with a length of zero.

Along with the velocities as represented by the eigenvalues, the associated eigenvectors
describe the characteristic curve in hodograph space for each of the eigenvalues. The
eigenvectors indicate what set of compositions and temperature can lie directly ahead of and
behind the current composition and still satisfy the material and energy balances.

Evaluation of Eigenvalues and Eigenvectors

The derivatives in the eigenvalue matrix (Eq. 3.2-9) relate how the saturation and flux
terms for each component vary when the overall composition, temperature and flow velocity at
a particular location change. Evaluation of those derivatives requires that the properties of all
the existing phases be known for a given overall composition and temperature. The properties
needed are molar density, composition saturation, enthalpy, viscosity and relative permeability
of each phase. With the exception of the viscosity and the relative permeability, all other
properties can be obtained directly from an equation of state. Phase viscosities were calculated
with empirical correlations. Details of the representations used are given by Wingard (1989,
Appendix B).

Relative permeabilities of the wetting and gaseous phases were calculated using a power
law of the form

kg=0 > b | (3.2-10)
' - Sor = Swe .
and
Sw—=Swe |™
=0y | 3.2-11
Ko v [l‘sor"swc ] ( )
where
kg = gaseous phase relative permeability
kw = wetting phase relative permeability (usually water)
Oy = end point (maximum) relative permeability of the gaseous phase
o, = end point (maximum) relative permeability of the wetting phase
S; = gaseous phase saturation
Swc = connate wetting phase saturation
S, = residual intermediate phase saturation
0g = gaseous phase exponent

oy = wetting phase exponent

In the absence of free gas, the oil phase relative permeability was taken to be

so - swc o
we

kow = Oow [1 ~s.—s (3.2-12)

where

kow = oil relative permeability in the oil-water system
Oow = end point (maximum) relative permeability of the intermediate phase
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So
Oow

Oil phase relative permeabilities in three-phase systems were calculated using Stone’s
(1970) model, as given by Aziz and Settari (1979).

= (krow + krw) (krlg + krg )
Krocw

where ki, is the intermediate phase relative permeability at the irreducible water saturation.

intermediate phase saturation, S, = 1 — S,
oil-water exponent

ko

— K — kg (5.2-13)

Once all the fluid properties are calculated for each phase, G, F, T, and ® can be calculated
using the definitions given in Eqs. (3.2-3) to (3.2-6).

Derivatives in Eq. (3.2-9) were calculated by finite differences (Monroe 1986, Wingard
1989). Eigenvalues and the associated eigenvectors were found using an algorithm presented
by Moler and Stewart (1973) as implemented in the IMSL routine EIGZCF.

Shocks

As in the shock balances of Section 3.1, the wave velocity of a discontinuity is

+ —
A= L|WF-uF (3.2-14)
¢ G -G
and a similar energy balance across the shock yields
+a+ -
A=l |UO —uve” (3.2-15)
| -1

These balances are known as Rankine-Hugoniot conditions.

For a system of n. components the material and energy balances are given by equating
n; + 1 equations like Eq. 3.2-14 and one given by Eq. 3.2-15,
or= WF-wF wF-wF VE-UR e _ye
G -Gy G; -G G, -Gy, r+-r-

(3.2-16)

Elimination of A from this set of equations leaves n. independent equations relating the
conditions on the upstream side of the shock to the downstream conditions. One of these
equalities is used to relate the unknown flow velocity the flow velocity on the opposite side of
the shock. Constraints on the mole fraction summations and total saturation provide two
additional equations. This leaves n, + 3 variables that remain to be determined.

Setting the conditions on one side of the shock fixes n, + 1 of the remaining variables,
leaving a single degree of freedom. Physical considerations usually require that the shock
velocity, A, to be equal to one of the wave velocities adjacent to the discontinuity.

The equality of the wave velocity and shock velocity results in a shock that is known as
an intermediate discontinuity. These intermediate discontinuities are the multidimensional
equivalent of the Buckley-Leverett "tangent" shock. The equality of eigenvalue (A) and shock
velocity (A) is the remaining condition required to fix the shock conditions.
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Solution Construction

As in the four-component problem of Section 3.1, the solution for given injection and
initial conditions must be selected from the set of composition paths obtained by integrating the
eigenvectors. The solution must be on paths when continuous variations occur, and
compositions with high wave velocities must lie downstream of those with lower velocities.
When continuous composition variations that satisfy the velocity constraint cannot be found,
shocks are required (Wingard 1989, Chapter 3). Thus, the solution for specific inlet and initial
conditions is constructed from a combination of continuous variations and shocks. Much of
the difficulty of the problems considered in this section and in Section 3.3 comes from the
variety of combinations of shocks, continuous variations and zones of constant state. In the
remainder of this section we demonstrate solutions for several sets of inlet and initial
conditions. Additional example solutions are given by Wingard (1989).

32.2 Displacement of Liquid Water by Steam

Injection of steam into liquid water is the simplest of the example solutions presented
here. This problem isolates the effects of temperature variations and phase changes but
eliminates composition variations. The unknown variables here are vapor saturation,
temperature, and local flow velocity. Because the pressure is taken to be fixed for calculation
of the phase equilibrium, two phases can only exist at one temperature, as the phase rule
indicates.

Figs. 3.2-1, 3.2-2, and 3.2-3 show solutions obtained for base conditions summarized in
Table 3.2-1. For all three cases, the saturation temperature, fluid densities and enthalpies were
found by curve fitting a fifth order polynomial in temperature to the values given by Reynolds
(1979) for water at 2.0 MPa (290.16 psia). Viscosities at the saturation pressure were
estimated from equations given by Reid et al. (1977). The injection velocity was set at one
pore volume of steam per dimensionless time unit. Details of the formulation of the balance
equations and construction of solutions for this special case are given by Wingard (1989,
Section 4.1).

Fig. 3.2-1 shows the effect of variations in injection temperatures on the saturation
distribution. The five saturation profiles are all shown at injection of one pore volume of
steam. The major differences between the five profiles are the positions of the leading and
trailing shocks as the injection temperature increases. At the leading shock, the shock height
remains constant, while the velocity increases with increasing injection temperature. The
conditions ahead of the leading shock are constant for all the profiles, and hence the saturation
change across the discontinuity is the same for all the cases. The position of the shock
changes because the flow velocity in the two-phase region is lower at higher temperatures. At
high temperature, the density of the injected fluid is lower, and the fluid carries less heat per
unit volume. Therefore, at one pore volume injected, the mass of steam injected is lower and
the change in volume is greater when the steam condenses. That volume change reduces the
flow velocity in the two-phase region and downstream of it.

The behavior of the trailing shock is explained by the heat balance across the trailing
shock. As the injection temperature increases, the enthalpy difference across the shock
increases. To compensate for the increased heat crossing the discontinuity at the higher
injection temperature, the shock velocity decreases. The trailing shock is also slowed by
volume change on condensation.

The second parameter studied was the initial temperature. It causes much smaller
changes in the saturation profiles than changes in the initial temperature. Fig. 3.2-2 illustrates
the change in location of the leading shock as the initial temperature changes from 300°K to
450°K. The initial temperature only changes the location and height of the leading shock. The
hyperbolic nature of the equations means that the conditions downstream do not affect the
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Table 3.2-1. Base Conditions for the Generation of Steam/Water Profiles at 2.0 MPa.

_—
Pressure 2.0 MPa

Injection Velocity 1.0 (m/day)
Saturation Temperature T,: 485.57T K
Irreducible Water Saturation Swi 0.0
Steam Phase Exponent n, 1.0
Water Phase Exponent n, 3.0
Fluid Properties at Saturation Temperature
Steam Viscosity  p, 0.0217 (mPa-sec)
Water Viscosity — u,, 0.1303 (mPa-sec)
Steam Density  p, 9.970241 (kg/m?®)
Water Density p, 850.4723 (kg/m3)
Steam Enthalpy H, 2808.52 (kJ/kg)
Water Enthalpy H, 901.41 (kJ [kg)
Matrix Properties
‘Density  p,, 2650.0 (kg/m?)
Heat Capacity Com 0.0047 (kJ/kg — K)
Porosity ¢ 0.100
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upstream values. The trailing shock would behave the same regardless of the temperature or
saturations downstream of the two-phase region.

Faster shocks at higher initial temperatures occur because fluid from the two-phase region
must heat the matrix and surroundings from the initial temperature to the saturation temperature
before the leading shock can propagate downstream. If the initial temperature is close to the
saturation temperature, little enthalpy is needed and the shock has a high velocity and a low
height. When the initial temperature is far below the saturation temperature, much more
energy must be added to produce two phases, and the shock travels slowly. The larger transfer
of ‘enthalpy via condensation requires a greater shock height.

The third parameter examined was the matrix heat capacity. Fig. 3.2-3 shows how the
saturation profile is modified by changes in the matrix heat capacity. As the heat capacity of
the matrix is decreased from a value of 25.0 (kJ/kg—K) to zero, the positions of the leading and
trailing shocks are affected, while the saturation profile remains unchanged. The explanation
for the insensitivity of the two-phase region is clear. Recall that the two-phase region is at
constant temperature, therefore no heat transfer can take place from the fluids to the matrix or
vice versa. This takes the thermal properties of the matrix out of the equations representing
the two-phase region. ’

The velocities of both the trailing and leading shocks increase as the matrix heat capacity
decreases. The explanation is essentially identical to that for the initial temperature variation.
Lower heat capacity means that less enthalpy is stored per degree of temperature change. Less
enthalpy is therefore required to raise the matrix from the initial temperature to the saturation
temperature and subsequently from the saturation temperature to the injection temperature.

3.2.3 Steam Displacement of a Light Oil and Water

If an immiscible oil component is added to the steam/water displacement of Section 3.2.2,
the phase behavior of the water is unchanged. However, there is now two-phase (steam/oil)
flow at the upstream end, three-phase (steam/water/oil) in the condensation region, and two-
phase (water/oil) flow in the downstream region. The three-phase region is still at constant
temperature, but the complication of three-phase relative permeabilities is added. As in the
previous problem, shocks are required at locations where the number of phases changes.
Details of the procedures used to construct the solutions described below are given by Wingard
(1989, Section 4.2). v '

Fig. 3.2-4 shows the viscosities of water, steam and three oils for which solutions were
obtained. At the displacement pressure, 2.0 MPa, the saturation temperature of water is
485.57°K. Other properties of water at that temperature are given in Table 3.2-1.

Light Oil Displacement

Fig. 3.2-5 shows the calculated composition path for a displacement of oil (with
saturation 88.1%) and water (saturation 11.9%) at an initial temperature of 433.79°K. The
diagram shown in Fig. 3.2-5 is a composite of two-phase diagrams (steam/oil and water/oil), in
which temperature and saturation vary, and a ternary diagram at the saturation temperature, in
which phase saturations can vary but temperature is constant. Table 3.2-2 summarizes
saturations, temperatures, and velocities for key points labeled on Fig. 3.2-5. Table 3.2-3
explains the abbreviations used in Table 3.2-2. Figs. 3.2-6, 3.2-7, and 3.2-8 show
corresponding saturation temperature, and velocity profiles at one pore volume of steam
injection.

The injection condition is point A. From point A to point B, there is a continuous
variation in steam and oil saturation (Fig. 3.2-6) at constant temperature (Figs. 3.2-5 and 3.2-
7). The three-phase region appears with a shock from point B to point C in the three-phase
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Table 3.2-2. Type 4 Composition Path for Injection of 100% Steam at

650°K into 88.1% Oil and 11.9% Water at 433.79°K.

I || Composition Point Type of
Label " Saturations Flow Wave Flow
" Steam Oil Water | T (K) | Velocity || Velocity Region
A I* 1.00000 | 0.00000 | 0.00000 | 650.00 | 1.0000 il 0.000000 | INJ—SPW
B 0.92000 | 0.08000 | 0.00000 | 650.00 | 1.0000 |l 0.010777 | SPW—UID
C 0.41924 | 0.39087 | 0.18989 | 485.57 | 0.7058 |l 0.010777 | UID—ZCS
D 0.41924 | 0.39087 | 0.18989 | 485.57 | 0.7058 || 0.034233 | ZCS—SPW
E 0.37839 | 0.38132 | 0.24029 | 485.57 | 0.7058 |l 0.059471 | SPW—ZCS
F 0.37839 | 0.38132 | 0.24029 | 485.57 | 0.7058 | 0.076318 | ZCS—SPW
G 0.34243 | 0.39977 | 0.25780 | 485.57 | 0.7058 || 0.098756 | SPW—UID
H 0.00000 | 0.88119 | 0.11881 | 433.79 | 0.0539 || 0.098756 | UID—INI
I 0.00000 | 0.88119 | 0.11881 | 433.79 | 0.0539 H INI

Table 3.2-3. Abbreviations Used to Describe the Different Flow Regions.

Abbreviation | Flow Region
INJ Injection Conditions
INI Initial Conditions
EEP Equal Eigenvalue Point
ZCS Zone of Constant State
SPW Spreading Wave
SSw Self-Sharpening Wave
UID Upstream Intermediate Discontinuity
DID Downstream Intermediate Discontinuity
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Fig. 3.2-6. Saturation profile for the injection of 1.0 pore volumes of 100%
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region. Because the wave velocity varies continuously upstream of the three-phase region, the
shock from B to C is an upstream intermediate discontinuity.

Points C and D coincide in Fig. 3.2-5, but they do not on Fig. 3.2-6. The location of
point C in Fig. 3.2-6 is given by the shock velocity calculated with Eq. (3.2-16). The velocity
of point D is the slow eigenvalue on the path in the three-phase region. From points C to D in
Fig. 3.2-6, therefore, is a zone of constant state.

From points D to E, there is a continuous variation of saturations in the three-phase
region (Figs. 3.2-5 and 3.2-6). At point E, there is a path switch from the slow path to the
fast path with velocity F, and hence there is another zone of constant state in Fig. 3.2-6. From
points F to G, there is another spreading wave, or continuous saturation variation, in the
three-phase region.

As Fig. 3.2-6 and Table 3.2-2 show, the oil saturation varies only slightly in the three-
phase region, though the shapes of the paths are such that the oil saturation decreases slightly
(D—E) and then increases slightly (F—G) as the solution is traced from the upstream to
downstream end of the three-phase region. The water saturation, however, is lower at the
upstream end of the three-phase region and increases slowly over its length, while the steam
saturation decreases. At point G is the shock that is the downstream end of the three-phase
region. That shock is an upstream intermediate discontinuity with the initial composition on
the downstream side.

Corresponding variations in temperature and flow velocity are shown in Figs. 3.2-7 and
3.2-8. Those variations are much simpler than the saturation variations. Only three
temperatures appear in the solution, the injection temperature, the saturation temperature of
water and the initial temperature (Table 3.2-2). Because the temperature changes only at
shocks, the flow velocity also shows only three values (Fig. 3.2-8). The highest flow velocity
occurs at the inlet. The flow velocity in the three-phase region is lower, because low density
steam has condensed into higher density water, and the velocity downstream of the leading
shock is lower still for the same reason.

3.2.4 Solution Procedure

The complete solution to the steam/oil/water problem can be obtained using the following
steps. Additional details and example solutions are given by Wingard (1989).

1.  Select the injection conditions. This requires choosing the injection composition,
injection temperature and injection velocity.

2. Integrate along the slow path until some point, B, is reached. Point B can be completely
arbitrary with one exception that is noted in the next step.

3. Calculate the composition point in the three-phase region that is reached by crossing an
upstream intermediate discontinuity from point B, in the steam/oil region, into the three-
phase region. This requires that the shock velocity as given by Eq. 3.2-16 be equal to
the small eigenvalue at point B. The landing point in the three-phase region, C, is
unique.

If the velocity of point B is too small, there will be no solution for Composition C in the
allowable hodograph space. This is indicated by having one or more of the saturation
values be less than zero or greater than one at the landing point. If this happens, the
selected point, B, is not a valid jumping point and another composition point further
along the injection path (A—B) must be chosen.

4. Integrate along the slow path from C to a new point in the three-phase region,
Composition D. Composition D will be the point of intersection between the slow path
and fast path. At this composition, the solution switches paths from the slow to the fast
path, creating a zone of constant state at point D.
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The velocities must increase as the integration moves from C to D. If the velocities
decrease, a self-sharpening wave is indicated. A point must be chosen on.a spreading
portion of the path as the upstream set of conditions. If the eigenvalues immediately
decrease in the desired direction, then the landing point must be at the upstream
conditions. The self-sharpening wave is calculated by matching the shock velocity to the
eigenvalue on either the upstream or downstream side of the shock.

5. Integrate from point D to another composition point, E, on the fast path. This large
eigenvalue point cannot be so large that a material balance, or more importantly a heat
balance, carries the shock solution out of the allowable hodograph space.

The limitation on self-sharpening waves also applies as the integration travels from D to
E. The self-sharpening wave is resolved by jumping to the water/oil region directly from
point D. The self-sharpening wave along the fast path is usually not seen because this
takes the solution away from the region where the solution can jump into the water/oil
region.

6. Point E is the jumping point into the water/oil region. Calculate the point in the water/oil
region that satisfies the material balances and also matches the shock velocity to the large
eigenvalue at Composition E. The landing point in the water/oil region, F, is the initial
condition.

For the light oil case discussed above, the nature of the eigenvalues in the water/oil
region prevents the development of spreading waves in this region. All the eigenvalues-in the
water/oil region are slower than their three-phase counterparts which necessarily lie upstream
of the initial conditions. This situation often occurs in compressible gas dynamics where the
leading shock travels faster than all the wave velocities in the region of initial conditions.

The solution procedure outlined here is necessarily iterative for a given set of injection
and initial conditions. In fact, the procedure calculates feasible initial conditions for a given
solution path. The path must then be adjusted to produce the desired initial conditions.

3.2.5 Viscous Oil Displacements

Fig. 3.2-4 shows the viscosities of two heavier oils. Heavy Oil #1 has a viscosity that is
200 times higher than the base case oil for the entire temperature range. Heavy Oil #2 has a
higher viscosity at the initial conditions but a greater dependence on the temperature. This
stronger temperature effect lowers the viscosity to near that of the base oil at injection
conditions.

Composition points marking the boundaries of the different flow regions are given in
Table 3.2-4, and the composition path is shown in Fig. 3.2-9 for Heavy Oil #1. The
composition path shown in Fig. 3.2-9 is more complex than the composition paths for the
lighter oil. In the steam/oil region, there is a portion of the path that follows along the
isothermal portion of the path from point A to point B. At point B there is an equal
eigenvalue point where the solution continues along the slow path. After point B, continuing

along the slow path to point C lowers the temperature from the injection value of 650°K to
588°K.

Another difference is that the location of the equal eigenvalue point, represented by point
B in Fig. 3.2-9 and Table 3.2-4, has a much lower steam saturation than with the light oil.
The less favorable fractional flow curve causes the steam to channel through the heavier oil.
At a given injection volume of steam, therefore, the steam saturation is substantially lower for
Heavy Qil #1 than in the case of the lighter oil, as comparison of Figs. 3.2-6 and 3.2-10, the
saturation distribution for Heavy Oil #1 indicates.

In the three-phase region, the heavy oil solution shows a wave pattern similar to that of
the light oil, but the composition path is displaced toward the oil apex of the ternary diagram.
There is a spreading wave from point E to point F that trails the central zone of constant state.
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Table 3.2-4. Composition Path for the Injection of 100% Steam at 650°K into 99.9% Heavy
Oil #1 and 0.01% Water at 458.95°K. ‘

Label

Composition Point

Saturations

Steam

Oil

Water

T (K)

Flow
Velocity

Wave
Velocity

Type of
Flow
Region

1.00000
0.22000
0.09651

0.00000
0.78000
0.90349

0.00000
0.00000
0.00000

650.00
650.00
588.00

1.00000
1.00000
0.88813

 0.000000
0.00565
0.006054

F

INJ-SPW
EEP
SPW—UID

0.043058
0.043058
0.047199
0.047199
0.027784

0.915853
0.915853
0.899429
0.899429
0.914043

0.04109
0.04109
0.053372
0.053372
0.058173

485.57
485.57
485.57
485.57
485.57

0.69682
0.69682
0.69682
0.69682
0.69682

0.006054
0.012700
0.016852
0.053628
| 0.156870

UID—-ZCS

ZCS—SPW
SPW—ZCS

ZCS—SPW
SPW-UID

“~lmQHEEUOaQw >

0.00000
0.00000

0.998536

0.998536

0.001464

0.001464

458.95
458.95

0.01836

0.01836

“ 0.156870

UID—INI
INI
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Fig. 3.2-9. Composition path for the injection of 100% steam at 650°K into
99.9% Heavy Oil #1 and 0.1% water at 458.95°K.
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Fig. 3.2-10. Saturation profile for the injection of 100% steam at 650°K into
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Fig. 3.2-11. Temperature profile for the injection of 100% steam at 650°K into

99.9% Heavy Oil #1 and 0.1% water at 458.95°K.
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Another spreading wave precedes the central zone of constant state given by the path from
point G to point H. The major difference from the light oil case is that the composition
changes along these two waves are very small. The changes in the hodograph variables along
the spreading waves are more restricted in the heavy oil solutions. Only a small corner of the
three-phase region has flow characteristics that permit passage from the steam/oil region
through the three-phase region and into the water/oil region.

Temperature and velocity distributions for displacement of Heavy Oil #1 are shown in
Figs. 3.2-11 and 3.2-12. The patterns are similar to those for the light oil with the exception
of the continuous variation in temperature and velocity in the steam/oil region.

The nonisothermal portion of the steam/oil region, from point B to Composition C in Fig.
3.2-11 appears to be extension of the actual phase change shock between point C and point D.
The portion of the solution path that follows along the nonisothermal section in the steam/oil
region is always seen in these solutions. The reason is that the wave velocity at the point
- where the two eigenvalues are equal is too small to satisfy the material and primarily the heat
balance across the shock. The minimum velocity of an intermediate discontinuity is faster than
the equal eigenvalue point. In order to satisfy the heat balance, the system must cool towards
the saturation temperature before a suitable heat balance across the trailing shock is possible.

The viscosity of Heavy Oil #2 is more dependent on the temperature than the base oil or
Heavy Oil #1. The composition path for a displacement of Heavy Oil #2 with the same
injection and initial conditions as the light oil, Type 4 displacement shown in Figs. 3.2-5 to
3.2-8 and outlined in Table 3.2-2 is presented in Figs. 3.2-13 to 3.2-16 and Table 3.2-5.

The most direct comparison between the heavy oil and light oil case can be made by
comparing the saturation profiles of the light oil case, Fig. 3.2-6, and the heavy oil case, Fig.
3.2-14. Again we trace the solution from the injection conditions downstream. There is an
immediate difference in the initial steam/oil region. As Fig. 3.2-14 shows, the solution follows
the slow path from the injection conditions at Composition A to the equal eigenvalue point, B.
From point B to Composition C, the solution continues along the slow path. This region is
characterized by a slightly spreading wave carrying the solution from the injection temperature
toward the saturation temperature. This path also changes steam saturation at the same time
the temperature is changing. The rapidly changing oil viscosity helps to lengthen the section
of the solution that travels along the nonisothermal path, from point B to point C. The

increased oil viscosity also raises the oil saturation for a given velocity or temperature along
the path from B to C.

The shape of the steam/oil region resembles the steam/oil region of the Heavy Oil #1
displacement, Fig. 3.2-10. The same analysis that applied in the case of Heavy Oil #1 also
applies in this case. The high mobility steam rapidly moves downstream of the two-phase

region and spreads over the central three-phase region that exists between point D and point I
in Fig. 3.2-14.

At point C, an upstream intermediate discontinuity carries the solution into the three-
phase region at point D. There are two restrictions that apply to the choice of the jumping
point, C. If the eigenvalue at point C is too low, there will be no solution in the three-phase
region that satisfies the material and energy balances across the shock. A larger temperature
jump across a shock results in a slower shock velocity; for some very slow shock velocities,
the temperature jump is so large that the resulting temperature must be less than the saturation
temperature. In such cases there is no solution in the three-phase region.

The trailing phase transition shock is much slower in Fig. 3.2-14 than in the profile with
the light oil, shown in Fig. 3.2-6. The equal eigenvalue point represents the point where the
Buckley-Leverett saturation velocity, (3f, /0S,), is equal to the change in fractional increase in
enthalpy transport. This is given by

llp
A . 2 [ 3 Hifi] (3.2-17)

3s, ~ 9s, |&
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Table 3.2-5. Composition Path for the Injection of 100% Steam at 650°K
into 88.1% Heavy Oil #2 and 11.9% Water at 433.79°K.

Label

Composition Point

Saturations

Steam

Oil

Water

T (K)

Flow
Velocity

Wave
Velocity

Type of
Flow
Region

1.00000
0.65350
0.11901

0.00000
0.34650
0.88099

0.00000
0.00000
0.00000

650.00
650.00
526.00

1.00000
1.00000
0.77235

|

0.000000
0.008822
0.009613

INJ-SPW
EEP
SPW—UID

| 0.05251
Il 0.05251
0.05264
0.13794
0.13794
0.13657

0.88117
0.88117
0.87995
0.70626
0.70626
0.70645

0.06632
0.06632
0.06741
0.15580
0.15580
0.15698

485.57
485.57
485.57
485.57
485.57
485.57

0.69358
0.69358
0.69358
0.69358
0.69358
0.69358

0.009613
0.027298
0.028005
0.028005
0.086357
0.088938

UID-ZCS
ZCS—SPW
SPW—=UID
UID—ZCS
ZCS—SPW
SPW—=UID

Z2RualmHaoamm OlQ @ >

0.00000
0.00000
0.00000
0.00000
0.00000

0.94420
0.94420
0.91321
0.88123
0.88123

0.05579
0.05579
0.08679
0.11876
0.11876

433.89
433.89
433.89
433.89
433.89

0.02667
0.02667
0.02667
0.02667
0.02667

\\

0.088938
0.119812
0.197647
0.197647

UID-ZCS
ZCS—SPW
SPW-UID
UID—-INI
INI
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Fig. 3.2-12. Flow velocity profile for the injection of 100% steam at 650°K. into
99.9% Heavy Oil #1 and 0.1% water at 458.95°K.
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Fig. 3.2-14. Saturation profile for the injection of 100% steam at 650°K into
88.1% Heavy Oil #2 and 11.9% water at 433.79°K.
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Fig. 3.2-15. Temperature profile for the injection of 100% steam at 650°K into
88.1% Heavy Oil #2 and 11.9% water at 433.79°K.
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The velocity of the nonisothermal path is nearly independent of the oil viscosity. At a given
oil saturation, the velocity of the isothermal path decreases as the oil viscosity increases.
Therefore, to reach a given velocity, the oil saturation must be increased dramatically.

In the three-phase region, a zone of constant state, that extends from point D to point E,
couples the shock velocity to the slow eigenvalue at the three-phase landing point D. The
solution must be able to follow the slow path at the trailing end of the three-phase region.
Were the velocity on the slow path, as represented by the smaller eigenvalue, less than the
shock velocity, the solution would be restricted to fast paths in the three-phase region.
However, if the solution is to move between two arbitrary points in the three-phase region, it
must first travel along the slow path.

After the zone of constant state a spreading wave carries the solution from E to
Composition F. The change in composition along this portion of the solution is barely
noticeable. Without this small change, however, the solution cannot reach the desired initial
temperature. As the length of the spreading wave from E to F increases, lower and lower
initial temperatures result for a fixed initial water saturation.

As the slow path is followed past Composition F, the eigenvalues eventually reach a
maximum value and begin to decline. The velocity constraint sets a limit on the distance that
the integration along the slow path can continue without introducing a discontinuity in the form
of a self-sharpening wave. This self-sharpening wave is found by selecting a point on the slow
path before the small eigenvalue reaches its maximum value. This selected point is at
Composition F.

At point F an upstream intermediate discontinuity carries the solution to Composition G.
The shock is necessary to keep the initial conditions in the allowable hodograph space. For the
solutions that switch to a fast path before the shock, the velocity of the fast path or the oil
saturation on the path is too large. When the oil saturation is too large, the shock solution
results in a composition with a negative water saturation. Thus, when the eigenvalue is too
fast, the solution results in an initial temperature that is not realizable due to physical
consideration, e.g. below the freezing temperature of water.

The shock from F to G carries the solution to the other side of the maximum point, much
like a leading Buckley-Leverett shock that carries the solution past the saturation where
(0fy/0Sy) is a maximum, to the initial conditions. On this side of the maximum point, the
velocity of the fast path and the oil saturation are lower and give solutions that remain in the
allowable hodograph space. The distance between the endpoints of the shock depends on how
close the jumping point is to the maximum velocity point. The closer the jumping point, the
closer the landing point is on the other side, and the closer the shock velocity is to the
maximum. Because the self-sharpening wave is an upstream intermediate discontinuity, the
shock velocity matches the eigenvalue of the upstream point, Composition F.

At point G, a second zone of constant state, referred to as the "central” zone of constant
state, couples the shock velocity to the wave velocity at H. The zone of constant state
represents the path switch from the slow path at G to the fast path at H. There must be a path
switch at this point due to the behavior of the compositions that form a self-sharpening wave.
Jeffrey (1976) showed that the velocity of the discontinuity formed by a self-sharpening wave
must be intermediate between the eigenvalues of the upstream and downstream composition
points. Since the wave is self-sharpening, the small eigenvalue at the downstream Composition
(point H) must be slower than the shock velocity. This requires that the solution on arriving at
Composition H switch to the fast path.

A spreading wave is attached ahead of the zone of constant state. This spreading wave is
also small and does not noticeably change the composition point. Along the path from H to I,
the spreading wave takes the solution to an upstream intermediate discontinuity that carries the
solution out of the three-phase region into the water/oil region. The eigenvalues along the fast
path change very rapidly and the eigenvalue along this path must remain in a narrow range if
the downstream temperature is to remain below the saturation temperature. As the solution
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turns out, the length of the integration along this path is short, and the eigenvalues change very
little.

The three-phase regions of Figs. 3.2-6 and 3.2-14 show striking differences in the shape
of the saturation profiles in this region. The spreading waves in the heavy oil displacements
are very small, both in real and hodograph space. The leading spreading wave, from point H
to point I in Fig. 3.2-14 has a wave velocity of 0.086357 at the trailing edge of the wave and
only 0.088938 at the leading edge of the wave. This means that 387.5 pore volumes of steam
would need to be injected before this wave occupied one pore volume of displacement space.
In contrast, the leading spreading wave in the base oil case, point F to point G in Fig. 3.2-6,
has a wave velocity of 0.076318 at the trailing edge and a velocity of 0.098756 at the leading
edge. This requires only 44.6 pore volumes of injected steam for this wave to occupy the
same single pore volume.

The physical interpretation for the narrow spreading waves in the heavy oil case is
founded in the three-phase relative permeability model. In the region of three-phase space,
where all phases can flow, the fractional flow derivatives, (0f,/dS,) and (9f,/0Sy,), are small
and do not change much with saturation. In other words, because the oil is more viscous, it
remains relatively immobile over a larger range of saturations than in the lighter oil case.

The upstream intermediate discontinuity at I takes the solution into the water/oil region,
point J. At point J there is a path switch to the fast path in the water/oil region. This path
switch takes the solution to point K. The solution then travels along the fast path, forming a
spreading wave between point K to point L. Finally, a leading upstream intermediate
discontinuity carries the solution from the fast path at point L to the initial conditions at point
M. This region of the solution resembles a traditional Buckley-Leverett displacement system
with an unfavorable mobility ratio. The saturation profile is long and stretched out, and the
leading shock is small.

The water/oil region in the heavy oil case can be compared to the same region in the
light oil displacement as shown in Fig. 3.2-6 from point H to point I. The wave pattern is
much more complex in the heavy oil case than the light oil case. In that case, the eigenvalues
in the water/oil region are all slower than those in the three-phase region. This forces the
leading phase change shock to jump directly to the initial conditions from the three-phase
region. The highly adverse mobility ratio in the heavy oil case shown in Fig. 3.2-14 does not
have this restriction.

The eigenvalue on the fast path in the water/oil region is proportional to the derivative of
the fractional flow of water with respect to the water-phase saturation. This is the traditional
Buckley-Leverett saturation velocity. In the momenclature used here, A5 is proportional to
of,/0Sy,.

When the mobility ratio is close to unity this derivative is small, but when the mobility ratio is
high the derivative is also large. For the case of Heavy Oil #2 the derivative is large enough
for two-phase flow to occur downstream of the leading phase change shock, between point I
and point J.

The wave velocity on the fast path in the water/oil region reaches a maximum value
before reaching the initial conditions. This is similar to the situation that created the self-
sharpening wave between Compositions F and G in the three-phase region. The final portion
of the solution is obtained by calculating an isothermal upstream intermediate discontinuity
with downstream conditions that match the desired initial conditions. This shock was found at
Composition L. Between K and L, a spreading wave along the fast path moves the solution
between the desired points.

The temperature profile shown in Fig. 3.2-7 and the profile for the heavy oil case given
in Fig. 3.2-15 show the same basic pattern. The only differences are in the locations of the
phase change shocks. There is a portion of the path that remains at the injection conditions
until the temperature shocks to the three-phase saturation temperature, 485.57°K and remains at
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that temperature throughout the three-phase region. The temperature jumps from the three-
phase saturation temperature to the initial conditions at the leading phase change shock.

In the heavy oil case, the steam cannot build up any saturation near the injection
conditions because of its high mobility compared to the heavier oil phase. The adverse
mobility ratio causes the trailing phase change shock to be slower in the heavy oil solution.
The leading phase change shock is only slightly faster in the light oil case. The difference in
shock velocity is due primarily to the slower flow velocity on the two-phase side of the shock
in the heavy oil case. The heavy oil case actually has less steam condensing across the shock,
but the volume lost is a greater portion of the water phase in the heavy oil case. That volume
change compensates for the increased energy transfer in the light oil case.

A closer examination of the solution paths in the steam/oil region reveals a subtle
difference between the light oil solution and the heavy oil case. In the light oil case, the
temperature remains at the injection temperature from the injection conditions to the trailing
phase change shock at point B. In the heavy oil case, the path follows the isothermal slow
path at the injection temperature between point A and point B. At point B a path switch at the
equal eigenvalue point takes the solution along the nonisothermal path between point B and
point C. The nonisothermal portion of the path is a "slightly" spreading wave and behaves
much like the extension of the trailing phase change shock that is shown between point C and
point D.

The velocity profile for the heavy oil case is shown in Fig. 3.2-16. As in the other
solutions, the velocity profile mimics the shape of the temperature profile. The heavy oil
solution follows this pattern. Again density changes due to temperature changes are the cause
of the flow velocity variations, and in the heavy oil case, this relationship is maintained.

32.6 Summary and Conclusions

The example solutions obtained here for two- and three-phase flow with temperature
variation demonstrate that the method of characteristics can be used to construct analytical
solutions of the hyperbolic material and energy balance equations. Such solutions are useful
because they provide understanding of why simulations behave as they do and because they
show clearly the sensitivity of process performance to fluid properties and relative
permeabilities. The solutions presented demonstrate how richly complex three-phase flow can
be and raise many interesting mathematical questions about constraints on path selection,
techniques for solution of shock balances, and existence and uniqueness of solutions. Those
questions will require additional work. Also of interest is the extension of the analysis to
cover cases in which components partition between phases. Such problems are still more
complex. While the eigenvalue problem can be solved in a straightforward way, solutions of
shock balances are more difficult because the composition on the single-phase side of a shock
into a two-phase region is no longer a linear combination of phase compositions on the two-
phase side (Wingard 1989), as it is in constant temperature displacements (Dumoré et al.
1984). Thus, construction of solutions for CO,/steam/water/oil, for example, will be
significantly more difficult than for the steam/oil/water systems described here.

Analysis of the example solutions (under the assumptions of Section 3.2.1) presented in
this section indicates that

(1) Temperature does not vary in single-phase regions during injection of steam into liquid
water. Hence, only three temperatures (injection, saturation and initial) occur in such
displacements. Because flow velocities change only when temperature or the number of
phases change, only three flow velocities occur.

(2) Solutions for injection of steam into cooler oil and water show three regions, an oil/water
region and a steam/oil zone separated by a.three-phase steam/oil/water region.
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(3) A shock occurs whenever the number of phases changes. For the solutions presented,
those shocks are intermediate discontinuities, and.they have simultaneous jumps in tem-
perature, saturation and flow velocity.

(4) An increase in oil viscosity causes a reduction in the steam saturation in the steam/oil
"~ and steam/oil/water region.

(5) Formation of a water bank ahead of the steam/oil/water zone is possible if the oil viscos-
ity is high enough.

3.3 Interaction of Phase Behavior with Reservoir Heterogeneity

Kiran K. Pande

In any real miscible flood, the flow will be anything but one-dimensional as reservoir
heterogeneity and viscous instability produce faster flow in some zones than in others. When
mixing between those zones occurs, the composition paths observed in one-dimensional flow
must change, and hence the development of miscibility must be altered to some extent at least,
in heterogeneous flow systems where crossflow occurs. Better understanding of the scaling of
those interactions is an important part of improved accuracy. of performance predictions for
reservoir-scale flows. In this section we describe an extension of the one-dimensional theory
of Helfferich (1981) to flow in the simplest of heterogeneous systems, two layers with different
permeability. As a first step toward construction of a detailed picture of .the effect of mixing
between layers, we consider only the effects of viscous crossflow, though it is clear that capil-
lary crossflow and gravity segregation will also contribute in actual miscible floods.

Immiscible displacement in a layered system with viscous crossflow was modeled by
Zapata and Lake (1981). In this section, we extend their work by considering the effects of
phase behavior as well. In the subsections that follow we describe the mathematical model and
outline the procedures used to construct solutions for binary and ternary phase behavior. In

addition we report results of composition path calculations for varying levels of permeability
contrast.

3.3.1 Mathematical Model

To examine the interaction between phase behavior and nonuniform flow, we consider a
model problem of flow in a two layer reservoir. The nonuniformity of the flow results from
the difference in layer permeabilities, and exchange of fluids between the layers is by viscous
crossflow only.

To illustrate the driving forces for viscous crossflow, we consider first a displacement in
a two layer, linear system with no communication between the layers. The pressure profiles
obtained during piston-like displacement of a high viscosity fluid by a low viscosity fluid are
shown in Fig. 3.3-1 (Zapata 1981, Zapata and Lake 1981, Dykstra and Parsons 1950).
Replacement of high viscosity fluid by low viscosity fluid results in a different pressure profile
in each layer. If the barrier between the layers were removed and the layers allowed to com-
municate, then the difference in pressure between the layers at any point along the displace-
ment length would cause viscous crossflow. The direction of crossflow would be from the low
velocity layer to the high velocity layer near the injector (Region A), and from the high velo-
city layer to the low velocity layer near the producer (Region B), as fluid crossflows down the
pressure gradient. There would be no crossflow at the point in the displacement where the
pressure in the high velocity layer is equal to the pressure in the low velocity layer.

When the layers are allowed to communicate, the pressure difference between layers is
reduced ‘as fluid crossflows from one layer to the other. If there is enough crossflow, the
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Fig. 3.3-1 Pressure distribution in a noncommunicating, two layer reservoir during

piston-like displacement of a less viscous fluid by a more viscous fluid.
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pressure difference may be reduced to zero. In the analysis that follows, we assume that the
pressure in both layers is equal at any point along the displacement length for all time. In
effect, we require that a maximum amount of crossflow occur instantaneously. This assump-
tion is often referred to as the vertical equilibrium assumption (Coats et al. 1967, 1971 and
Martin 1968).

The vertical equilibrium assumption reduces the dimensionality of the problem, a
significant reduction in complexity, and hence, it is important to understand under what condi-
tions the assumption is appropriate. If the time for flow in the vertical direction is small com-
pared to the time for flow in the horizontal direction, then vertical equilibrium is a good
assumption. Zapata and Lake (1981) developed a correlation that describes the degree of verti-
cal equilibrium attained by a reservoir as a function of reservoir properties. They suggest that
vertical equilibrium due to viscous crossflow is a reasonable assumption for reservoirs with an
Ry value greater than ten, where

=
ky
and k, is the thickness-weighted harmonic average vertical permeability, k;, is the thickness-

weighted arithmetic average horizontal permeability, L is the total system length, and H is the
total system thickness.

L
R, = = 3.3-1
L= g (3.3-1)

Material Balance Equations

Material balance equations for flow in a linear, two-layer system are based on the follow-
ing assumptions.

e All fluids are incompressible.

e  The displacement process is isothermal.

e  Each layer has uniform properties.

e  Effects of dispersion and capillary pressure are ignored.

. Gravity segregation is ignored, as is viscous fingering.

e  Phases are in local equilibrium everywhere.

e  Partial molar volumes of components are constant, i.e., there is no change in total
volume upon transfer of components between phases.

e  The effect of pressure drop across the flow system on phase behavior is negligible.

The qualitative discussion of Fig. 3.3-1 indicated that the direction of crossflow may
change during the course of a displacement. Here we define the direction of crossflow in
Region A as being from the high velocity layer to the low velocity layer. The direction of
crossflow in Region B is reversed. Because the direction of crossflow may change several
times during the course of a displacement, there may be more than one region in a displace-
ment that is referred to as Region A or Region B. Also, the high velocity layer is referred to
as Layer 1, and the low velocity layer is referred to as Layer 2.

The material balance equations for Region A (1 — 2) are

Layer 1:

3 & d . & 2 aq .
¢lhlw_8t 3 xipi'S + > (T xipif - (3 Xi}lefjl)—a - =0, i=1,n, (332
j=1 X j=1 j=1 X
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Layer 2:

¢2h2W z;x,,pzs2 (zxupJ 2)q2+(2xup q‘ Sloo,i=ln (33

J-l i=1

n. = number of components
number of phases
p; = molar density of phase j

-5
0

24
L=
i

mole fraction of component i in phase j
f; = fractional flow of phase j = A
q

S; = saturation of phase j

q = volumetric flowrate
¢ = porosity

h = thickness

W = width

and the superscripts in Eqgs. (3.3-2) and (3.3-3) represent the layer number. Because we assume
incompressible fluids, any change in flow rate in Layer 1 must be accompanied by an equal
change in flow rate in Layer 2. Therefore,

aq, _ aQZ
> - (3.3-4)

We also assume that partial molar volumes of components are constant, and rewrite Egs.
(3.3-2) and (3.3-3) as

Layer 1:
ac] o( F! )
6;hW atl + X a'xq‘) - F! a(il =0, i=1,n (3.3-5)
Layer 2:
oC? = AFlq) 1 9q .
oh, W ™ + Ix + F E =0, i=1,n (3.3-6)
where
np
Ci = Z cij Sj ’ i= 1, n, (3.3'7)

F, = Z G i i=1,n (3.3-8)
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and

x.. - . .
i = ‘I;—:’- , i=1n, i=1Ln (3.3-9)

where, ¢;; is the volume fraction of component i in phase j, and p is the molar density of
component i. Here C; is the overall volume fraction of component i, and F; is the overall frac-
tional flow of component i.

The derivatives in Egs. (3.3-5) and (3.3-6) may be expanded, and Eq. (3.3-4) used to
simplify the material balance equations to the following form,

Layer 1:
oC]! oF}! ,
¢1h1W T + q: '—BT =0 N 1 = 1, ng (3.3'10)
Layer 2:
hwaC‘2+ OF; -3 _g, o 3.3-11
¢22 at q28x (1 l)ax- > 1= 1,0 (")

Eqgs. (3.3-10) and (3.3-11) may be made with the definitions

Cqet
o= —t 3.3-12
D SHWL ( )
O by
= X 33-13
R, 3 H ( )
Qi
= & 3.3-14
dp @ ( )
o
2 Ochy
9 = “—*—%—— (3.3-15)
DI
k=1
n
H= ¥ h (3.3-16)
k=1
QG = Wk h Ak-92 | (3.3-17)
dxp
AX = total mobility in layer (3.3-18)
B, Kk
A= Y A= Zlﬁ’- (3.3-19)

. . k
i=1 i=1 M
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The resulting dimensionless form of .the material balance equations is

Region A (1 - 2)

Layer 1:
aC! oF!
— — = , i = 1, 3.3-21
Ron, . + dip g 0 i n; ( )
Layer 2:
O i E -3 _ o o (33-22)
"oy Py oy T 1T bR '

The material balance equations for Region B (2 — 1) are derived in a similar manner.

RegionB (2 > 1)

Layer 1:
8Ci1 aFil 2 1 3q11) .
Ry 5o + W0 5 — & - F)5g =0 i=ln (3.3-23)
Layer 2:
oC? oF? .
R¢h2—a-t;- + qZDSX_D =0, i= ]_,nc (3.3-24)

The vertical equilibrium assumption allows evaluation of the dimensionless flow rate.
For example, the dimensionless flow rate in Layer 1 is given by

d
Wklhl)‘x%a%h

qip = (3.3-25)
Wk h M_dg'll + szhzl:%—dllz
dXD dXD

Vertical equilibrium requires that the vertical pressure gradient be zero everywhere. Therefore,
at any 2point in the reservoir the pressure in Layer 1 is equal to the pressure in Layer 2
(' = p?). Because the total pressure drop across the flow system is the same in each layer, the
horizontal pressure gradient in Layer 1 is equal to the horizontal pressure gradient in Layer 2

throughout the displacement, and the vertical equilibrium condition may be stated as

Sp - G ;
el il (3.3-26)
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As a result, q;p may be calculated without knowledge of the pressure distribution in the reser-
voir,

k; hy AL
ap = e (3.3-27)

ki hy AL + ko hp A2

When the total fluid mobility in Layer 1 is equal to the total fluid mobility in Layer 2, q;p is
only a function of the permea’t.bility thickness product in each layer. This flow rate is referred
to as the baseline flow rate, q;p.

Method of Characteristics Solution

The velocity of a constant composition may be determined by the method of Section 3.1.
In Region A (1 — 2), the component velocities are

Layer 1:

aw OF
vl = R¢h1 BxD
Bxp

, i=1,n (3.3-28)

Layer 2:

qp OF? N F! - F}) dqpp
ox ox .
vz = S 0 acZR"“z 2, Ti=1,n (33-29)
i

axD

Application of the coherence condition, which states that all components move at the
same velocity, requires that

A=vi=v2, i=1lLn (3.3-30)
For Region A (1 — 2),
Layer 1:
BC-I qd1D E)F-l
A— = —, i=1, 3.3-31
aXD R¢hl aXD ! B ( )
Layer 2:

aC? _ qp OF N (F! - F) dap

A =
axD R¢h2 BxD R¢h s aXD

, i=1,n (3.3-32)

Because Fl, F?, and qp are only functions of the overall compositions, the derivatives,
oF;/9xp, dF0xp, and dq;p/dxp may be expanded as
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oFk  m-1 gk ock

0Xp  gm=1 aCK oxp ’

!

,n,, k=12 (3.3-33)

9q;p -1 1dqp aCh dq;p 9C2
Op  m=1 [3Ch dp  3CE Ixp |’

i=1,n (3.3-34)

Substitution for the derivatives, oF;"/xp, 0F%dxp, and dq;p/dxp in the coherence ‘equa-
- tions for Region A (Eqs. 3.3-31 and 3.3-32) yields

Region A (1 — 2)
Layer 1:
aCil A diDp -1 aFil BC,,ln

A— = 22y i

oxp Ron, m=1 0CL oxp ’

i=1,n (3.3-35)

Layer 2:

A aCZ _ qp ™' oF? ac?
aXD R¢h2 m=1 acx%‘l aXD

F! - Fi2)§-1 dq;p 9Ch dq;p 9C2

Rpn, ‘m=1 [0CL Oxp aCZ oxp |’

i = 1,n (3.3-36)

The coherence equations for Region B (2 — 1) may be derived in a similar manner.

RegionB 2 - 1)

Layer 1:

oG _ aqip ™' oF! ack +

A = Zi
oxp Roh, m=1 9Cq, 9%p

F! - FH %1 [9q;p aCL dq;p 9C2

1, 3.3-37
R¢h1 m=1 acnll BxD aCx% axD fle ( )

, i

Layer 2:
aCiz dop n‘._'l aFiZ ac,%,

aXD R¢h2 m=1 acli aXD ’

i=1n, (3.3-38)
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Shock Balances

In the two-layer flow problem, as in the problems considered in Sections 3.1 and 3.2,
shocks are required in most solutions. An expression for the shock velocity may be obtained
from an overall material balance around the shock. The shock velocity of component iis
given by

Layer 1:

N (Flqp)" - (Flap) - Bi(ad ~ do) . _ .
i - lII lI ’ 1 = ’ nc (3.3‘3 )
Ren, (G~ = G )

. (FPap)" - (Flap) + Fi(awb - ao)
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