
+-+++++0++-+_++ MIM _ + _+_+
e,, _+ ++P+"++ ,. ,+.+,+_+_+//].._

__ _+;_? _L.. AI$°chmli°ll Iot 'rllormlllion "lIsl:luilt_g00marlagellrlen'1100Silver Spring,MarylandWayneAvenue, +09,0 __ _++'.+_++__++_P+_+_'_. _o_/_"O'+"+';+].++ __ +0,,++,++0+ .++++

Centimeter
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 mm

1 2 3 4 5

ii!11,.o,°+++Inches +_

+:+IIIIl_-

'+ lUII_L Illll_

tltlt""• L i,au.

__ m Illllg

IIIIINIlllI_lllll_

+ +_++o.,;>,"I;,'++ - +_++_+. ,+
• IqTTM STIqNDI:::IROS _b _; +

'__ _ '//7/// MI:::INUFI:::tCTUREOTO //J_"_'L'+.,q/+__°+++Y++_++0++,o. + +





,.

.... , ),

SCALE-UP OF MISCIBLE FLOOD
PROCESSES

QUARTERLY REPORT

Franklin M. Orr, Jr.
Principal Investigator

Department of Petroleum Engineering
Stanford University

Stanford, California 94305-2220

July 1, 1993- September 30, 1993

"US/DOE PatentClearanceis notrequiredpriortothe publicationof thisdocument,:'

DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States
Government• Neither the United States Government nor any agency thereof, nor any of their

employees, makes any warranty, express or implied, or assumes any legal liability or responsi-
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or ..

process disclosed, or represents that its use would not infringe privately owned rights. Refer-ence herein to any specific commercial product, process, or service by trade name, trademark, ',:i'_i
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recom- ,, , '

mendation, or favoring by the United States Government or any agency thereof• The views

and opinions of authors expressed herein do not necessarily state or reflect those of the

United States Government or any agency thereof.

O_UTI,3H OFTHISOOCU_EltT15UNLIMITEI]

_t,._...,111._,1. ,._ ... ,,) - .-,1 ._ o.,1¢,_ _"*)'I"l_b'_"l'¢_'$ )''_''t'a*_'4"4_'Q'_ l"d_ _,..a



Abstract

Progress is reported for a comprehensive investigation of the scaling behavior of gas injection
processes in heterogeneous reservoirs. The interplay of phase behavior, viscous fingering, gravity
segregation, capillary imbibition and drainage, and reservoir heterogeneity is examined in a series
of simulations and experiments.

Compositional and first-contact miscible simulations of viscous fingering and gravity segre-
gation are compared to show that the two techniques can give very diffel'ent results. Also, analyzed
are two-dimensional and three-dimensional flows in which gravity segregation and viscous fingering

interact. The simulations show that 2D and 3D flows can differ significantly.
A comparison of analytical solutions for three-component two-phase flow with experimental

results for oil/water/alcohol systems is reported. While the experiments and theory show reasonable
agreement, some differences remain to be explained.

The scaling behavior of the interaction of gravity segregation and capillary forces is inves-
tigated through simulations and through scaling arguments based on analysis of the differential

equations. The simulations show that standard approaches do not agree well with results of low
IFT displacements. The scaling analyses, however, reveal flow regimes where capillary, gravity, or
viscous forces dominate the flow.
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1. Introduction

When gas injected into an oil reservoir at high pressure, a richly complex set of physical

mechanisms comes into play. Components transfer between oil and gas phases, viscous fingers form,

geological heterogeneities move fluids in wonderfully complicated ways, and capillary and gravity
forces drive flows. In this report, we examine the scaling of the interactions of those mechanisms.

The goal of the work is to provide a base of physical understanding upon which can be built the
design of gas injection processes for heterogeneous reservoirs.

In Chapter 2 we consider several aspects of the hydrodynamic instability that arises when

low viscosity gas displaces more viscous oil. Interactions of phase behavior, heterogeneity, gravity

segregation and viscous fingering are considered in Section 2.1, where simulations that include a
representation of phase behavior are compared to others that treat the fluids as miscible. The
simulations _how that first-contact miscible calculations give quite different results from those in

which effects of phase equilibrium are included. Sect'.on 2.2 offers a comparison of unstable single-
phase flows in two- and three-dimensional (2D and 3D) porous media. Those computational results

from the Stanford particle-tracking model show that effects of viscous fingering in 2D and 3D flow
are similar only if gravity segregation is not important. When gravity segregation and viscous

instability are both important, 2D flow can differ substantially from 3D flow. The calculations

reported are the first detailed investigation of the transition from gravity-dominated to fingering-
dominated flow for 3D porous media.

Chapter 3 describes a new technique for simulation of flow in heterogeneous reservoirs. The
new method is a combination of streamtube calculations, which have long been used for single-

phase flow, with one-dimensional analytical solutions for multiphase flow. The new approximation
is much more efficient than standard reservoir simulation.

Chapter 4 describes an experimental test of the analytical theory, developed at Stanford,
for one-dimensional multicomponent, two-phase flow. The experimental results are in reasonable,

though not perfect agreement with the theory for three-component displacements.
Chapter 5 examines the interactions of capillary, gravity and viscous forces. Section 5.1

reports results of simulations of imbibition experiments performed with fluid phases that exhibit
low interfacial tensions. The simulations demonstrate that much remains to be learned about how

to model low IFT displacement processes. Section 5.2 reports an analysis of scaling behavior for

gravity, capillary and viscous forces. Also reported is an attempt to delineate flow regimes for flow

processes that include gravity, viscous and capillary forces.
The combination of experimental and theoretical results presented here is part of a compre-

hensive investigation of scaling of gas injection processes for heterogeneous reservoirs. This report
covers work that is thoroughly "in progress." Thus, the results reported represent a step toward the

goal of improved design capability based on clear understanding of the scaling underlying physical
mechanisms of flow.



2. Modeling of Viscous Fingering in Heterogeneous
Media

In most gas displacement processes, the mobility of gas is much larger than that of oil. This

unfavorable mobility contrast induces viscous fingering, which results in low breakthrough recovery.
Understanding the factors influencing the development of viscous fingering is of great importance

in optimizing a gas injection process. Recel._t studies have indicated that multicontact processes do
not generally reach miscibility, due to dispersion [68, 36] and due to crossflow between zones with

different permeability [49, 50, 51, 52]. Therefore, phase behavior could have a significant impact on
the development of viscous fingering. For example, because the displacement is not quite miscible,
the presence of some liquid oil phase reduces gas relative permeability which also reduce_ the gas

mobility. As a result, the mobility contrast is less unfavorable than that of completely miscible

displacements. Consequently, viscous fingering would develop differently. Gravity segregation tends
to push gas into the top part of the reservoir and reduces the vertically sweep efficiency. The impact
of reservoir heterogeneity on viscous fingering and gravity segregation is another important aspect

in description of gas displacement performance. In this chapter we examine the interplay of those
mechanisms.

In Section 2.1, the effects of phase behavior on gas displacement are examined based on
compositional simulations for a stochastically generated 2D heterogeneous media. We also compare

the results of fully compositional simulations and simpler first contact miscible simulations, which
are ofte_l used in study of two-component high resolution viscous fingering. We find that we

can reproduce a compositional solution by miscible simulations at a reduced mobility ratio. In
Section 2.2, simulations of viscous fingering performed with a particle-tracking simulator have been
extended to 3D porous media. Comparison of simulations of viscous fingering in 2D and 3D models
were conducted for cases with and without gravity effects, and for homogeneous and heterogeneous
media. We find that 2D simulations represent flow features as well as 3D simulations do only
where gravity effects are not included. However, for cases with consideration of gravity effects, 3D
simulations give very different flow pictures from 2D simulations.

2.1 Progress With Compositional Studies in Heterogeneous Sys-
tems

F. J. Fayers, B. Aleonard, F. Jouaux

2.1.1 Introduction

The intention of this work is to obtain a better understanding of how phase behavior, adverse

viscosity ratio, viscous fingering, heterogeneity and gravity interact in compositional modeling of
gas displacement processes. One of the difficulties in understanding such problems arises from

the fact that in a multicontact process leading to miscibility, the two phases move quickly towards
equality in composition, so that density and viscosity contrasts are substantially reduced. However,

at positions away from the mixing zone, the injected and in situ phases retain their original contrasts

in properties. This led to the Todd and Longstaff method [67] for modeling viscous fingering in
such systems, where the problem is represented in terms of a mixing rule with effective properties
for the phases. This formulation neglects phase behavior and is based on the hypothesis that
the system behaves very similarly to a first-contact miscible process. More recent studies have



indicated that multicontact processes do not generally attain miscibility (see for example [36]),
and that dispersion effects can lead to submiscible behavior with some detrimental effects on oil
displacement. Another factor relates to heterogeneity, where it is becoming increasingly evident [2]
that reservoir heterogeneity has a strong effect on fingering patterns, although the magnitude of the
adverse viscosity ratio also strongly influences the behavior. The correct way to adjust the Todd
and Longstatf mixing parameter for heterogeneity is poorly understood. Because heterogeneity
forces the displacing fluid to take preferred paths, the sweep characteristics are very different from
the homogeneous case, and the assumptions of uniform mixing within large grid blocks are highly
erroneous. For these reasons, the alpha-correction procedures were introduced by Barker and
Fayers [5] into compositional modeling to compensate for the nonuniformities in phase behavior
and compouent transport associated with the use of large grid blocks.

In the present studies, we will set up a "mildly" heterogeneous problem and study the
attributes of various ways of representing its behavior under nearly miscible displacement. Under-
standing how to use compositional models to predict gas displacement more reliably in heteroge-
neous applications has become an important question. We will assume that the scale size involved
is sufficiently large that capillary forces and diffusion processes are negligible. At the laboratory
and somewhat larger scales, these effects cannot be neglected in nearly miscible processes [23] but
their omission may be appropriate at the reservoir scale.

Two major simulators have been used in this work. The first code, MISTRESS, is a t'_st

high resolution simulator developed by Christie et al. [14] at BP Research, which models _ tw_-
component first-contact miscible process. Its high resolution is achieved through fine grldding and
use of an FCT-algorithm [13] for controlling numerical dispersion. It has been used to understand
the physics of viscous fingering in homogeneous systems [24], and also some work has been done
in heterogeneous systems [26]. The second code MORE, is a commercial compositional simulator
developed by Young [73] at Reservoir Simulation Research Inc. It has high speed efficiency for
finely gridded problems, and is very fast on the Cray YMP computer used in this work. It does
not have special features for controLLingnumerical dispersion, and the unquantified influence of this
in compositional problems will be partially examined in these studies. We will also be looking at
some special features associated with variable interfacial tensions, which have been programmed
into MORE through the Elf Geosciences Center.

2.1.2 The Permeability Field

Permeability distributions have been generated using the moving average technique in 2D,
based on averages within an ellipse (major and minor axes give the anisotropic correlation lengths
at and _t)- Random permeabilities are first normally generated using a random number generator
on a fine (128 x 64) grid, with further points generated for avera_ng outside the rectangle of
interest. The moving averages are taken on the fine grid, and thence a log transformation is used
to give a log normal distribution. The distribution shown in Fig. 2.1 was the principal realization
studied, which was generated using the parameters: L/W = 3.0, aL/L = 0.2, ott/W = 0.06 and
_tnk = 0.69. The distribution was intentionally chosen to give rather long and thin permeability
zones, thought to be more appropriate to real geology,. We also wished to create a distribution
which was reasonably statistically homogeneous as a function of x (clearly not so) and to be not
too heterogeneous (the Dykstra-Parsons index for this problem is VDp = 0.50). A reduced grid of
permeability values (64 x 32) was also formed by performing a simple renormalization based on a
2 × 2 column and row averaging procedure (see Fig. 2.1b).

2.1.3 Phase Behavior

Three types of phase behavior have been studied as follows :



a" Fine (128x64) Log-Normally Distributed Permeability Field

b • Reduced (64x32) Log-NormallyDistributed Permeability Field

Figure 2.1" The permeability distribution used in this work.



Table 2.1: The parameters for the PR equation

Component Mw .........Pc .........Tc f_ Parachors %Mole ....

(g/mol) (psi.! (F) -- -- Oil/Mis.Gas
CI 16 671.17 ii7.07 0.1592 77.1 36'92/32'77

C2+ 41 769.81 142.79 0.013 141 11.55/67.23
Cs+ 189 322.89 775 0.6736 588 42.81/0

C'3o-{- 451 171.07 1136.59 1.0259 145.3 8.71/0

Table2.2:The PR-parametersusedinthiswork

Component M_ Pc Tc ft % M01e

...... (g/mol) (Psi) (F) -- Oil/Mis. Gas
C02 44 1071.34 87.56 0.225 4.48/20.81
CH4N2 16 671.17 117.07 0.013 36.92/32.77

C2 30 708.35 89.72 0.0986 3.21/20.08
(73 44 617.38 205.82 0.1524 2.33/22.23

(74 58 543.31 294.58 0.187 1.53/4.11
Cs 72 475.28 366.46 0.2523 0.88/0

C8 86 419.54 439.41 0.3138 1.27/0
C7+ 108 417.69 584.35 0.3739 9.17/0

C_o+ 152 407.14 670.78 0.5489 11.19/0
C_4+ 213 314.34 808.24 0.755 II.22/0

C2o+ 312 205.28 954.6 0.875 9.09/0
C3o+ 451 171.07 1136.59 1.0259 8.72/0

i.Firstcontactmiscibledisplacementswith#0/#9 = 20 and po = 49.2Ib/ft3,pg = 24.5Ib/ft3.

2. A four-componentmodel ofslightlysubmiscibledisplacement,usingthe dataof[36]with a
C2+ enrichmentof67.23tool%fortheinjectedgas.The parametersforthe Peng Robinson

equationarelistedinTable2.1.Thesepropertiesgiveviscositiesand densitiesclosetothose

in (I)fortheinitialfluids.

3. A twelve-componentmodel from whichthevaluesinthefour-componentmodel were consis-
tentlyderived[36].The PR-parametersaregiveninTable2.2inthispaper.

The parametersin(2)and (3)areassociatedwithslightlysubmiscibledisplacement[36]but
neverthelessthe phasebehaviorensuresa reasonablyefficientoildisplacement,ofthe typewhich

probablyoccursinmany "miscible"condensing/vaporizingdisplacements.

2.1.4 Results Without Gravity

Base Case MORE Calculations

A basecasewas run with the MORE four-componentmodel on the finegrid.The gas

saturationdistributionisshown inFig.2.2,thereisno evidenceofinjectedgascomponentsmoving
aheadoftheSg-values,sinceCI remainsfixedatthein-situvalueahead ofthegasfront.The gas
phasedistributionisstronglycontrolledbytheheterogeneities.Useofthereducedgridwas expected



Gas Saturation at Output Times • 0.20, 0.30, 0.40, 0.45 pvi

O4

Figure 2.2: MORE four-component run on the fine grid (no gravity).



Gas Saturation at Output Times •0.20, 0.30, 0.40, 0.45 pvi
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Figure 2.3: MORE four-component run on the reduced grid (no gravity).
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Figure 2.4: MORE twelve-component run on the reduced grid (no gravity).
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to cause two sources of smoothing error, namely reduced permeability spread due to averaging and

increased truncation errors in the finite difference method. Fig. 2.3 indicates that the consequent
errors axe tolerable, with the reduced grid still giving a fair reproduction of the main characteristics
from the fine grid, including only a small error in breakthrough time. The effects of a more accurate

representation of phase behavior were tested using the twelve-component model where comparison

of Figs. 2.3 and 2.4 indicates almost no changes, i.e. the four-component approximation is more
than adequate. In view of this, no further cases were run with twelve components. These results
confirm the view that satisfactory compositional simulation in reservoir applications can often be

performed with relatively few components (e.g. four to six). The relative permeabilities used in

MORE have been based on kro = S_2, kr_ = S_ 2 with Sorg = 0.15 and Sgc = 0.05. Thus high oil
recovery is primarily driven by phase behavior. We also examined kro = S_, k_g = S$ with S_rg
= 0 and Sgc = 0, i.e. straight lines assuming almost miscible behavior. The results shown in Fig.
2.5 indicate a very high degree of dispersion at low gas saturations. This must be partly physically
driven by the much larger gas mobility at low saturation, but there may be exaggerated numerical

dispersion errors due to the absence of any self-shaxpening character in the fractional flow. It is
interesting that the method of characteristics solutions for 1D flows suggest that there is only a

weak dependency on fractional flow when the system is close to miscibility. Instead of solving
by the method of characteristics, accurate 1D MORE solutions for gas saturations were obtained

using 500 gridblocks for the two forms of relative permeabilities. These are compared in Fig. 2.6,
which demonstrates that the straight line form will be more dispersed, although the numerical

dispersion errors axe now much reduced. There is also a light component front now moving ahead

of the gas front. Recently completed Elf modifications to MORE which allow relative permeability
adjustment with interracial tension have also been examined. The interfacial tension is calculated

by the Mcleod-Sugden correlation

P,o ¢2.1)O-1/4

\ Mo /

where po and pg axe oil and gas phase densities and Mo, Mg the corresponding molecular weights.
Pic is the Parachor for component i. The paxachor values used in this study are listed in Table 2.1.

The default option in the Elf extension to MORE satisfies the following rules: For phase j

krj = [1 - f(r)] k_ + f(r)k_ (2.2)

where im and m imply the limiting immiscible and miscible relative permeabilities, and the weight-

ing function f(r) is defined by

f(r)- (1 - r)exp(-r) (2.3)

where r = min (_). The magnitude of the switching parameter ao, determines the interfacial
tension at which the weighting towards straight-fine relative permeabilities will commence. With

ao set to a threshold of 0.01 dyne/cm, and then to 0.1 dyne/cm, the results were almost identical to
those from immiscible relative permeabilities in Fig. 2.3. The trend towards straight lines starts to

occur using ao = 1.0 dyne/cm. The results shown in Fig. 2.7 are now somewhat closer to Fig. 2.5,
but still similar to Fig. 2.3. This value for ao is probably too high in terms of expectation of a real

change to immiscible relative permeabilities. Thus for nearly miscible processes in heterogeneous
systems, the use of the unmodified immiscible relative permeabilities appears to be justified.

Equivalencing First-Contact Miscible Calculations to Compositional Results

It would be very convenient if compositional calculations could be replaced by appropriate
first-contact miscible calculations in the consistent heterogeneous geometry. The MISTRESS code
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Figure 2.5: MORE four-component run on the reduced grid (no gravity) with straight line relative
permeabilities.

10



,o GasSaturationat 0.45pvi

0.8

I "--'-- (a) Quadratic Relative Permeabilitios
i (b) Straight Relative Permeabilities

c 0.6 \i0

ffl

0.4

i

o

6

I

0.2

I
;

I
I

02 '

0.0 0.2 0.4 0.6 0.8
X 1.o
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has been run for the fine and reduced permeability models to test this possibility. The fine grid

results for /zo/pg = 20 are shown in Fig. 2.8 which should be compared with Fig. 2.2 for the
equivalent four-component MORE calculation. This shows finer fingers with MISTRESS and an
earlier breakthrough. Thus the first-contact process in a heterogeneous system is more unstable than
its subraiscible compositional counterpart. The last calculation was replaced with the reduced grid,
as shown in Fig. 2.9. This indicates a solution with a similar character, but now the breakthrough
time is surprisingly, slightly more advanced. To test the effects of numerical dispersion in the MORE
code, a method was found to allow this code to simulate a first-contact MISTRESS calculation.
This entailed choosing the same properties for each component in a two-component model in the
input data to MORE, and then adjusting the zc-criticaJ factors to cause the correct viscosity
ratio in the Lohrenz-Bray-Claxk correlation, i.e. 20:1. This gives a flatter mixing behavior than

the 1/4-power mixing law. The MORE calculation is shown in Fig. 2.10 for the reduced grid,
which shows some exaggerated numerical dispersion, but less dispersive than Fig. 2.5. However,
the genera] character is similar to MISTRESS and the breakthrough time is only delayed slightly.
Although the effects of numerical dispersion in two-component miscible models are different from
mt, lticomponent models with phase behavior, the above MORE results give encouragement about
the nondominance of dispersion errors in MORE. It therefore seems unlikely that the numerical

dispersion is a significant feature in reducing the instability of the compositional displacement. All
of the first-contact miscible solutions are consistent with an effective mobility ratio which is too

high. One method for fixing up the effective mobility ratio is to choose Me consistent with the Royal
value, arguing that viscosity mixing dominates in the channels of the heterogeneity. This approach
is sometimes used in streamtube models. The KovaJ effective ratio is Me = 2.3. The MISTRESS
calculation run with _his ratio is shown in Fig. 2.11. The delay in breakthrough is now too much and
this result is not a satisfactory compromise. A second method for choosing the _.ppropriate mobility
ratio is based on the results of Rubin et al. [58] for viscous fingering in compositional problems in
homogeneous media. They suggest that the fingering is primarily controlled by the mobility ratio
across the principal shock of the analytic 1D bolution. The saturation_ and compositions for curve
(a) of Fig. 2.6 in the 500 point 1D calculation were used to estimate the variations in At, the totaJ
mobility, as indicated in Fig. 2.12. It is seen that the primary variation occurs between At = 0.44
and At - 2.20 giving Me ,,_ 5.0. A MISTRESS calculation run with this ratio, illustrated in Fig.
refffig 13, now gives reasonably close agreement with the MORE four-component result in Fig. 2.2.
Further examples are needed to test the generality of this equivMencing in heterogeneous problems.

2.1.5 Results with Gravity

Calculations with gravity are known to be sensitive to the effects of heterogeneity, because
of the competition between mixing processes. Mixing governs Ap and therefore controls gravity
override, but mixing also controls the viscous drive through high permeability channels, which
prevents large scale mixing and therefore modifies phase behavior. In general, we do not expect
compositional and first-contact miscible models to be compatible when gravity is important. Cases
for the same permeability models have been run for a vertical cross section, again with L/W - 3.0.
We use the definition of gravity number given by:

q(M- 1)W (2.4)

Ng =/x0gL

where Ap is the density difference between injected and in-situ phases, #g is the injected gas phase
viscosity and q is the injection rate per unit area at the left boundary. We have used the axithmetic
average permeability for our heterogeneous problem. The MORE calculation with Ng - 2.0 did
not show much gravity effect (contrary to what would be expected for a homogeneous problem
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Figure 2.9: MISTRESS run with M = 20 on the coarse grid (no gravity).
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Figure 2.10: MORE "first-contact miscible" run on the reduced grid (M = 20 and no gravity).
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Figure 2.11: MISTRESS run with M = 2.3 on the coarse grid (no gravity).
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[25]). However, results for Ng = 1.0 shown in Fig. 2.14 now show significant differences from Fig.
2.3. There is a very early breakthrough caused by the thin gravity tongue in the top layer. Using
the fine grid gives much the same results, as seen in Fig. 2.15, but with an even finer tongue.
It is necessary to decrease the flow rate by another factor of 5 to give Ng = 0.2, before gravity
essentially overcomes heterogeneity (Fig. 2.16). The permeability distribution creates asymmetry

in the effective horizontal and vertical permeabilities, so that kevy//khe]] < 1.0. This implies Ng
in Eq. 2.4 should be rescaled by, which would probably cause the rescaled Ng in the last ca_e to
move closer to 0.5, the value at which gravity override is expected to completely overcome viscous
fingering in homogeneous cross sections [25]. A first-contact miscible (FCM) calculation for the
case Ng = 1.0 run on MORE, illustrated in Fig. 2.17, shows considerably less gravity override than
observed in the four-component result in Fig. 2.15. The more pronounced gravity effect arises in
the immiscible case because the two phases have different densities which _ve a finite segregation
term in the fractional flow equation. The density difference is largest at the small gas saturation
values, which therefore gives a significant upward dispersion appearance to the results in Fig. 2.15.
We believe this is a real physical effect, and not an artifact arising from numerical dispersion. At
N 9 = 0.2, the FCM-calculation with MORE shown in Fig. 2.18, is nearly dominated by gravity,
but nevertheless by not quite as much as in the four-component result in Fig. 2.16. It would be
useful to find an effective density difference, or effective vertical permeability, for equivalencing a
MISTRESS calclflation with gravity effects to the equivalent MORE four-component model. We
first ran MISTRESS with trial values of Ng = 0.33 and M = 20, as illustrated in Fig. 2.19. The
gravity override is too severe and the fingers are too thin. Since M = 5.0 gave the appropriate

equivalencing of the mobility ratio in the nongravity case, the next MISTRESS case in Fig. 2.20
was for Ng = 0.33 and M = 5.0. The magnitude of gravity override is now somewhat reduced; that
is decreasing the mobility ratio causes the growth rate of the gravity tongue to be reduced in favor of

the fingers caused by the heterogeneous channels. An FCM-calculation in Fig. 2.21, run on MORE

with M = 5.0, Ng = 0.33, gives a result slightly closer in appearance to the four-component model
in Fig. 2.15, where the additional numerical dispersion helps the comparison. Thus we have found

an ad hoc correction to the gravity number, which when combined with an appropriate mobility
ratio, allo_s the FCM-calculation to essentially reproduce the compositional behavior. In summary,

for cross sections with gravity effects, this work illustrates that enhanced gravity segregation rates
can occur with a submiscible process, particularly at the lower gas saturations. The enhancement

is of the order of a factor of three (i.e. very significant) in the problem studied. We have not yet
found a simple method for predicting this equivalencing factor.

2.1.6 A Simple One-Dimenslonal Approximation for Heterogeneous Flows With-
out Gravity

We have seen that a 2D-heterogeneous MISTRESS calculation can be made to represent a
MORE 2D-heterogeneous compositional problem provided an appropriate mobility ratio is used.

This mobility ratio was chosen from the change in total mobility across the mobility front in Fig.
2.12, implying the need to perform a 1D-compositional calculation as a precursor to the 2D first-

contact miscible case. A further step in simplifying these problems can now be contemplated. The
Koval model contains the empirical parameter H, which is recommended as a measure of hetero-

geneity, to correct the effective mobility ratio Me appropriate to viscous fingering in a heterogeneous
system. The Koval fractional flow is given by

C

F = C + (1 - C)/HMe (2.5)

19



At 0.20, 0.30, 0.40, 0.45, M = 05 MISTRESS, No Trig. Log-Nor Perm. 128x64.

Figure 2.13: MISTRESS run with M = 5 on the fine grid (no gravity).
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Figure 2.14: MORE four-component run on the reduced grid (Ng = 1).
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Figure 2.15: MORE four-component run on the fine grid (Ng = 1).
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Figure 2.16: MORE four-component run on the reduced grid (Ng = 0.2).
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Figure 2.17: MORE "first-contact miscible" run (M = 20) on the fine grid (Na = 1).
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Figure 2.18: MORE "first-contact miscible" run (M = 20) on the reducedgrid (Ng = 0.2).
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Figure 2.19: MISTRESS run with M = 20 on the fine grid (Ng = 0.33).
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Figure 2.20: MISTRESS run with M = 5.0 on the fine grid (Ng = 0.33).
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Figure 2.21: MORE "first-contact miscible" run (M = 5) on the fine grid (Na = 0.33).
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C istheaveragesolventconcentrationacrossany y-sectionofthe2D fingeringpattern,and Me is
theKov_leffectivemobilityratio,givenby

Mo= + ' (2.61

Forhomogeneous (//= 1.0)viscousfingeringproblems,Eq. 2.5representstheaveragefractional
flowbehaviorand the consequentaverageC(x) profilesverywell.For the submiscibleproblem
studiedin thispaper,the appropriatemobilityratiosaxeM = 5 and Me = 1.512from Eq. 2.6.

Itremainstodeterminetheappropriatevaluefor//forourmildlyheterogeneousexample.Koval
recommended thatH be determinedby fittingtotheresultsofa displacementcalculationforthe

realheterogeneitydistribution,run with M = 1.0.The unitmobilityproblem issimplerthan a
problemwith M = 1.0,sincethepressuresolution(Laplace'sequation)hasonlyto be determined

once.Fig.2.22showsMISTRESS averageconcentrationdistributionsobtainedforM = 1.0.These
axe compared with the Koval model forM "- 1.0,with a reasonablechoice,H = 1.5. This

valueof H appearsto givequitea good fit.Referringback to the earlierM = 5 solutionwith
MISTRESS inFig.2.13,theconsequentplotsofC(z) and theKovalmodel with//= 1.5and Me

= 1.512arecomparedinFig.2.23.Equallygood resultsarealsoobtainedforM = 20,and higher
mobilityratios.The need foran explicitM = 1 solutiontodeterminean appropriatevalueofH

couldbe avoidediftherewere some simpleruleor correlationforcalculatingthisquantity.Koval
recommended useofa correlationgraph,whichisfittedby theequation

vvp
logH = (1- Voe) °'2 (2.7)

This result was largely based on studies for layered systems and for our problem would give 3.75,
which is far too large. Araktingi and Orr [2] suggested that an important parameter is the hetero-
geneity index defined by

= ogka/i (2.8)
This relationgives0.095,whichisbelowthe cut-offsuggestedby Araktingiand Orr forhetero-

geneitiestosignificantlyinfluencefingering.ItseemsunlikelythatH willbe a simplefunctionof
Hi. Forexample,our resultsareforL/W ---3.0,and itisknown thatviscousfingeringbehavioris

dependenton thisratio,and itwillalsodepend on c_t/W,thedimensionlesstransversecorrelation
length.

2.1.7 Conclusions

The followingconclusionsappeartoapplytocurresultsfora "mildly"heterogeneousprob-
lem,althoughotherexamplesofheterogeneitywouldneed tobe studied:

1.A multicomponentcompositionalcalculationina heterogeneousmedium can be adequately

representedby phasebehaviorfrom relativelyfew components(intherange4-6).

2. A compositionalsimulatorwithoutspeciMdifferencingmethods [7]operatedina first-contact
misciblemode, or in a multicomponentmode with straight-linerelativepermeabilities,will

show severenumericaldispersionat low gas saturations,althoughthisislesspronounced
at highersaturations.When used with conventionalimmisciblerelativepermeabilities,a

multicomponentcalculationappearstogiveacceptabledispersionerrors.

3.Near-miscibleheterogeneousproblemsrun in a compositionalframeworkdo not appearto
givelowenough inteffacialtensionstojustifyuseofmodifiedrelativepermeabilities.Thisis

not likelytobe trueforcapillarypressuresforproblemsatsmallerscMe sizes[23].
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4. First-contactmisciblecalculationsrun at the initialfluidmobilityratioshow much more

adverseviscousfingeringina heterogeneoussystemthan theircompositionalequivalent,i.e.

miscibledisplacementislessunstablethaninitialestimatesmay suggest.

5. An effectivemobilityratiocan be foundforrunninga nongravityheterogeneousproblemin
a first-contactmisciblemode. Thismobilityratioisgivenby theshockfrontchangeintotal

mobilityfrom an accurate1D-solution.

6.The first-contactmisciblesolutionforthenongravityheterogeneousproblemiswellrepre-
sentedby a Kovalmodel withH chosenfrom theM = 1 solution.Betterunderstandingis
neededofthefactorswhichcontrolH.

7. Heterogeneitiesinteractstronglywithgravitysegregationand reducethemagnitudeofthe
latter.Increasingthe mobilityratioincreasesthe gravityoverridefora constantgravity
number.

2.2 Interactions of Viscous Fingering, Permeability Heterogene-
ity and Gravity Segregation in 2D and 3D Flow in Porous
Media

H.A. Tchelepi and F.M. Orr, Jr.

2.2.1 Introduction

Viscous fingering, gravity segregation, and reservoir heterogeneity have long been known

to affect the performance of the collection of gas injection processes known as miscible floods [63].
Numerical simulations of viscous fingering and gravity segregation have been performed by some
investigators to examine the transition from gravity-dominated flow, in which a single gravity tongue
forms and early breakthrough of injected fluid occurs, to flow dominated by viscous fingering. Most
calculations have been performed only for two-dimensional cross sections, however.

Only recently have investigations of 3D fingering begun. Withjack et al. [70] presented
3D computed tomography images from a series of unstable miscible displacement experiments in
a &spot geometry such that buoyancy in the vertical plane was in competition with the viscous
forces in the horizontal plane. They found that recovery correlations for 5-spot geometry based on
2D information overestimate the observed 3D recoveries from the experiments.

Zimmerman [76] simulated growth of viscous fingers in homogeneous porous media in the
absence of gravity segregation under conditions of isotropic dispersion using a spectral technique.
He found that transversely averaged concentration profiles were similar in 2D and 3D simulations.

Christie et al. [15] investigated both fingering and gravity segregation in homogeneous media as
well as those in which a distribution of shales was also present. In all their calculations, buoyancy

forces were quite strong. They found that breakthrough occurred slightly earlier and recovery was

slightly lower in 3D flow than in 2D flow. Christie et al. [15] did not investigate the transition from
gravity-dominated to viscous-dominated flow.

Chang et al. [12] performed 2D and 3D simulations of laboratory displacement experiments
and found that calculated recovery curves differed only slightly. Mohanty and Johnson [43] simu-
lated corefloods performed in heterogeneous cores. They found that 2D simulations were not good
approximations for layered systems with only modest contrast in permeability between layers and
found better agreement when 3D simulations were performed.

Because 3D simulations are significantly more expensive to perform than 2D simulations, it
would be useful to know when 2D calculations can be used with confidence to predict performance
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of reservoir displacement processes. In this paper we report results of simulations that examine
when 2D simulations reproduce the behavior of 3D flow and, more importantly, when they do not.

The simulations described here were performed with a particle-tracking technique described
in detail by Araktingi and Orr [4], Tchelepi and Orr [64], and Tchelepi et al. [65]. Brock and Orr
[10] showed that the simulator reproduces accurately the transition from flow controlled by viscous
fingering in a 2D homogeneous porous medium to flow controlled by the permeability distribution in
heterogeneous porous media. Araktingi and Orr [3] showed that the simulator accurately represents
the effects of gravity in 2D flow as well. Thus, the simulator used has been tested extensively
against experimental data where available and has been shown to model accurately the effects
of heterogeneity, viscous instability, and gravity segregation. In the remainder of this paper, we
examine a succession of unstable 2D and 3D displacements to determine when 3D flow differs

substantially from 2D flow.
Simulations were performed for flow in a rectangular porous medium with width equal to

the height. Unless otherwise stated, the aspect (length to height) ratio was set to L/H = 4. The
3D simulations were performed on 128 x 64 x 32 grids, with 64 particles taken to represent a
unit concentration. For 2D simulations, 128 _: 64 grids were used. Extensive grid refinement tests
showed that no significant changes in results were observed for finer grids. The grids used here were
significantly finer in the vertical and transverse horizontal directions than those used by previous

investigators. Longitudinal and transverse Peclet numbers were set to 505 and 3750 respectively, a
dispersion anisotropy of 30. The computations were performed on massively parallel machines with
8192 or 4096 processors (MasPar, Inc.). The algorithms that implemev:_ the model were designed
to take advantage of the speed of parallel processing in moving particlec. Typical simulation times
for the 3D computations were about 5 hours of CPU time.

2.2.2 Homogeneous Porous Media

Displacements without Gravity

A comparison of 2D and 3D displacements in a homogeneous porous medium with viscosity
ratio, M, set to 30 is shown in Fig. 2.24. It compares the pattern of viscous fingers in a 2D simulation
with several horizontal and vertical slices through the 3D porous medium. Fig. 2.24 shows that in
both 2D and 3D, fingers have dimensions and spacing that are nearly the same, though fingers have
penetrated slightly farther in 3D. Furthermore, in the absence of gravity, the numbers of fingers and

their widths are essentially equal in the horizontal and vertical directions. That result is reasonable
because finger dimensions are determined by the level of transverse dispersion, mobility ratio and
flow length, factors that act equivalently in 2D and 3D flow.

Another comparison of 2D and 3D fingering is given in Fig. 2.25. It compares concentration
profiles obtained by averaging the concentrations of fluid present at a given longitudinal position,
again for M = 30. Fig. 2.25 shows that the longitudinal concentration distributions are remarkably
similar in 2D and 3D flow in the absence of gravity. The 2D distributions are noisier, presum-
ably because concentrations are averaged over fewer fingers in 2D than in 3D, but otherwise the
distributions do not differ in any significant way.

Displacements with Gravity

When gravity is added to the picture, the equivalence of 2D and 3D flow disappears for
some displacements. In both 2D and 3D flow, of course, viscous forces that drive the hydrodynamic
instability compete with buoyancy forces that act to create a gravity tongue. If the flow is slow
enough that gravity forces dominate, then fingering will be suppressed. If the flow is fast enough
that viscous forces dominate, then fingers form and the gravity tongue is suppressed. The relative
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Figure 2.24: Comparison at 0.2 PVI of 2D and 3D displacements with M = 30 in a homogeneous
porous medium in the absence of gravity.
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importance of viscous and gravity forces is measured by a viscous to gravity ratio, Rvl_. Here we
use the definition of Fayers and Muggeridge [27],

.. vA# H (2.9)
R,/9 = ZApgkz L

R_/9 as defined in Eq. 2.9, without the leading coefficient of 2, can be rigorously derived from
the governing equations. Ru/g is interpreted as a ratio of characteristic times. It is the ratio of the
time it takes a particle to traverse the height of the model, to the time it takes the particle to cover

the length of the medium when driven by the mean viscous force at _. In addition to the obvious

fact that segregation requires a density difference, the viscous-to-gravity ratio, Ru/g, indicates that
the following factors, when dispersion is negligible, add to the effectiveness of buoyancy. (1) Slow
average displacement velocities, (2) large vertical communication and (3) longer, thinner domains.

The transition from flow dominated by a single gravity tongue to flow dominated by viscous

fingering is illustrated for 2D flow in Fig. 2.26. At Rv/g = 1 and 2, the flow is strongly influenced
by gravity-driven vertical flow, which causes a thin gravity tongue to form. As R_/g is increased
further, however, viscous fingers begin to form, and the gravity tongue loses strength and becomes

smaller. The Rv/o = 5 and R,/g = 10 displacements in Fig. 2.26 are in the transition region where
buoyancy and viscous fingering compete for dominance. Finally, when R_/g = 20, viscous fingering
dominates the flow.

Fig. 2.27 compares 2D and 3D flow for M = 30 and Rv/g = 20. While there is no evidence
of a gravity tongue in the 2D flow, all three vertical slices of the 3D flow show some evidence of
gravity override. Fig. 2.28 is a 3D perspective at 0.3 PVI of the M = 30 displacement when R,/g
= 20. The presence of a gravity tongue is evident in Figs. 4 and 5. In addition, some of the

fingers below the gravity tongues in the 3D flow appear to have been deflected upward by gravity.

Apparently, gravity segregation remains important at R,/g = 20 for M = 30 in 3D flow, while its
effect in 2D flow is virtually absent.

Another indication of the larger effect of gravity in 3D flow is given in Fig. 2.29, which

reports recovery at breakthrough of injected solvent for both 2D and 3D flows. In 2D flow, break-

through recovery increases with R,/g up to about R,/g = 10. In 3D flow, however, breakthrough
recovery is lower than that for 2D flow (at the same value of M), and the effect of gravity persists

to higher values of Rv/g. In fact, only above R_/g = 100 does the effect of gravity on breakthrough
recovery disappear.

The effect of gravity on recovery after breakthrough is shown for M = 30 in Fig. 2.30.

It shows that for L/H = 4, there is little difference between the 2D and 3D displacements after

breakthrough for Rv/g = 5. As the flow length is increased, the weaker influence of buoyancy in
2D flow gives way to the effects of lateral dispersion and viscous fingering. Hence, when L/H is
increased to 16, there is a substantial difference between 2D and 3D flow, as the longer flow length

provides more time for gravity segregation, which is more effective for a given R_,/g in 3D than in
2D, to take effect.

Fig. 2.31 provides further evidence of the increased effectiveness of gravity segregation in 3D

than in 2D at the same value of R,/g. Fig. 2.31 is a 3D snapshot for M = 30 and L/H = 4 for Rv/g
= 100 just before breakthrough. The effect of buoyancy on 3D flow at this high viscous-to-gravity
ratio is reflected in preferred fingering near the top of this relatively short model. We saw in Fig.

2.26 that buoyancy was no longer effective in 2D flow at M = 30 and L/H = 4 when R_/9 was
20. The enhanced effectiveness of gravity segregation in 3D flow was experimentally observed by

Withjack et al. [70] in unstable miscible displacements in a 5-spot geometry.
We offer the following explanation for the difference between 2D and 3D flow behavior in

the transition region of R,/g where both gravity and viscous forces influence the flow. In unstable
2D flow (see Fig. 2.26) at intermediate values of Rv/g, the effect of gravity is to cause upward flow
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Figure 2.26: Effect of viscous to gravity ratio, Rvlg, in 2D displacements for M = 30 at 0.2 PVI.
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Figure 2.30: Comparison of calculated oil recovery for 2D and 3D simulations in homogeneous

porous media for R,/g = 5.
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M = 30, Rvg = 100,PVI--.0.33

Figure 2.31: A 3D snapshot for M = 30, L/H = 4 and Rv/9 = 100 in a homogeneous porous medium
at 0.33,PVI.
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of injected fluid witin the fingers and downward flow of the resident, more viscous fluid between the
fingers. In 2D flow, the vertical displacement must cause mixing of the two fluids because the flow
can only occur in a single plane. That mixing reduces the local contrasts in viscosity and density,
which limits the driving force for vertical transport.

In 3D flow, however, vertical flow need not take place in a single plane. Instead, downward
flow of the heavy, more viscous fluid can take place between fingers. As a result, less mixing takes
place, the viscosity and density contrasts remain higher than in 2D flow, and hence, segregation

remains important at higher values of Rv/g. Thus, 2D calculations can yield inaccurate predictions
when Rv/9 is in the transition region and L/H is large, as it is likely to be in field-scale flows.

2.2.3 Heterogeneous Porous Media

To investigate how the presence of permeability heterogeneities affects the interplay of
gravity segregation and viscous fingering, a series of computations was performed for 2D and 3D
correlated permeability distributions for Dykstra-Parsons coefficients VI)p --- 0.2, 0.4, and 0.8 and
dimensionless correlation lengths AD - 0.05, 0.1 and 0.2. Here we illustrate the results for VDp -"
0.8 and AD = 0.2. The permeability distributions were generated by Gaussian sequential simulation,

...... and the 2D and 3D distributions were generated independently. Simulations were performed for
mobility ratios of 10, 30, and 50.

When the permeability field was nearly uncorrelated (small AD), fingering behavior was
nearly the same in 3D flow as that observed for 2D flow, and both were similar to the behavior
described above for homogeneous porous media. Simulations with gravity were not performed for
those fields, but we speculate that gravity would also have effects similar to those for homogeneous
porous media.

When the correlation length is longer (AD -- 0.2), the resulting permeability fields contain
preferential flow paths that interact strongly with viscous forces to determine where injected fluid
flows most easily. Fig. 2.32 shows transversely averaged concentration profiles for displacements
with M = 1 and M = 10 in 2D and 3D porous media (labeled 2DF6 and 3DF6) with A9 = 0.2
in all coordinate directions. Gravity effects are not included in the displacements of Fig. 2.32.
The displacement at M -- 1 shows how much spreading of the transition zone arises from the
permeability distribution. Dispersion also contributes to that spreading, but its effect is small
compared to that of the permeability distribution. Here again, the averaged profiles are similar for
the 2D and 3D flows, though the 3D profiles are smoother, probably because they are averaged over
more flow paths in 3D. When the displacement is unstable at M = 10, the transition zone is longer
still, as viscous forces amplify the effects of the heterogeneity. When gravity effects are absent, the
differences between 2D and 3D flow are small in this example in which the mean flow direction is
parallel to one of the principal axes of the correlation structure. In simulations in which the mean
flow direction was not so aligned, 2D simulations did not match the results of 3D simulations even
when gravity effects were not included.

Fig. 2.33 gives another view of the effect of heterogeneity on the flow. Fig. 10a compares the
averaged concentration profile for unstable (M - 30) 3D flow without gravity for permeability field
3DF6 with that for a homogeneous porous medium. The effect of the heterogeneity is to lengthen
the transition zone substantially. In this case viscous fingers find and flow along the preferential
flow paths present in field 3DF6 that are oriented more or less parallel to the mean flow direction.
Fig. 10b shows the effect of gravity in the homogeneous displacement along with the profile for field

3DF6 without gravity. In the homogeneous porous medium, a significant gravity tongue forms,
though it still does not lengthen the transition zone as much as heterogeneity alone in 3DF6.

The effect of gravity in field 3DF6 is shown in Fig. 10c, which gives profiles for ]_v/g -- 0.1,
5, 10 and 20. At those values of Rv/#, a significant gravity tongue forms in a 3D homogeneous
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Figure 2.32: Comparison at 0.2 PVI of transversely averaged concentration profiles for M = 1 and

M = 10 from simulations using 2DF6 and 3DF6 with no gravity segregation effects.
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porous medium. In 3DF6, however, the profiles for Rv/g = 5, 10, and 20 are indistinguishable. Figs.
2.34 and 2.35 are 3D snapshots at breakthrough for displacements in field 3DF6 at R_/g of 100 and
5 respectively. At Rr/g = 100 (Fig. 2.34), two high-permeability channels join near the bottom of
the model and the system breaks through along the bottom of the model. When R_,/g is 5 (Fig.
2.35), some of the flow is reaUocated to the top depriving the high permeability channels near the
bottom from some of 'the flow. When R_/g = 5, breakthrough occurs near the top of the model.
While the details of the flow are altered as Rr/g is lowered from 100 to 5 in 3DF6, the average
behavior in terms of sweep is not significantly affected. In Fig. 10c, only at the lowest value, R_/g
= 0.1, is evidence of a significant gravity tongue apparent. Fig. 2.36 is a 3D snapshot of the M =

30 displacement in 3DF6 for Rv/g = 0.1 at breakthrough. Thus, for field 3DF6, the gravity viscous
transition occurs for values of tlv/g between 0.1 and 5 for M = 30, in contrast to the behavior of a
homogeneous porous medium, for which the transition occurs in the range 1 < R,,/o < 100.

We argue that the difference in behavior between homogeneous and heterogeneous porous
media is the result of restrictions to vertical flow in the heterogeneous medium. Evidently, the
variations in permeability place some zones of low permeability in locations that slow gravity-driven
vertical flow, while high permeability zones amplify the effects of viscous forces in the horizontal

flow. As a result, the transition region occurs for lower values of Rv/g when the heterogeneities of
field 3DF6 are present. Here again, for displacements in the transition region, 2D simulations are
unlikely to reproduce accurately the fluid distribution and recovery behavior of the 3D flow.

2.2.4 Discussion

The examples presented indicate that results of unstable displacements in 3D porous me-
dia can be very different from those obtained for 2D porous media when the combined effects
of gravity segregation, heterogeneity, and viscous instability are considered. The differences are
largest for systems with high values of L/H when the value of R_/g is in the transition region from
gravity-dominated flow to viscous-don_nated flow. If either gravity segregation or viscous forces
dominate, however, 2D and 3D simulations produce similar results as long as the 2D permeability
field represents adequately the correlated permeability structure of the 3D field. Thus, use of some
3D simulations to assess the relative importance of viscous and gravity forces is desirable, though
it is clear that such computations will continue to be limited by the computation time required

and by, the availability and resolution of 3D reservoir descriptions. The particle-tracking tech-
nique used here is a relatively efficient technique that can be used to determine whether extensive
3D simulations are required, for example to investigate optimum injection rates, or whether 2D

representations are adequate.

2.2.5 Conclusions

Comparison of 2D and 3D simulations of unstable displacements leads to the following
conclusions:

Homogeneous Porous Media

1. If gravity effects are absent, 2D and 3D simulations predict similar finger dimensions and
averaged concentration profiles.

2. 3D flow behavior differs substantially from 2D flow behavior for displacements in which neither

gravity forces nor viscous forces dominate (1 < Rv/g < 100).
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F6, M = 30, Rvg = 0.1, PVI = 0.04 (BT)

Figure 2.36: A 3D snapshot for M = 30 in permeability field 3DF6 with Rvlg = 0.1 at breakthrough
(0.04 PoVI).
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Heterogeneous Porous Media

3. In correlated permeability fields in the absence of gravity, 2D and 3D simulations agree well
as long as the principal axes of the correlation structure are aligned with the mean flow
direction.

4. The presence of correlated heterogeneities can significantly alter the range Rv/o over which
the transition from gravity-dominated flow to flow controlled by viscous forces is observed.
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3. Predicting Flow in Heterogeneous Systems Using
Streamtubes

Marco R. Thiele and Martin Blunt

3.1 Introduction

Strea_tubes have been used in the petroleum and groundwater literature to characterize
flow patterns in two-dimensional domains. Some early work was done by Higgins and Leighton
[30], Higgins et al. [31], and Martin and Wegner [42]. More recent attempts have been by Hewett
and Behrens [29] and King et al. [38]. An excellent reference on streamtubes is Bear [6]. In
general though, streamtubes have not been used as successfully in the petroleum literature as they

have been in the field of groundwater modeling. Groundwater flows are generally single phase,
and the velocity field does not change with time. Most petroleum engineering applications on the

other hand, such as water and gas flooding, are multiphase displacements that see a significant

change of the total velocity with time. Unlike groundwater applications then, the geometry of the
streamtubes will change as the displacement takes place.

Overcoming this problem is the main focus of the work presented here. Streamtubes are

appealing because they may be treated as quasi-one-dimensional, homogeneous systems. Many one-
dimensional analytical solutions exist and streamtubes offer a natural way to map such solutions

onto a two-dimensional, heterogeneous domain. Furthermore, analytical solutions are by definition
exact and a mapping of this type would allow for a solution free of numerical diffusion.

By eliminating numerical diffusion and the problems associated with it, streamtubes offer a

way to study the interaction of reservoir heterogeneity and the nonlinearities of various displacement
processes. A further appealing feature of numerical modeling by streamtubes is the absence of
any type of stability criterion. In traditional reservoir simulation, the time step used to solve

the hyperbolic conservation equations must satisfy the Courant-Friedrichs-Lewy (CFL) condition

which is given by Nc < 1 where Nc = (VmQxAt/Ax). For highly nonlinear problems this may
impose very small time steps and/or alternatively a very fine grid to obtain a solution at all,
leading to prohibitively expensive numerical computations. By mapping analytical solutions for

the conservation equations, the problem is completely side-stepped in the streamtube approach. A
solution is always obtained. Rather, the question becomes how many times the streamtubes need

to be updated in order to reach a converged solution.
First results indicate that two orders of magnitude fewer matrix inversions are needed

compared to traditional finite difference simulators, allowing for a very rapid evaluation of the

displacement efficiency.

3.2 The Mathematics of Streamtubes

A streamtube, by definition, is bounded by two streamlines. A streamline is a line every-

where tangent to the velocity vector at a given instant. In parametric form, a streamline can be
written as

• . (3.1)
By definition

dy/ds= u..2_ (3.2)
dx/ds ux '
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which can be rewritten as
dz dy

u_s-ux-_s =0 . (3.3)

Consider now a function _, called the streaxnfunction, that is constant along a streamline. Then
it is true that

O_ dz O_ dy

d_ -- 0-'x"d-_ + 0y ds = 0 , (3.4)

aad by equating terms with Eq. 3.3 we get that
l

-- = -- = -ux • (3.5)
Ox uv ; Oy

Substituting for Darcy's law for phase velocities ux and u_ gives

O_ -A OP O_ = A OP
_-_= _oy ; -b-;y _-bT_' (3.6)

where Ax and A_ are the total mobil]ties in the x and y direction and given by

Np k_krj Np k_krj
Ax-E-- ; A_=E_ , (3.7)

j=l #J j=l #J

where j is the phase index, and Np is the total number of phases present. Solving for the pressure
gradients from Darcy's law gives

OP 1 eO_ DP 1 i)_P

Oy - Ay cgx ; 0"'_ = A_ cgy " (3.8)

Pressure must be single valued everywhere in the domain. Therefore, the mixed partials must be

equal giving the relation

o(0 )o(o )0-'_ = _yy _'x ' (3.9)

Substituting for the pressure gradients gives

0-7 ,_ Ox = _ ,X_Oy '

and rearranging finally returns the governing equation for the streamfunction _ as

0 (1 0q_) 0 (1 0_0-7 _ 0_ + _ __] =0. (a._l)

3.3 The Linear Problem

3.3.1 M--1 Displacements With No Physical Diffusion

For unit mobility displacements the streamtube method is exact, because Ax and A_ are
constant in time and the streamtube geometry is fixed. The problem formulation then becomes

o(oo) oo)=0
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Figure 3.1: Permeability map with logarithmic scaling - (250x100 Grid).

with the following boundary conditions for 0 __x __ 1, 0 < y __ 1

(_,y= 0) = 0 (3.12)

_l (x,y = 1) = Q,o, (3.13)

_(x = 1,y) = 0 (3.14)

=o,y) = yQ,o, (3.15)

Consider the permeability map shown in Fig. 3.1. Solving for the streamfunction using Eq. 3.11 and

the appropriate boundary conditions returns a map of streamlines shown in Fig. 3.2. To find the
displacement profile for a unit mobility ratio, the one-dimensional analytical solution must simply

be mapped onto each streamtube.
The one-dimensional M=I analytical solution is, of course, a piston-like front as shown in

Fig. 3.3. Mapping the solution onto a streamtube simply involves "filling-in" each tube up to the
desired time tD. An example is shown in Fig. 3.4. By mapping the solution at different times, a
history of displacement is easily put together as shown in Fig. 3.5. Several key ideas are present in
these plots:

Numerical Diffusion. The solution is free of any numerical diffusion, because the hyperbolic

conservation equation is solved for analytically and then mapped onto each tube directly.

Some smearing is introduced when the sharp interface of the analytical solution falls on a
gridblock or when two (or more) streamtubes, one of which is "full" and the other "empty"

cut across a gridblock. In either case the smeared front can never be larger than the width of
a single gridblock. Contrary to traditional finite difference simulation, this type of diffusion

does not grow with time since it is solely an artifact of the mapping algorithm and independent
from the underlying equations describing the physics of flow.

Fig. 3.6 compares the solution obtained using streamtubes with solutions obtained from two
finite difference simulators, MISTRESS and ECLIPSE. MISTRESS is a research code written

by BP Research and features a flux corrected transport (FCT) formulation Christie and Bond

[14], while ECLIPSE is a commercially available code with standard one point upstream
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Figure 3.3: One-dimensional analytical solution for a unit mobility displacement.
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Figure 3.4: Mapping analytical solution at tD = 0.3 onto 50 streamtubes generated by the perme-
ability map _hown in Fig. 3.1.

weighting. The profile obtained using streamtubes clearly establishes what the limiting,
diffusioa-free solution to the heterogeneity field in Fig. 3.1 should look llke.

Time Stepping. The streamtube solution does not involve any time stepping for mapping a so-
lution at a particular time tD. The reason for this is that the one-dimensional analytical

solution allows solving for the saturation/concentration profile for a given dimensionless time
tD immediately. This profile is then mapped onto each tube giving the two-dimensional so-
lution to the heterogeneous field at that desired time. Standard finite difference simulators,
on the other hand, must solve the concentration equation repeatedly for a specified time step
At until the desired time is reached. Although this is an explicit calculation and therefore
fairly fast, it still adds to some overhead and, of course, is the reason for numerical diffusion.

Heterogeneity-Dominated Flow. The underlying assumption in using streamtubes is that the
flow is dominated by the large-scale heterogeneities of the system creating channels of pref-
erential flow. These flow paths are identified and mapped out by the tubes.

No Crossflow. A streamline is a no-flow boundary. Therefore, any orthogonal flow to the main
direction of flow in a tube cannot be considered by this type of model. Examples of such

orthogonal flow are physical diffusion and capillary crossflow.

3.3.2 M=I Displacements With Physical Diffusion

Much work in petroleum research has gone into describing subgrid heterogeneities by intro-
ducing an effective diffusivity that smears the piston-like front in Fig. 3.3. For a recent treatment on
the subject the reader is referred to Wattenbarger [69]. A more realistic unit mobility displacement
may therefore be one modeled by the well known convection-diffusion equation given by

OC OC 1 02C

+ =NpoO I,
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Figure 3.5: Displacement history at Ate) = 0.05 intervals for the permeability map shown in
Fig. 3.1.
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STREAMTUBES

MISTRESS

ECLIPSE

Figure 3.6: Comparison of saturation profiles showing extent of numerical diffusion in finite dif-
ference simulators. Streamtube method vs. MISTRESS, a BP research code with flux corrected

transport (FCT) (CFL = 0.2) and ECLIPSE, a commercially available reservoir simulator with
single point upstream weighting and automatic time step selection.
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Figure 3.7: One-dimensional analytical solutions for the convection-diffusion equation at tD = 0.3
and three values of Npe.

where Npe is the Peclet number given by

L
Npe = -- (3.17)

c_

and o is the dispersivity of the permeable medium. An approximate solution [39], using the
following initial and boundary conditions,

C(zD,tD = O) = 0 (3.18)

C(XD "- O, tD) "- 1 (3.19)

C(XD -'* _,tD) = 0 (3.20)

is given by

C(ZD,tD) = _erfc 7V_t_ . (3.21)
i

Adding physical diffusion along a streamtube amounts to mapping Eq. 3.21 onto each streamtube
for a given value of Npe and tD. Examples of analytical solutions at tD = 0.3 for Npe --* oo,
Npe = 1000, and Npe - 100 are shown in Fig. 3.7 which, when mapped onto the streamtubes for

the heterogeneous permeability field, give rise to the concentration profiles shown in Fig. 3.8. By

comparing Figs. 3.6 and 3.8, it becomes apparent that the numerical diffusion created by the finite
difference scheme is not equivalent to physical diffusion added along each streamtube. Numerical
diffusion arises because of differencing and therefore will always have an x and y component and is

not necessarily proportional to the magnitude of the flow velocity. This type of numerical diffusion is
therefore not to be mistaken with longitudinal or transverse physical diffusion which is respectively

aligned and orthogonal to the main direction of flow and proportional to its magnitude. As in
diffusion-free case, the solutions shown in Fig. 3.8 are to be interpreted as exact, limiting solutions
for a unit mobility displacement with physical longitudinal diffusion. In most cases longitudinal

dispersion is taken to be an order of magnitude or more larger than transverse diffusion. Thus, the
streamtube method allows to captures the dominant physics of flow for these type of displacements.
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STREAMTUBES - Pe = infinity

Figure 3.8: Including physical diffusion in M=I displacement by mapping the convection-diffusion

equation along each streaantube. Examples at Npe _ oo, Npe = 1000, and Nee = 100
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Figure 3.9: Buckley-Leverett analytical solution for a fractional flow function having quadratic

relative permeability curves (krw = S_w , kro = (1 - Sw) 2) and a viscosity ratio of 3 (#o = 3,
#w= 1).

3.4 The Nonlinear Problem (Buckley-Leverett)

The one dimensional conservation equation describing the flow of two immiscible, incom-

pressible phases (oil and water) is well documented in the petroleum literature and given by Buckley
and Leverett [11], Dake [17], and Lake [39]

=0 (3.22)
_tD OZD

where Sw is the water saturation, fw is the fractional flow function, and tD and xD are dimensionless
time and distance respectively. Eq. 3.22 is a quasi-linear hyperbolic partial differential equation

which is solved using the following initial and boundary conditions

Sw(XD,O) = Swl ; ZD >__0

Sw(O, tD) = Swj ; tD > 0 (3.23)

Eq. 3.22 is usually solved by the method of characteristics and depending on the shape of the
fractional flow function f,_, the solution S_(zD,tD) may involve a spreading, a sharpening, or a

mixed wave. For a good review on this subject the reader is referred to Johns [34]. Fig. 3.9 shows
an example solution for a fractional flow having a mixed character. In a waterflood, the phase
mobilities are a function of saturation, and thus implicitly of z and y. The total mobilities A_ and

Av are no longer constant in time and the streamlines are now a function of the mobility field and

change as the displacement takes place. In other words, every saturation distribution will give rise
to its own S-field. To map the analytical solution shown in Fig. 3.9, the following simple algorithm
is proposed.

1. Given some initial fluid mobility distribution, solve for the streamfunction q,.

2. Map the analytical solution onto the streamtubes by integrating from 0 to tD (i.e., map the

solution of Eq. 3.22 subject to the initial and boundary conditions given by Eq. 3.23).

3. Given this new mobility distribution recalculate for the streamfunction t.
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Figure 3.10: Comparison of displacement profiles at AtD = 0.1 generated by A) mapping the
Buckely-Le_erett solution shown in Fig. 3.9 along streamtubes and B) using ECLIPSE.
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Figure 3.11: Recovery curves for different number of updates of the streamtubes to capture the
nonlinearity of the Buckley-Leverett problem and comparison of recovery curves with those obtained

using MISTRESS and ECLIPSE.

4. Repeat step 2 by integrating from 0 to SD +AtD.

The reason for step 4 lies in tile nature of the analytical solution. The Buckley-Leverett solution is
known for the initial and boundary condi,*ions given in Eq. 3.23. Because there is a discontinuity

at ZD = tD -- 0, these conditions are commonly referred to as Riemann conditions, and we refer to
the analytical solution as a Riemann solution.The real implication is that the analytical solution is

known only for uniform initial and boundary conditions. Solving step 4 as a mapping from SD to

SD +AtD would contradict this by implying nonuniform initial conditions. Thus the only known

analytical solution is, in fact, one from 0 to tD +AtD.
To map out a history of the displacement then, the streamtubes are periodically recalculated

and the Buckley-Leverett solution is mapped onto the new tubes as a true Riemann solution. An

example of a waterflood using the permeability map of Fig. 3.1 is shown in Fig. 3.10 which also
shows profiles computed using ECLIPSE. The streamtube method clearly agrees well with the finite
difference simulation.

One question raised by solving nonlinear problems using streamtubes is the number of
times the streamtubes need to be updated in order to capture the changing flow field correctly. It

is always possible, of course, to solve for the streamtubes only once and map the Buckley-Leverett
solution at several dimensionless times tD to get a displacement history and a recovery curve. That

approach would overestimate recovery, because the flow field would not be allowed to adjust to the

changing mobility distribution. How many times then, must the • be solved for to converge onto a
solution? Fig. 3.11 suggests an answer to that question. Fig. 3.11 also shows how the streamtube
method compares to recoveries obtained using MISTRESS and ECLIPSE. Mapping the analytical
solution onto a streamtube map updated ten times is sufficient to match the responses obtained
from MISTRESS and ECLIPSE. This is a very encouraging result since it compares extremely well

with hundred of updates needed to calculate recoveries from these finite difference simulators.
A word of caution should be voiced at this point. It is important to understand that the

converged solution obtained by updating the streamtubes and mapping a one-dimensional Riemann
solution along each tube is an approximation of the real solution, which, of course, is not known.

The work presented here suggests that this approximation is very good. The results summarized

in Fig. 3.11 are in fact quite startling because they suggest that ten updates using streamtubes
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gives almost the exact same response as a hundred updates. In other words, the streamtubes are
a very weak function of the changing mobility field and a converged solution is obtained after only
ten updates. The reason may be due to the fact that although the end-point mobility ratio for the
displacement is M - 3, the frontal mobility ratio is only Mfr_ _ 0.75. Similar behavior is observed.

3.5 Concluding Remarks

By treating streamtubes as quasi one-dimensional t_ystems it is possible to map analytical

solutions onto two-dimensional heterogeneous domains. The resulting solution is free of numerical
diffusion and has no stability constraint.

For linear problems in which the velocity field remains constant with time, the streamtube
method is equivalent to finite difference methods but offers solutions completely devoid of numerical
diffusion. Furthermore, because the solution along a streamtube is analytical no time-stepping is
involved to find the concentration/saturation profile at any given time.

Physical diffusion may be added in the longitudinal direction by mapping the convection-

diffusion equation for a given Peclet number along a streamtube. Transverse diffusion and capillary
crossflow though, are not included since streamtubes are by definition one-dimensional.

For nonlinear problems the changing mobility field now forces the streamtube geometries
to become a function of time. Furthermore, in order to map the analytical solution onto the
changing tubes requires that the solution be mapped as l_emann problems. For the Buckley-
Leverett problem investigated here, the streamtube geometries are only a very weak function of
time requiring only ten updates to estimate recovery correctly, a substantial improvement to many
hundreds of times the pressure field is solved for in regular finite difference simulators.

Thus, streamtubes offer an efficient way to estimate the displacement efficiency on a par-

titular heterogeneous domain of interest. The speed of the calculation therefore offers a unique
opportunity to investigate different geostatistical realizations of the same domain and obtain a
distribution of recovery responses.
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4. Experimental Verification of MOC Theory

Roderick P. Batycky

Analytical solutions to model multicomponent, two-phase flow, based on the Method of

Characteristics (MOC) have been developed by several authors [45, 48, 19, 35, 34]. This solution
method was applied to four-component systems with the conclusion that miscibility can develop in

a way not previously identified. Specifically, in condensing/vaporizing (C/V) systems the tie-line
controlling miscibility is the "crossover" tie line, and not the injection or initial tie line [35].

This chapter deals with testing the analytical theory through experiments with water/

alcohol/iso-octane systems. The flow tests are conducted in a glass bead packed medium under
conditions where the MOC theory will apply (dispersion free, stable flow, no capillary pressure).
The purpose is to validate the analytical description of the C/V process and the existence of a
crossover tie line.

The current work involves experiments with a three-component system, testing experimen-

tal procedures to measure the data, and construction and subsequent comparison with analytical
solutions. As discussed above, the real test of the theory will come with the four-component sys-

tem, but since little is known of the fractional flow characteristics of water/alcohol/iso-octane,
current experiments have been aimed at the three-component system. The idea then is to apply

this knowledge to the four-component system.

4.1 Experimental Design and Procedures

4.1.1 Fluid System

The three-component system used in these experiments includes, pure water, iso-propyl

alcohol (IPA), and iso-octane (i-Cs) (Fig.4.1). Tie lines and the shape of the two-phase region were
determined by analyzing equilibrium samples at room temperature and pressure by gas chromatog-

raphy (GC).
Note that component mass fractions are shown rather than volume fractions (concer,_ra-

tions). Mass fractions are used because they are measured directly for the displacement processes,
so that material balance calculations can be performed without correction for volume change on

mixing. The loss of any mass in closing a material balance on each component will indicate exper-
imental errors.

The only component properties measured were the pure component densities. Values ob-

tained are shown in Table 4.1. Viscosities and interracial tensions for this phase diagram were
taken from references [47] and [54]. For water-rich phases, viscosities range from 1 cp pure water,
up to about 3 cp for 40% H20 / 60% IPA. I-Cs-rich phase viscosities range from 0.48 cp to 0.51

cp. Interracial tensions range from 38 mN/m at the base of the diagram to 0.5 mN/m near the

plait point. To summarize, the wetting phase (H20-rich) is more viscous and more dense than
the nonwetting phase (i-Cs-rich). The phase diagram in Fig.4.1 was used for all three-component
experiments.

The four-component system studied included the addition of n-propanol (NPA) to the orig-

inal system. The addition of NPA to i-Cs and water produces a ternary phase diagram similar to
that shown in Fig.4.1. The phase viscosities and IFT's between each phase were assumed to be the
same as the IPA system, given the similarity of IPA and NPA.
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Table4.1:Pure Component Densities

Compor,ent Density(g/cm3)
Water 0.996
IPA 0.777

I':'CS'" 0.673
.......

IPA

9O

_O 80 iG8= i-octane
IPA= iso-propylalcohol
H20= water

70

6O

5O

3O

2O

10

H20 IF'r=3SmN/m iC8

Figure 4.1- Water/IPA/I-C8 Phase diagram for Water/IPA/I-Cs mixtures, (in mass fractions).
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CYLINDER1

I ! RUSKA PUMP ! GLASS BEAD PACK
CYLINDER2

i i ! LENGTH = 0.5 m

[FLOW}METER PARTICLE DIAMETER : 0.5 mm

I HPLC PUMP 1ETHANOL

GC SAMPLE VIAL

Figure 4.2: Experimental Equipment

4.1.2 Equipment and Procedure

All flow experiments were conducted with a 0.5 m long 0.0244 m diameter glass bead packed

column (Fig.4.2). Standard glass beads of 35-40 mesh size were used, giving a column porosity of
35.7%. Nylon end plugs with 70 mesh screens held the bead pack in place.

The inlet header is connected to two inlet lines from a Ruska pump. Each cylinder contains

either the initial column composition or the injection composition. The pump speed, which is

held at a constant rate for the duration of a given run, can be varied from 0.1 cm3/min up to 16

cm3/min.
The fluid flowed out of the exit header and was collected in vials for GC analysis. Also

attached to this header was an ethanol line. Ethanol was added at this location of the displacement
process to make single-phase mixtures for any two-phase samples that resulted from runs that passed

through the two-phase region. Single phases were then analyzed by chromatography.
For each run, exit fluid sampling was done by hand. The sampling rate was a function of

the resolution in the production composition profile desired. A high frequency of sampling was

used near the arrival times of shocks (4 per minute), while a low sampling rate (1-5 minutes per
sample) was used when exit compositions changed slowly. On average, 40-70 samples were taken
for a given run with each sample containing about 0.3% PV of fluid. At the end of each run the
column was flushed with ethanol and all contents were collected and measured to determine the

final mass of each component in the column.
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4.1.3 Dispersion

One of the main assumptions in the derivation of the analytical solutions is that all dis-
placements are dispersion free. In any laboratory displacement there will be some dispersion, but
its effects can be limited by operating at conditions where the Peclet number (Npe) is large; i.e.,
Npe > 100.

Lake points out that at laboratory flow rates the Peclet number can be defined as [39],

L
Npe= -- (4.1)

where L is the displacement length and ¢_1is the medium dispersivity in the longitudinal direction.
Dispersivity is a function of the medium only, its packing arrangement and particle size.

For the glass bead pack described above, fully miscible displacements of IPA by a solution
of 70% IPA and 30% NPA were conducted to measure the medium's dispersivity, and hence the
magnitude of the Peclet number. Analysis of two such displacements yielded, al = 0.002 m giving
Npe _ 255. Thus, a low level of dispersion was present, and shocks predicted by the theory were
smeared slightly in the experiments.

4.1.4 Viscous Stable Displacements

The MOC theory also assumes that all displacements are stable. The stability assumption
implies that there is no fingering of injected fluid as a result of viscous or gravity forces. In cases

where the injected fluid is more mobile and less dense (i-Cs-rich) than the initial fluid (water-rich),
gravity forces can be used to eliminate viscous fingers if the displacement is downwards. The

maximum (critical) rate at which the front will remain stable is given by Richardson as [56],

Ve,. = (pj - Pi) sin a
tzi/ki - pj/kj" (4.2)

For the case when a more viscous fluid (water-rich) displaced a less viscous fluid (i-Cs-rich),
the displacement was always stable over laboratory flow rates. Experiments of this type showed

plug flow with tittle two-phase flow occurring. Those runs provide minimal information to test
MOC theory. Thus for the three-component system used here, useful displacements can proceed in

only one direction on the phase diagram. The i-Cs-rich phase must displace the water-rich phase.
A similar conclusion applies to the four-component system.

4.1.5 Capillary Forces

Capillary pressure differences are also not included in the MOC theory. However, they are
always present in laboratory displacements that exhibit two-phase flow. Capillary forces can smear

sharp fronts and cause hold up of the wetting fluid at the outlet end of the bead pack.
Samra and Bentsen [59] have defined the capillary number below

Nic __ Ac K_,o_
VL#w (4.3)

to characterized the stability of saturation profiles. They suggest that phenomena due to capillarity,
including end effects, are minimized when N_ < 0.1. Eq.4.3 can be rearranged to give the minimum

flow velocity needed to satisfy that requirement. For non-equilibrium displacements Eqs. 4.2 and
4.3 were applied to the two limiting (injection and initial) tie lines. Thus, two sets of results for

maximum allowable flow rate and the magnitude of capillary effects were obtained. In practice,
calculations based on the initial tie line generally determined the desired flow rate, because the
saturation changes are greatest across the initial shock on this tie line.
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Table 4.2: Run 5E, LVI-Vaporizing Type

.... Initial Composition ........ 40% H20; 60% IPA
- Injection Composition 100% i-Cs

Actu_"'_'lowRate _cm_/min) '3.417

....Max Stable Flow Rate (cma/min) ....... 6.8
.... N_ ..... 0.0074

N/'e 255 ............

4.2 Results

Johns described the four classes of displacements that can occur in a three-component

displacement [34]. For the phase diagram previously described, only two of the four classes can be
examined in these experiments (stability argument). We are specifically restricted to low-volatility
intermediate (LVI) component-type displacements, where an i-Cs-rich phase displaces a water-
rich phase. In the LVI-type, the two displacements are either vaporizing or condensing. The
distinction based on MOC theory is in how the displacement switches between the injection tie line
and the initial tie line. Vaporizing displacements exhibit an intermediate shock, while condensing
displacements will have a continuous variation of compositions between the tie lines.

In this section the two classes of displacements are examined and compared with analytical
results.

4.2.1 Vaporizing Displacement

A vaporizing displacement on the phase diagram in Fig.4.1 occurs when the IPA fraction
in the vapor phase increases as the displacement proceeds. Any displacement where the initial tie
line is above the injection tie line will suffice. In this type of process, the greater the separation
between the initial and injection tie lines, the more pronounced the intermediate shock.

Run 5E was performed with an initial tie line IFT of 0.5 mN/m and an injection tie line
coincident with the base of the phase diagram (water - i-Cs). The properties of this run are
summarized in Table 4.2. The production path and analytical solution in flowing composition

space axe shown in Fig.4.3. The production profiles and corresponding analytical solution are
shown in Fig.4.4.

A mass balance summary is shown in Table 4.3. The balance shows that total mass was

conserved although water production was under estimated somewhat. This is a reflection on the

accuracy of integrating the production data. The integral of this data, cumulative recovery of each
component, is show in Fig.4.5. All data are normalized with respect to the total mass originally

present at the start of the displacement (73.5 g).

Construction of the Analytical Solution

To construct the analytical solution, the main piece of information required, aside from

phase behavior, is the fractional flow function for each tie line the displacement occurs on. In this
LVI type displacement, only the initial and injection tieline flow functions are needed since a jump

(shock) occurs between the two. Hence the analytical solution based on MOC is quite simple to
construct.

Fractional flow functions were determined by running a displacement along each individual
tie line (equilibrium displacement). For Run 5E, such a displacement was only performed ibr the
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Table4.3:Run 5E, MaterialBalanceSummary

Component- Initial(g [njected(g).i..produced(g) Remaining _g) Lost(g)
Water 29.4 00.0 23.6 0.007 5.79

........IPA '44.1 .........00.0 .....45.3 0.273 -1.52

......i-Cs 00.0 ........ 172.3 116.9 ....57.89 -2.46
Total 73.5 .....172.3 185.8 58.'17 1.81.....

.... H, ,

IPA

• DATA
90 MOC SOLUTION

8O

Oo 7O

INITIALPHASE 60
40%H20 / 60% IPA

i0

40

3O

10
INJECTEDPHASE

100%i-C8
H20 iC8

Figure 4.3: Run 5E, Flowing phase composition path.
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0.4

E
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¢:: IPA
o MOC SOLUTION,
:_ 0.6 ...............
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0.4
¢i
E

_- , ISO-OCTANE
o o.e ............... MOC SOLUTION

_ 0.4

E

0.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0

PV INJ

Figure 4.4: Run 5E, Component production profiles.
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Figure 4.5: Run 5E, Normalized component mass produced, (as %of original total ma,osin-place).
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initial tie line, and the fractional flow function calculated. Relative permeability data from Leverett
were used to determine the fractional flow curve for the injection tie line [41].

The MOC solution was c_lculated using a small spreadsheet program. This program solves

the shock balance equations for the initial and intermediate shock on the initial tie line. The
continuously varying zone between the two shocks is constructed next.

Discussion

Figs.4.3, 4.4, and 4.5 all show excellent agreement between the MOC solution and measured data.
The figures clearly show that the initial shock and following continuous variation occur on the
tie-line extending through the initial composition. The intermediate shock is also seen in both
data sets. For this particular run, the injected phase is on the binodal curve so there is no trailing

shock to allow the final column composition to reach 100% i-Cs. A shock would only occur if the
injected phase were outside of the two phase region. In fact the final measured column composition
indicates that there was still 0.4 % of the initial water phase by volume remaining.

Note that the intermediate shock landing point is on the binodal curve at the injection
composition, implying single-phase production of i-Cs. This occurs because flowing compositions
are measured. The analytical solution is initially cast to track total compositions, but to compare
with lab data, the solution is converted to flowing compositions via the fractional flow curve for
each tie line. The end result is that since the residual wetting phase saturation on the injection
tie line is 10%, but the landing point (in total composition space) occurs at Sw -- 5%, only the
nonwetting phase (i-Cs) flows. The fractional flow of the water phase is zero.

Finally, examination of Fig.4.4 shows a slight difference in arrival times for the trailing
shock. This trailing shock arrival time differs by about 8% from the actual time. The cause is due
to evaluating a tangent shock on the fraction flow curve where the curvature is almost fiat, making
the actual tangent point difficult to calculate.
4.2.2 Condensing Displacement

Displacements in which the injection tie line lies above the initial tie line on Fig.4.1 are
condensing drives, according to the terminology in standard use. Run ?D was performed to test
the agreement of the analytical solution for a condensing displacement with a spreading wave
associated with the nontie-line path. Again a large initial and injection tie-line separation will result

in a pronounced nontie-line path. This choice is balanced with keeping IFT's on the initial tie line

low enough that capillary forces do not influence the experiment unduly. Hence an intermediate
tie line was chosen, rather than the pure water i-Cs tie line.

Fig.4.6 shows the measured flowing composition path of an LVI-condensing type run. The

properties of this run (Run 7D) are summarized in Table 4.4, and a material balance summary is
given in Table 4.5. Again there were slight errors invloved in integrating the prodution data to
determine cumulative masses produced, but overall only 6 grams was unaccounted. The production

profiles are shown in Fig.4.7 and cumulative recovery profiles in Fig.4.8.

Construction of the Analytical Solution

Constructing analytical solutions to include a variation along the nontie-line path for a real system
is considerably more difficult than the previous case. The primary reason is that the nontie-line

path cannot be determined by shock balances, rather an eigenvalue problem like that outlined by

Johns must be solved [34]. Data on all tie-lines, between the limiting two, is also required to make
the calculation.

A fortran prograa-n was written to calculate the MOC solution. The phase envelope was

modeled based on the measured diagram. It is divided into seven regions (Fig.4.6) such that any
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Table 4.4: Run 7D, HVI-Condensing Type

Initial Composition 70% H_O; 30% IPA

- Injection Composition 87% i-Cs; 13% IPA

Actual Flow Rate (cm3/min) 2.051
Max Stable Flow Rate (cm3/min) 9.0

N' 0.082
Npe 255

Table 4.5: Run 7D, Material Balance Summary

Component Initial (g) Injected (g) Produced (g) Remaining (g) Lost (g).
Water 57.9 00.0 57.9 4.62 -4.62
IPA 24.8 30.0 42.4 10.9 1.50

i-Cs 00.0 201.0 153.4 50.73 -3.13
Total 82.7 231.0 253.7 66.3 -6.25

IPA

• DATA
90 --.-.-- MOC SOLUTION

8O

_o 7O

60

_o 5O

INITIALPHASE 40
70%H20 / 30%

_0

20 INJECTEDPHASE
87% i-C8/ 13%IPA

lo

H20 iC8

Figure 4.6: Run 7D, Flowing phase composition path.
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Figure 4.7: Run 7D, Component production profiles.
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Figure 4.8: Run 7D, Normalized component mass produced, (as % of original total mass in-place).
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tie line between two measured tie lines all share the same intersection point. This ensures that tie
lines do not cross. The binodal curve in any region is assumed to be made of straight-line segments
connecting any two measured tie-line end points. All fractional flow properties on any tie-line
within the limiting injection and initial tie lines, were interpolated based on the known fractional

flow properties of these limiting tie lines.

Discussion

Comparison of analytical profiles with measured data in Fig.4.7 show that the theory predicts the
initial shock on the initial tie line quite well, but after this point, actual production response lacks

the analytical detail. However, the match on the cumulative recovery plot (Fig.4.8), is still very
good considering these deviations in profile solutions.

Interfacial tensions were high enough that slugging of the two phases occurred immediately
following the arrival of the initial shock. Sample volumes were small enough that this effect caused
measured compositions to vary significantly. Thus the measured concentration profiles between 0.7
and 0.9 PV injected, oscillate rather than remaining constant as in the MOC solution.

The series of shocks between 1.6 and 1.8 PV injected represent the velocity change as the
analytical solution moves from the initial tie line to the injection tie line (nontie-line path). Several

uthors have shown that when tie-line intercepts are constant, wave velocities are also constant
[34, 39]. For this case the nontie-line path passes through four regions so there are four associated
velocities. Thus the nontie-line path shocks are a result of how the phase diagram is modeled.

Modeling the binodal curve as a series of line segments also affects the nontie-line path
calculation. The derivative of vapor fraction compositions do not vary smoothly between phase
envelope regions, which affects the nontie-line eigenvector direction at region edges. Fig.4.6 shows
for example that the nontie-line path shifts where two of the tie lines are crossed, and the solution

is no longer on the correct path. Since the intercepts in regions 4 and 5 are almost the same, but
the path is incorrect, the velocities in region 4 actually decrease slightly (Fig.4.7). This violates
the velocity constraint, but really is caused by the way the phase diagram is modeled, and not
problems with the MOC theory. The correct application of MOC theory would actually require a
shock jump over the offending increase in velocity.

Although the above discussion explains why the nontie-line path has the appearance calcu-
lated, the important observation to note is that Fig.4.6 clearly shows the measured nontie-line path
shifted towards the nonwetting phase side of the diagram relative to the solution. This implies that
production of the wetting phase is being delayed somewhat. Dispersion can be ruled out since this

would shift the data to the left of the MOC solution [68]. The fact that there was slug production
after the initial shock and the wetting phase is being held up suggest that capillary forces have not
been completely eliminated.

A second run at twice the injection rate (3.4 cm3/min) resulted in a similar composition
path with only a slight shift in data towards the right of the nontie-line path. For this case N_ was
0.05. Over this velocity range, neither run confirmed or denied that capillary forces affected the
wetting phase productior, Displacements at still higher rates could be performed to test whether
capillary forces were responsible for the shift. However, increased rates would reduce production
data resolution, and the flow rate would exceed the maximum stable flow rate on the injection tie
line of approximately 5 cm3/min. Above this rate, the density difference would not be large enough
to prevent the less viscous injection phase from fingering through the water-rich phase.

With respect to capillary effects, the concern here is assumptions involved in calculating
the minimum velocity based on Eq. 4.3 may not be correct for the bead pack and phase diagram

being used. The validity of these assumptions will be examined further before four-component
experiments are performed.
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4.3 Conclusions

Consideringthe assumptionsmade to arriveat theMOC solution,and the simplicityof
doinganalyticalcalculations,the agreementwithexperimentaldata isverygood. Figs.4.4and

4.6both exhibitdisplacementsthatprogressalongtielinesextendingthroughinitialand injection
phasesrespectively.The leadingshockarrivaltimesareproperlypredicted,and recoverycurves

are quiteclose.Materialbalanceresultsprovethe experimentalabilityto measure two-phase
displacementsveryaccurately.

Run 7D dearlyshowsthenecessityofunderstandingthevariousforcesaffectinga displace-
merit.Once theminimizationofcapillaryforcesisproperlyunderstood,thefour-componentsystem
can be tested.

A self-sharpeningsolutionfora realsystemwas constructedbasedon MOC theory(vapor-

izingdisplacement),showinggood agreementwithactualdata.The constructionofthecondensing
displacementwas more difficultdue to a continuousvariationalongthenontie-linepath.The cur-
rentsolutionrequiresa bettermodelforeachbinodalcurve(vapor,liquid)suchthatthederivatives

ofcompositionsarecontinuousthroughoutthe phasediagram.An improvedphaserepresentation
willavoidminor errorsindeterminingthenontie-linepath.

Infour-componentrunsthecondensing/vaporizingdisplacementwillbe composed ofboth a

self-sharpeningand continuouslyvaryingnontie-linepath.Constructionoftheanalyticalsolutions

forthisrealsystemwillrequiresolutionofa three-dimensionaleigenvalueproblem.Alloftheflow

propertiesdeterminedinthethree-componentanalysiscanbe extendedtofour-componentsystems,
sincetheadditionofNPA willnot changeflowor phasebehaviorgreatly.An accuratetestofthe

C/V displacementtheoryand theexistenceof the crossovertielinewillbe conductedbased on
theseresults.

77



5. Interplay of Capillary, Gravity, and Viscous Forces

in Heterogeneous Media

In thischapter,we examine the interplayofforcesthatdriveflowbetween zoneswith

differentpermeability.Consider,forexample,a near-misciblegasinjectionprocessina fractured
reservoir.Becausetheprocessisnotquitemiscible,two-phaseflowoccurs.Capillaryforcescreated

by theinterracialtension(IFT)actto holdtheoilintherockmatrix,whilethedensitydifference
betweengas and oildrivesoilout ofthe matrix.The relativemagnitudesof the capillaryand

gravityforcesdeterminethefinaloilrecovery.At thesame time,thegasphasemoves more rapidly
in thefractures,and buoyancyforcesmove the gasphaseflowupwards. The balanceof gravity

and viscousforcesgovernsthedistributionofoiland gasphasesinthefractures,consequently,the
oilrecoverymechanisms.Thus,understandingthescalingoftheinterplayofthecapillary,gravity

and viscousforcesisofconsiderableimportanceto the descriptionofnear-misciblegasinjection
performance.

In Section5.1,we presentsimulationsofour imbibitionexperimentswithvariousIFT's.

Our simulationsshow thatthereisa transitionfrom thecapillary-driven,countercurrentflowto
thegravity-driven,cocurrentflowasIFT decreases,which agreeswithour experimentalobserva-

tions.We alsooffera explanationforthe highrecoveryefficiencyfrom the low IFT imbibition
experiments.In Section5.2,we reporta theoreticalstudyofscalingofmultiphaseflowin simple

heterogeneousmedia,suchas,layeredand fracturedreservoirs.We definethreescalingparameters,
whichrepresenttherelativemagnitudesofthe capillary,gravityand viscousforcesin a system.

Among the scalinggroups,the transversegravityand capillarynumbers aredifferentfrom the

conventionaldefinitions.Based on thevaluesofthescalingparameters,we identifyflowregimes
inwhich certainforcesdominatetheflow.The boundariesbetweenregimeswere definedfrom the
existingexperimentaland simulationresultsintheliterature.

5.1 Simulation Results for Imbibition Experiments

Darryl 11. Fenwick

5.1.1 Simulation of Imbibition Experiments

Numerical simulation is an important tool in the understanding of experimental results.

Hamon and Vidal [28] were able to simulate a wide variety of laboratory imbibition tests and
were able to show that the scaling parameters put forth by du Prey [20] proved reliable if the
heterogeneity of the core was taken account in the simulation. This result could only be proved

by numerical simulation. Simulation also can aid in the understanding of the physical mechanisms
underlying the process. Certain parameters can be easily varied to determine how they affect the
process of interest.

The results of Haanon mad Vidal were vital to the understanding of the scaling of imbibition
experiments. However, they did not investigate how the scaling paraa-neters behaved when the IFT

is varied. Scaling behavior with IFT variation is an important issue when enhanced oil recovery

is concerned. Schechter et al. [60] provided results of core displacement experiments where the
IFT was varied in imbibition. The results of the experiments showed recovery behavior which was

inconsistent with capillary-dominated scaling rules. (For a discussion of scaling see [60] and Section

5.2). In this section we use a numerical simulator (ECLIPSE) to obtain insight into the results
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of Schechter et al. The results of the simulations reveal what physical mechanisms are dominant

and how scaling of these imbibition experiments behaves. The results also demonstrate certain
limitations of the numerical simulator for simulation of imbibition.

Input Data

The proper input into a simulator is critical if the physics of the experiments are to be

captured. Hamon and Vidal demonstrated that a tremendous amount of characterization of the
heterogeneity on the core is needed for scaling to be done properly. In fact, a complete description of

the varying relative permeabilities and capillary pressures along the core is necessary. This point is

also emphasized by Bourbiaux and Kalaydjian [8], who found that countercurrent imbibition relative
permeabilities were quite different than cocurrent imbibition relative permeabilities. According to
the arguments of Bourbiaux and Kalaydjian, the type of flow regime must be understood before

appropriate relative permeability functions can be specified. Unfortunately, these functions are
not well known for the experiments of Schechter et al. [60]. The heterogeneity of the cores is not

characterized, and only single values of the permeability are given. However, Berea is a fairly

homogeneous sandstone, so the assumption of constant permeability throughout the Berea cores
may be acceptible. Hence, the 500 md Berea core results were selected to be investigated. The
experiments done at high IFT (38.1 mN/m) on the 500 md Berea core will subsequently be referred

to as the high IFT case, and the low IFT (0.1 mN/m) experiments will be referred to as the low
IFT case.

Capillary Pressure

Because the imbibition experiments were done without initial water in the core, primary
imbibition capillary pressure curves are needed. Unfortunately, they cannot be found in the lit-

erature for Berea. Capillary pressure curves were obtained by extrapolating secondary imbibition
curves to zero water saturation. This process does not obtain the correct curve, but the emphasis

of this work is not to find an exact match to the imbibition recovery curve. It is the understanding
of the physical mechanisms behind imbibition as the IFT is varied that is of interest.

Fig. 5.1 shows the positive values of capillary pressure used for three different simulations.

The high IFT and low IFT capillary pressure curves are shown, as well as the capillary pressure
curve for a low IFT experiment run with 19% initial water saturation (IWS) in the core. This
experiment will be introduced in the Discussion. A logarithmic scale is used to demonstrate how

the low IFT curve is over two orders of magnitude smaller in value than the high IFT curve.

The difference in capillary forces will become important later when the effects of gravity on the
imbibition behavior are considered. The Berea core was assumed to be strongly water wet, so the

negative portion of the capillary pressure curves was essentially a vertical line.

Relative Permeability

The relative permeabilities for the low IFT and high IFT experiments were determined by history

match of the experimental recovery curve. Fig. 5.2 gives three different sets of relative permeability
curves which were used to match the high IFT case recovery curve. The oil relative permeability

curve was kept the same throughout the different simulation runs. Note that the three water relative
permeability curves have extremely low values even up to high water saturations. Those low values
will be important for the scaling of these experiments. The values of the krw III curve defined in

Fig. 5.2 were used to produce the oil saturation profiles in Fig. 5.5, which will be discussed later.
Fig. 5.3 shows two different sets of relative permeability curves used for the low IFT case.

These values for relative permeability were over two orders of magnitude larger at lower water
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saturations than the values for the high IFT case. The values of the krw I and kro I curves in
Fig. 5.3 were used in generating the oil saturation profiles in Fig. 5.9 to be discussed later.

Gridding Techniques

Sensitivity of computed results to the effects of gridding was investigated. Cylindrical
coordinates were used to grid the core and annulus region. For the high IFT case, the core was
separated into 59 vertical regions, with the top and bottom region representing the annulus above
and below the core. The middle 57 regions were 1 cm in length covering the full length of the core.
The core was divided up radially into 27 parts, logarithmically distributed over the core diameter
(6.35 cm) such that the ._nest grid blocks were closest to the annulus. The annulus outside the
core was represented by one radial block, so there were a total of 28 radial grid blocks for the high
IFT simulations. This configuration was tested against simulations with 8 radial grid blocks and
57 radial grid blocks. The 28 radial grid block results were indistinguishable from the 57 radial
grid block results, but were quile different than the 8 radial grid block simulation. It was then
considered that 28 radial grid b_ocks were sufficient to grid the radial flow of the high IFT case
accurately.

The low IFT casecontained122 verticalsectionsto capturemore easilythe significant

verticalcomponentofflowfoundinthelowIFT experiments.Radiallythecorewas setup into15
sectionsina similarmanner as forthehighIFT case.

Results

High IFT Simulations

The simulationsshowed a veryhighsensitivitytorelativepermeability.Fig.5.4shows theresults
forthethreedifferentcasesofwaterrelativepermeability.Notethatnone ofthecurvesshow a good

match totheexperimentaldata.The verylow relativepermeabilitiesofthekrw IIcurvematched
theveryearlyrecoverytime,but thecurvesofkrwI and kr_ Illmatch therecoverybetteratlater

times.Attempts toachievea bettermatch wereunsuccessful.Thereisevidencethatsimulation

ofprimaryimbibitionisa verydimculttask.Kazemi and Merri[37]had toadd a secondcapillary
pressurecurvetomatch theexperimentalresults.The secondcurvewas supposedto accountfor
a "timedelay"intheexperimentalrecoveryrate.They providedno physicaljustificationforthe

additionofa secondcapillarypressurecurve.Most importanttonoteisthatevenfortheverylow

relativepermeabilitiesfound ink_w I and k,_ III,thesimulationshad ordersofmagnitudefaster
recoveryat earlytimes.

Becausethek_w IIIcurvematched besttheexperimentalrecoveryvalues,theaverageoil
saturationprofilealongthe corewas plottedat selectedintervals.These valuessimplyaveraged

theoilsaturationforeach verticallayerof thecore.Fig.5.5shows theresults.Evidently,the
oilsaturationdecreasedina uniformfashion,withthe top and bottom partofthe coreshowing
equaladditionalreductions.The oilsaturationdecreasedfasterherethan inthe restof thecore

due totheincreasedsurfaceareaincontactwiththewater-filledannulus.Note thatat0.1hour(6
minutes)the averageoilsaturationwas alreadydown to 50% alongthecore,a veryfastrecovery
rate.The lackofevidenceforthesegregationofoiland waterinthe coreindicatesthatthe flow
was radialand countercurrentinnature.

Low IFT Simulations

Schechteretal.[61]proposedthatinthescalingofthelowIFT experiments,capillaryeffects
can be neglectedand the recoveryisdominatedby verticalgravity-drivenflow.To examine this
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assertion, a simulation run was performed where the IFT was set to zero and straight line relative
permeability curves were used. The recovery is then due only to the difference in gravity between
the oil and water. Fig. 5.6 indicates that the experimental recovery rate was in fact influenced
significantly by capillary forces, because the density difference was insufficient to maintain the
recovery rate at the level of the experiment. Therefore, capillary pressure must be considered as
an important driving force even for these low IFT experiments. The average oil saturation profile
for the gravity-driven displacement (Fig. 5.7) shows a very distinct water front advancing from
the bottom of the core upward, with original oil saturations ahead of the front. The top of the
core shows some oil desaturation due to the top annulus imbibing into the core due to gravity. As
expected, the oil saturation profile shows segregation between the oil and water, resulting in largely
cocurrent flow.

When the low IFT capillary pressure curve (shown in Fig. 5.1) is incorporated into the
simulation, the relative permeability curves in Fig. 5.3 result in the recovery curves in Fig. 5.8.
Note that as for the high IFT case, the early time recovery behavior does not match well. Note
also that the poor match was obtained even though the water relative permeabilities at low water
saturations were quite low, especially for the k_w I curve. In addition, the late time recovery
behavior also does not match the experimental results. Attempts to match the experiment better
were unsuccessful.

Despite the poor agreement, some important conclusions can be constructed from these
simulation runs. Fig. 5.9 shows the average oil saturation profile at different times for the low IFT
displacement. Comparison of Fig. 5.9 to Fig. 5.5 indicates that there is an important distinction
between the low and high IFT displacements. The low IFT case profile shows aspects of both
the high IFT case profile and the gravity-driven flow saturation profile of Fig. 5.7. An advancing
water front is evident, as well as a fairly uniform decrease in the oil saturation away from the
advancing water front, indicating radial flow. Thus it seems likely that both radial and vertical
flow contributed to recovery in the low IFT displacements.

5.1.2 Discussion

In the experiments in Schechter et al. [60] imbibition is driven by a combination of capillary

and gravity forces. The capillary-to-gravity-force ratio, given by the inverse bond number N_ 1,
describes the type of flow that is exhibited in these experiments. Here, N_ 1 is given by,

1=
Apgh

where a is the IFT, Ap is the difference in density between the phases, ¢ is the porosity, k is
the permeability, g is gravity, h is the height of the core, and C is a constant depending on

pore geometry. As the permeability and core length increase, and the IFT decreases, a transition

from capillary-driven, countercurrent imbibition to more gravity-driven cocurrent segregation is
demonstrated. For the cores described in Schechter et al. [61, 60] , the transition region has been

identified as the N_ 1 varies from the capillary dominated region of around five to the gravity-
dominated region around 0.2. The simulations described above reinforce these arguments. For
the high IFT case, strictly capillary-dominated countercurrent flow was observed, with uniform

desaturation of oil throughout the core. When the IFT was lowered, significant vertical cocurrent
displacement of oil occurred. However, the assumption of strictly vertical plug flow was not observed

in the low IFT case. Capillary forces still played a very important part in the recovery of the oil
and cause some countercurrent flow to occur.
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Imbibitlon Rates

The results of the imbibition experiments reported by Schechter et al. [61] include two
important observations that require explanation. The first observation is that the recovery of the
nonwetting-phase occurred more rapidly for the lower IFT displacements for all but the lowest
permeability core. Faster recovery for the lower IFT's is a counterintuitive result, since the overall
driving forces for imbibition decrease as the IFT is reduced. The second observation is that the
total recovery exhibits a dramatic increase for all the cores for the low IFT case. Increased recovery
efficiency indicates that snap-off of residual oil is suppressed.

The recovery rate is gc,verned by the magnitude of the driving forces and the conductivity
of the fluids. When N_ 1 is high, imbibition is dominated by capillary forces. Water will imbibe into
all faces of the core, inducing countercurrent flow. Countercurrent flow is quite evident in the high
IFT simulations. Countercurrent flow exhibits very low relative permeabilities [8], which are again
quite evident in the high IFT simulations. Thus the imbibition rate is determined by a competition
between very high-driving forces and extremely low fluid permeabilities.

As N_ 1 is reduced by lowering the IFT, gravity forces become more important. When the
IFT is completely eliminated, cocurrent plug flow occurs. For the low IFT case, gravity exerts
a high enough influence to segregate the fluids, resulting in cocurrent flow and higher relative
permeabilities. The simulations also indicate a significant capillary driving force, which assists in

the rate of recovery. The importance of this radial flow component becomes apparent when time
scales for the different recovery processes are considered. Note that water relative permeabilities,
although higher than those for the high IFT case, are still quite small at lower water saturations.
This factor will be discussed further.

For intermediate value of N_ 1 wher,_ simulations were not performed, an increased role of
capillary imbibition should be expected, and the oil profile would tend to be more uniform. Much
like the low IFT case, the gravitational forces cause some segregation of the flow, which keeps the
relative permeabilities high, and the capillary forces are strong enough to cause the recovery rate

to be greater than the rate for high N_ 1.
A time scale analysis supports the arguments given above. By comparing the ratio of the

characteristic time for recovery by gravity-driven cocurrent vertical flow

He
tg -- ApgA* (5.1)

to that for radial countercurrent capillary imbibition,

R_¢ _ (5.2)t_ = CaA"

the key parameters concerning the recovery rate become evident.

tA = NA.fl_ 1k;_ ^ ah_r_k (5.3)
t_ k-V-, N_ 1 = C Aptg-------_rg

NA is the aspect ratio H2/R 2, where H is the height of the core and R is the radius of the core.

_1 represents a type of pseudo inverse Bond number, with the high IFT value in the numerator
and the low IFT value for density difference in the denominator. O'h and Ap/ are the high IFT

and the density difference at low IFT. The relative permeabilities kra and k*c are the characteristic
relative permeabilites for the gravity-dominated and capillary-dominated experiments respectively.
Comparison of the times for half total recovery for the high IFT and low IFT cases yields an estimate

of the ratio of the characteristic relative permeabilities. NA is around 350, and j_l equals 14.9.

91



For the 500 md Berea core the half-time ratio for recovery is approximately one, which results in

k_c/kr*g = 2 x 10-4. This number should compare favorably with those found in the simulations for
the low IFT and high IFT case. The water relative permeability is the controlling factor in these
imbibition experiments, so comparing these values at 30%, a value suitably away from the extremes

of the curves, the ratio krwc/krwg _ 1 × 10-3. Thus, the ratios differ by one order of magnitude.

The discrepancy should not be too surprising, because the calculation for tg assumes that the flow
is strictly vertical, whereas Fig. 5.9 shows that there is a significant radial contribution to flow.

Imbibition Recovery Efficiency

As previously mentioned, displacements at low IFT showed a much higher recovery effi-
ciency than the high IFT experiments. Significant evidence that supports this result. Morrow

and Songkran [46] and Cuiec et al. [16] both found better recovery efficiency as IFT was reduced.
However, what was not expected was the almost 100% recovery of the oil at the low IFT value. The

reason behind this result lies in the fundamental mechanism that creates residual nonwetting-phase
saturations. Roof [57] analyzed the quasi-static advance of a gas bubble through a toroidal pore.

As the gas passes through a pore constriction and into the diverging part of the pore, the gas/water
interfacial curvature changes. Since the gas-phase pressure is assumed to be constant, the pressure
in the water must vary to reflect the changing curvature. Eventually, when the gas bubble reaches

a certain radius in the diverging part of the core, the interfacial curvature at the front of the bubble
becomes small enough such that the water at the front of the bubble has a higher pressure than

the water in the pore constriction. This pressure gradient induces water to flow to the constriction,
where it accumulates, forms a collar, and snap-off occurs.

However, Roof found that snap-off was extremely slow in experiments done with smooth
pores. The presumption was that the rate of accumulation of water at the pore constriction was

limited by the rate of transport of water through the thin films lining the pore walls. When

a groove was sawed into the pores, collars were found to form more quickly, and snap-off was
observed. Mohanty et al. [44] argued that pressure communication in the wetting-phase through

roughness in the pore structure is required for collars to form. Lenormand and Zarcone [40] showed
that wetting-phase flow through roughness and corners was necessary for snap-off of the nonwetting-

phase in imbibition to occur. Thus, there is support for the idea that transport of wetting-phase
in the capillary grooves in the rough surfaces is an essential part of the snap-off process that leads
to the formation of a residual nonwetting-phase saturation.

For the particular case of the imbibition experiments in Schechter et al. [61], the rough

surfaces on grains and the capillary grooves between grains are of even greater importance than
the consideration of snap-off. Because the experiments were performed without an initial water

saturation in the core, roughness and corners in the porous medium also provide the conduit for the
introduction of the wetting phase into the rock. There is apparently high resistance associated with

the flow of these thin wetting-phase films around the sand grains. The high resistance is evident
in the water relative permeabilities required in the simulations at low wetting-phase saturations.
Note that despite the very low relative permeabilities the early time recovery rate in the simulations

was still significantly faster than the experimental recovery rate. Thus the displacement process
becomes a competition between the flow through roughness of thin water films and bulk flow driven

by gravity and pore scale interfacial curvature. When the IFT is high, the driving force for flow
through roughness overcomes the high resistance to flow. Water can then accumulate at pore

constrictions and snap-off can occur. When the IFT is low, flow through roughness is inhibited.

Gravitational forces then act to displace the nonwetting-phase before snap-off can occur. Thus,
the formation of residual nonwetting-phase saturation is controlled by the time scales for flow by

gravity and flow in roughness. The numerical simulator is incapable of accounting for these pore
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scale events such as flow through roughness that occur in primary imbibition. This may help to
explain the difficulty in simulating primary imbibition shown in this report and in Kazemi and
Merrill [37].

This argument is reinforced by an experiment performed on the 500 md Berea core that
contained 19% initial water saturation. Fig. 5.10 shows the results of this experiment and a sub-
sequent simulation. The residual oil saturation for this experiment is 55%, much higher than the
experiment performed with no water in the core initially. Clearly, when the wetting-phase was
present initially in the roughness and corners of the pore structure, the resistance to flow of the
wetting-phase through the roughness decreased, allowing the wetting phase to accumulate in the
pore constrictions and snap-off the nonwetting-phase. A plot of the average oil saturation versus
time in Fig. 5.11 shows a larger degree of radial countercurrent imbibition than the case with no
initial water in the core. Thus, the IFT is not low enough for the gravitational forces to become
significant when the wetting-phase is initially present in the core. Still lower IFT's are appar-
ently required to suppress snap-off and induce gravity-dominated cocurrent flow when an initial
wetting-phase saturation is present.

5.1.3 Conclusions

1. Primary imbibition experiments are particularly difficult to simulate because current models
do not account for the effects of flow through roughness.

2. Simulation shows that the high IFT experiments were dominated by radial, countercurrent
imbibition.

3. Countercurrent imbibition wetting-phase relative permeabilities are very small for the exper-
iments of Schechter et al. [61].

4. The low IFT simulations demonstrated a combination of radial, capillary-driven and vertical,
gravity-driven imbibition. This argument was reinforced by examining the ratio of time scales
for imbibition.

5. Snap-off was inhibited in the experiments by the lack of initial water saturation in the cores.
When the low IFT experiment was repeated with 19% water in the core, snap-off increased
dramatically, and the recovery was greatly reduced.

5.2 Scaling Multiphase Flow in Simple Heterogenous Porous
Media

D. Zhou, F. J. Fayers, and F. M. Orr, Jr.

5.2.1 Introduction

In this work, we examine the scaling laws and flow regions controlling various types of flow
behavior in systems with simple forms of heterogeneity. If we imagine displacement of oil by water
in a two-dimensional, vertical cross-section of two layers with differing permeability, the distribution
of oil and water at any time during the displacement will be controlled by a combination of physical
phenomena. Water will usually flow faster in the high permeability layer. If the water is less viscous
than the oil, then viscous fingering may influence the flow pattern. Gravity segregation will induce
vertical flow, with very different effects depending on whether the high permeability layer is above
or below the low permeability layer. Capillary forces will also cause transverse flow or crossflow, as
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water imbibes from the high permeability layer into adjacent low permeability zones (in a water-wet

porous medium). The relative importance of each flow mechanism depends on the flow rate, the
density difference between oil and water, the mobility ratio, permeabilities and capillary pressure

curves for the layers, and so on. At low flow rate, for example, capillary and gravity forces will
dominate the flow pattern, but at high flow rate, viscous forces will control fluid distributions.

We consider scaling of viscous, gravity, and capillary forces for displacements in homoge-
neous porous me:lia and in systems that contain some simple heterogeneity such as layers and

fractures. We do so by making the material balance equation dimensionless, thereby deriving a set
of dimensionless groups that describe the relative magnitudes of the various forces. While many

investigators [62, 72, 21, 55, 25] have used the same approach for subsets of the flow problems
examined here, there has not previously been a comprehensive analysis which attempts to include

a wide range of experimental data covering the combined effects of viscous, gravity, and capillary
forces with the effects of permeability variation. We have analyzed many sources of experimental

and simulation data to identify limiting flow regimes and to establish the range of values of the
dimensionless groups over which transitions from one region to another occur. We find that the
experimental information confirms consistent boundaries for the flow domains, and thus our results

give a comprehensive mapping of the overall flow behavior.
The analysis and delineation of dimensionless transition regions given here will find a variety

of applications. It will establish when concepts such as "vertical equilibrium" can be used to
calculate average transport functions (pseudofunctions), and it will help to determine how much

resolution is required in description of permeability heterogeneity in a reservoir. For example, if
capillary pressure dominates local flow, then capillary crossfiow will eliminate the effects of local

permeability heterogeneity variations as capillary forces move water from high permeability to low-
permeability zones. In such cases, the details of the local variations need not to be resolved in

simulation representations of the flow. Thus, this analysis given here will permit more effective use
of approximate simulation techniques that are an inevitable part of current simulation approaches
for field-scale flows.

5.2.2 Analysis

For two-phase flow in a heterogeneous two-dimensional cross-section, we commence by ex-

pressing the equations of motion in a dimensionless form similar to that adopted by Yortsos [72]
and Ekrann [21]. This form of analysis is referred to as Inspectional Analysis by Shook et al. [62].
While the approach we use is similar, the dimensionless groups we will define differ from those

obtained by Shook et al. [62]. Material balance equations for incompressible flow axe

¢
-_--- + --_ + -0-_ = 0, (5.4)

o o + vo)= 0, (5.5)o---2( + Uo)+ -SV
and the Darcy flow velocities for both phases are given by

Uj = -kh(X,Y) k_j O_tj (5.6)
#j OX '

. krj O_j

Vj =-kv(X,Y)-_j cgY' (5.7)

where ¢.i is the flow potential in phase j, Uj and 1_ are the flow velocities of phase j in the horizontal
and vertical directions, and kv and kh are the permeability distribution functions in the vertical
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and horizontal directions. By defining x = X/L, y = Y/H, t = Tq/L, uj = Uj/q, vj = (LVj)/(qH),

kv = kavgv(z,y), kh = kahKH(z,y), _j = (_tjkah)/(Lq#o), and _j = (krj#o)/#j, we obtain the
following dimensionless equations

¢OSw = o, (5.8)
Ouw Ov_

+ + 0--7-
0 0

0"_(u_ + Uo) + _y (v_ + vo)= 0, (5.9)

0_j (5.10)
uj = -KH(x, y)Aj--_x ,

= -Kv(z, y)_j_y, (5.11)

where H and L are the width and length of the medium, kay and kah axe the average permeabilities

of the medium in vertical and horizontal directions, and q is the total flow velocity in the horizontal
direction. Note that the flow potentials (I)o are dimensionless and expressed relative to '_he oil

viscosity, and that the dimensionless mobilities also contain oil viscosity as a factor.

In the four dimensionless equations, (L/H)2(k_v/k_h) = Rt 2 appears in Eq. 5.11 as the only
scaling group, which can be rearranged as

_L_2 k_v L k-_¢ L q.y__ Th-- = "_ = =- (5.12)\H) kah H _ 1t qh Tv'
zJ_

which is the time ratio for a fluid to flow a distance (L) in the horizontal direction to the distance

(H) in the vertical direction with the same potential difference across the distance. Rt is also
called the effective shape factor, which is the shape factor L/H weighted by the permeability

anisotropy. The shape factor (Rl 2) represents the relative flow capacities of the medium in vertical
and horizontal directions.

In this work, our objective is to identify flow regions where certain forces dominate fluid
movement in the transverse direction. Thus, we will focus our attention on the flow velocity in the

transverse direction. Combining the Darcy equations for each phase gives

(vw + vo)= -gv(z,y) Ao-_y + A_-_y ]. (5.13)(R,)_

In order to define the relation between (I)o and ¢w, we use the definition of capillary pressure to
obtain

¢w = ¢o + ApgHkahy Pc*kah J(Sw), (5.14)
Lq#o Lq#o

where transverse capillary pressure is defined as Pc = pc*J(S_), and Pc* is a characteristic transverse
.-- _l-Sorcapillary pressure of the medium, pc* s_ pc(Sw)dS/(1 - Sot - Swc). Substituting Eq. 5.14

into Eq. 5.13 yields

Rl 2 -(vo + v_) M Ng,- gcv-_y (5.15)y = AoKv(x,y)(1 + M) 1 + M

where
_,gLk_v

_,rgv- (5.16)
Hq#,, '

Lpc* k_
--,)

J_/cv-- H2q# ° (5.17)
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and

A" (5.18)
Ao

Ngv and Nov are the characteristic time ratios for fluid to flow in the transverse direction due to
gravity or capillary forces to that in horizontal direction due to viscous forces as shown by Eqs.
5.19 and 5.20.

Apgkov
ApgLkav L .o Th

Ngv = - = -- (5.19)
H q#o q H Tg_ '

and

= _ ..o = (5.20)Nc_ Lpc*kav L ThH2q o q H To-":"
Note the differences of the gravity and capillary numbers defined here from the conventional gravity

(Ng) and capillary (No) numbers in the past studies [62, 72, 3], except Fayers and Muggeridge [27]

used No,,, and Yokoyama and Lake [71] used Nc_ in their studies. The conventional capillary (N_)
and gravity (N g) numbers are defined and related to the new numbers as

Ng = ApgHke, h = Ng.._.Zv (5.21)
Lq#o RI 2'

and
Pc*kah Ncv

Nc = Lq#o = Rt---f" (5.22)

The advantage of using Nay and Nov is that they represent the relative magnitudes of the gravity
and capillary forces to the viscous forces in the transverse direction including the fact of aspect
ratio as reflected by the shape fact6f (Rt2).

We will treat M/(1 + M) as a constant in the system, although in principle, the mobility
ratio M is a function of saturation. For a number of the applications to be considered, we will

be concerned with crossflow mechanisms in vertical sections for which the boundary conditions are

Vo = vw = 0 at top and bottom. We therefore expect that Vo and Vw will be relatively small at
intermediate locations.

Eq. 5.15 shows that the potential gradient in the vertic._l direction of a cross-section consists
of three parts: viscous, gravity and capillary forces. The relative magnitudes of these forces are

defined by two dimensionless numbers: a modified gravity number (NgvM)/(1 + M), and a modified

capillary number (NorM)(1 + M). Thus, the mobility ratio has been included in the capillary
and gravity numbers, because the definitions of capillary and gravity numbers are based only on

oil viscosity. The shape factor (Ra 2) defines the magnitude of the potential gradient of the system
in the transverse direction. In addition to the three scaling numbers, the scaled permeability

distribution function Kv(x, y) and scaled capillary pressure function J(Sw) represent the effects of
heterogeneity of the medium. OSw/eOy shows the influence of the phase distribution in the medium.

The scaling properties of a heterogeneous medium can be categorized as the average scal-

ing parameters, such as the shape factor Rt 2, capillary number (MNcv)/(1 + M), gravity number

(MNav)/(1 + M), and the mobility ratio M, and the detailed scaling properties as the scaled per-
meability distribution function Kv(x, y), capillary pressure function J(Sw), and phase distribution

OSw/Oy. This work will examine the average scaling parameters to identify flow regions where cer-
tain forces dominate. We will consider media having simple heterogeneity, but will assume that the

effects of ordering of layers is secondary to the principal mechanisms controlling the flows. In the

following, we will define conditions for four flow regions: gravity-dominated, capillary-dominated,
capillary-gravity equilibrium, and viscous-dominated flow regions. In each case, the vertical poten-

tial gradient given in Eq. 5.15 is used to obtain limiting conditions for the crossflow behavior. The
limiting forms of expression for vertical potential gradients to be derived in the next section axe
summarized in Table 5.1.
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Table 5.1: Summary of the limiting cases

Flow region Simplified expression Conditions

Capillary-dominated R.20__ _ MNov OJ Ncv >> Ngv and _ >> 1.0' 0r - I+-W'_
Gravity-dominated ,20_.. __ J_gv > >Nct, and _ > > 1.0

Capillary-gravity equil. 0J 8s _ MN v= - Ngv '_ Ncv and _ > > 1.0_'g'_ pc"

Viscous-dominated RI_'0_ -- _ XOKvV°+VW(x,y) (Ngv+Ncv)MI+M < < 1.0
[ (NavTNev)M

Vertical crossflow equil. _ _ 0 I I+M << 1.0 and Rt a >> 1.0
I (N_,_+N_,)M

No-communication _¢.a _ OO I ......... !_ M < < 1.0 and Rt 2 < < 1.0

Gravity-Dominated Crossflow

Gravity-dominated flow occurs if Ngv > >Ncv, so that Eq. 5.15 can be reduced to

O_o = -(Vo + v,_) MNg,_ (5.23)
Rt2 _y _ogy(x,y)(1 -+-M) 1 + M"

Furthermore, if (NgvM)/(1 + M) >> Fvis, Eq. 5.23 can then be reduced to

Rt20¢o _ M Ng,_. (5.24)
Oy I+M

where Fvi_, = -(vu, + vo)/(Ao(1 + M)Kv(x,y)). Fv.i, should be small and in the magnitude of
unity for this case. Thus, the conditions for Eq. 5.24 to be valid are that Ngv >> Nov and

M Ng,_/(1 + M) >> 1.0. Eq. 5.24 has been derived such that the system is dominated by gravity
segregation.

Capillary-Dominated Crossflow

If capillary effects dominate, then Eq. 5.15 reduces, when Nov >> Ngv to

0¢o = -(vo + vw) . -----=___ _-.:-.MOJ
R'_ oy _oKv(z,y)(1 + M) 1 + MNc_'Oy"

When (N_vM)/(1 + M) > > 1.0, Eq. 5.25 simplifies to

-'-z--O¢°= Mgcv OJ (5.26)
Rt2 0y 1 -t- M i)y'

Thus, the driving force for fluid to flow in the transverse direction is the capillary force. The

conditions for such a case are that (Net, M)(1 + M) >> 1.0 and N_v >> Nay.

Capillary-Gravity Equilibrium

If (Ng_M)/(1 + M) >> 1.0, Eq. 5.15 can be reduced to

R'2OO°"_'y= 1 +MMNgv( 1 Ng, oyNC'_OJ). (5.27)
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If (MNa,_)/(I+M) > > 1.0, and NB = Ng,_/Nc,_ is intermediate, the value of (1-(Nc,ffNgr)(OJ/Oy))
should be small, which means that

OJ OS Ng,, Apg---- = .
OS Oy Nov Pc*

Eq. 5.28 indicates that the system is in capillary-gravity equilibrium. Thus, if (NgvM)/(1 +

M) >> 1.0 and Ngv/Nc,j is moderate, the system can be considered to be in capillary-gravity
equilibrium.

Viscous-Dominated Crossflow

In Eq. 5.15, the net effects of capillary and gravity forces are controlled by the sign of

OS,,,/Oy. Since OJ/OSw is negative, if OS,_/Oy is negative, the gravity and capillary forces tend to
offset each other's effects. However, they will enhance each other's effects if OS,_/Oy is positive. In
order to reach a viscous-dominated flow region, the viscous force should be much greater than the

maximum effects of capillary and gravity forces, that is

Nov. Ng,,M

(1 + _-_gv)1 + M < < 1.0. (5.29)

Eq. 5.15 can then simplify to

R 20¢_ 0,_o -(v,_ + vo) (5.30)
' _ = Rt20"-'-y"= Awgv(x,y)"

If Rt 2 >> 1.0, the value of O@o/Oy should be very small, because Fvi8 = -(% + vw)/(Ao(1 +

M)Kv(x,y)) has a finite value. Thus,

_ 0 _ _. (5.31)
c_y Oy

Crossflow under such condition is referred as viscous crossflow equilibrium (VCE). It is obvious
that VCE is valid only if (Ng,,G -t- Nov)M(1 -b M) << 1.0, and also Rt 2 >> 1.0.

Eq. 5.30 indicates that if the viscous forces dominate flow, both phases should crossflow in

the same direction at any point of the medium. Furthermore, if Rl 2 << 1.0, O¢o/Oy should be
very large, that is,

0¢o 0¢_

Oy Oy , c_. (5.32)

Eq. 5.32 indicates that for finite crossflow velocites (vo + vw) and Rt 2 < < 1.0, there would need to
be an infinitely large potential gradient. Since this is not plausible, there should be little crossflow
in the transverse direction.

In summary, if (Ncv + N_v)M/(1 + M) << 1.0, the system is dominated by the viscous
forces. At the same time, if Rl 2 < < 1.0, viscous crossflow can be neglected, and if Rj 2 > > 1.0, the
system is in VCE.

5.2.3 Discussion and Comparison with Existing Experimental and Simulation
Results

Three independent dimensionless groups have been derived for the average scaling properties
of a flow system:

(Ng,_M)/(1 + M), (Nc,jM)/(1 + M) and Rt2. We then defined the conditions for certain forces
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to dominate fluid flow in a medium. However, the conditions defined in the above section are

mathematically infinitely small or large. In practice, we would ask, how large (or small) is large
(or small) enough for these conditions to hold. To answer this question, we examined existing

experimental and numerical simulation results to identify flow regions. In the following, we define
a flow with a single gravity tongue as gravity-dominated flow, a flow which is faster in the low-

permeable region than in high-permeable region as capillary-dominated, and a flow where recovery
varies little with increase in flow rates as viscous-dominated.

Previous studies of scaling behavior in multiphase flow in porous media have usually con-
centrated on one of the following three situations: miscible displacements, immiscible displacements

with minimal gravity effects, and flow in fractured reservoirs. Although the existing experimental
and numerical simulation results for each case do not cover all parameters derived above, combining

these three different situations gives us a reasonably clear picture of the flow regions in general. A
summary of the principal sources of data and their estimated ranges of scaling parameters is given
in Table 5.2.

Miscible Displacements(Nov _ 0)

The term miscible displacement here refers to displacements with negligible capillary effects

(Net, _ 0), which can also include two-phase flow. Much research effort has been applied to flow
in such systems [3, 25, 9, 33]. When the capillary force is neglected, only gravity and viscous
forces contribute to flow. Dispersion and diffusion can influence to some degree the performance

of miscible and near-miscible displacements [23], since they affect mixing and the contrasts in
viscosity and density differences. However, dispersion can usually only be a significant contributor
in displacements where capillary and gravity forces are small and injection rates are also relatively

small. Dispersion effects will not be included in this work, and we retain the unmixed viscosities
and densities to analyze miscible scaling behavior.

Studies of crossflow in heterogeneous media have commonly been carried out on stratified

media [50, 74, 75, 33]. The complexity of the problem has progressed from studying viscous crossflow

alone [75, 74] to including gravity effects [21, 33]. Zapata and Lake's fine-grid simulation results
on stratified reservoirs concluded that for systems without gravity and capillary effects, when Rt 2

was larger than 100, the viscous-crossflow equilibrium assumption was valid [75]. Continuation
of their work by Thiele [66] showed that for practical purposes, if Rl 2 was larger than 10, the
VCE assumption held, and if Rt 2 was smaller than 0.01, the system could be assumed to have no

communication (vertical crossflow can be neglected).

Both experimental and numerical simulation results have been reported for gravity effects
on displacement performance in vertical cross-sections [3, 25, 33]. Fayers and Muggeridge [25]
performed very fine-grid simulations for homogeneous vertical cross-sections and found that the

transition of viscous-dominated flow to gravity tonguing occurs in the range of 0.2 < (NgvM)/(1 +
M) < 2. Pozzi's [55] experimental results for uniform bead-packs showed that a single-gravity
tongue would form if (NgvM)/(1 + M) > 2.5, which agrees well with Fayers and Muggeridge's

simulation results. Araktingi and Orr's simulation results from a particle-tracking simulator for
both homogeneous and stratified vertical cross-sections indicates that flow was viscous-dominated

if NgvM/(1 . M) < 0.25 [3], which also agrees very wenwith the above results.

Experimental results were reported by Insoy and Skjaeveland [33] to examine the theory
by Ekrann for development of a gravity tongue in a stratified porous medium. Ekrann's theory
assumed that vertical equilibrium and pressure continuity along the displacement front are the

criteria for development of a single gravity tongue. The predicted critical value of a system for

a single gravity tonguing is (MNgv)/(l + M) > 5.0. Their experimental data showed that when
(MNg_,)/(1 + M) = 11.5, there was a gravity-stable tongue.
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Figure 5.12: Flow regions in miscible displacements

Fig. 5.12 shows the flow regions in miscible displacements in layered and homogeneous
media. The lines are the boundaries between flow regions reviewed in this section. Although the

results are from botb layered and homogeneous media, the transition from the gravity-dominated
to the viscous-dominated region agrees well between investigators. The transition is in the range of

0.2 < (NgvM)/(1 -{-M) < 5.0. In the viscous-dominated region, the boundaries of transition from
no communication to VCE regions are based on Thiele's results. The transition in this case in the

range of 0.01 < RI 2 < 10.

Immiscible Displacements without Gravity Effects (Ngv _ 0)

Capillary-dominated crossflow has been demonstrated as an important oil recovery mech-
anism, and therefore it receives considerable attention in oil recovery research. Several studies

were carried out to investigate capillary crossflow in the absence of gravity effects [22, 71, 18].
Yokoyama and Lake [71] simulated the effects of capillary pressure on displacements in stratified
porous media. Their results show that with increased injection rate, less oil was recovered at the

same pore volume injected [71]. They varied the transverse capillary number (Nov) from 0 to 57.4.
From their simulated fractional flow curves, we can see that at Nov = 0, there was no crossflow

between layers, while with increase of Ncv, more crossflow occurred from the high-permeable layer

to the low-permeable layer. When MN,,/(1 + M) = 4.1, the displacement front in the stratified
system was close to uniform. When (MNcv)/(1 + M) = 57.4, the displacement front was completely
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uniform, which indicated capillary-dominated flow.

An experimental study of capillary crossflow on a bead-pack by Ahmed et al. [1] showed
that crossflow changed significantly with changes in injection rates, although the production curves

did not vary so much. At their high injection rate (MNc,/(1 + M) = 0.35), a viscous flow regime
existed in the most permeable layer, with breakthrough occurring in that layer. At low injection

rate (MNc_/(1 + M) = 8.5), flow advanced faster in the low-permeability layer, which indicates
a capillary-dominated flow. At intermediate flow rates ((MNcv)/(1 + M) = 0.57), displacements
occurred in both the high-permeability layer and the low-permeability layer.

In the waterfloods by Dawe et al. [18] in layered bead-pack systems at low rates, the water
front in the low-permeability layer advanced faster than that in the high-permeability layer [18].

Thus, the displacements were capillary-dominated. The corresponding value for (MNcv)/(1 + M)
varied from 13.1 to 105.

The studies discussed above were for imbibition processes. Pavone's study [53] of viscous
fingering in carbonate porous media was for drainage processes, however. The physical parameters

of the system were not well defined, although the author listed the permeabilities and porosities of
the samples. In order to use Pavone's experimental results, the measured maximum pressures were
used to estimate the capillary entry pressures and the viscous pressure drops for similar media. For

each viscous ratio, media with reported permeability differences of no more than 0.1 Darcy were

considered as similar media. The corresponding values of (MNcv)/(1 + M) can then be estimated
for all displacements. From the moldings of the displacement fronts in the porous media, it can
be seen that the displacement in RUN 9 is capillary-dominated, since it had a stable front with

unfavorable mobility ratio. For RUN 9, (MNc,)/(1 + M) = 10.

Combining the experimental and simulation data, we can approximately determine the
transition region from capillary- to viscous-dominated flow as shown in Fig. 5.13. The lower limit

for the capillary-dominated flow is the intermediate rate displacement of Yokoyama and Lake's

simulations MNcv/(1 + M) = 4.1. The dashed line in Fig. 5.13 is the estimated lower limit for
the capillary-dominated region. The upper limit (solid line) for the viscous-dominated region is
drawn through the highest rate of Ahmed et al.'s experiments. In summary, the transition between

capillary-dominated and viscous-dominated flow occurs in the range of 0.35 <Ncv M_ < 4.1.
Within the viscous-dominated flow regions (i.e. capillary and gravity forces are negligible), the

no-communication and viscous crossflow equilibrium flow regimes should be the same as in the
miscible displacement cases.

Flow in Fractured Reservoirs

In studies of flow in fractured reservoirs, imbibition or drainage cells are commonly used

to simulate the behavior of oil recovery from reservoirs with vertical fractures [61, 16, 20]. In such
cases, the flow in the horizontal direction is relatively small and the values for Nc_ and Ng_ become

very large. Therefore, the ratio of the gravity to capillary forces (NB = Ngv/Ncv) is an important
parameter in scaling flow in fractured media. Thus, flow in vertically fractured reservoirs is a special

case in using the scaling equation. The calculation of the Bond number (NB) requires the value of
capillary pressure. However, in some of the studies, capillary pressure curves are not available. In
the following discussion, pc* is taken to be the average threshold capillary pressure of the medium
and is estimated by the following equation for cases without capillary pressure data:

Pc* = 4a cos 0 (5.33)

where c is a constant depending on the medium, c = 0.02 is used for glass bead-packs, 0 is the

contact angle depending on the wettability of the system. The glass bead-packs can be considered

as strongly water-wet (cos 0 = 1) .
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Figure 5.13: Flow regions in immiscible displacements

Early studies of imbibition were carried out on small reservoir samples and at high interracial

tension (IFT). Cuiec's results [16] for low-permeability chalks indicates that production curves

could be scaled according to imbibition theory (i.e. capillary force is the driving force). The Bond

numbers were small and varied from 10 -4 to 10 -2 in Cuiec's study. On the other hand, du Prey's

centrifuge imbibition tests [20] for sandstone samples showed that production curves could not be

successfully scaled with an imbibition model when the Bond number changed from 10 -2 to 10.

Careful examination of the production curves shows that they can be scaled well by imbibition

theory if NB < 0.2. Production curves with Bond numbers between 0.2 to 10 cannot be scaled by

either capillary-dominated or gravity-dominated theory.

Schechter et al. [61] reported low IFT imbibition and drainage results, which showed that im-

bibition processes changed from capillary-dominated to gravity-dominated when IFT was changed

from 38.1 mN/m to 0.1 mN/m. Their characteristic time scaling shows that if NB < 0.2 the flow

could be considered to be capillary-dominated, and if NB > 5 the flow was gravity-dominated.

Imbibition studies by Iffiy et al. [32] concluded that gravity influenced imbibition in the tests

with the cylindrical sides sealed when the Bond number changed from 0.05 to 10 -3. This seems a

contradiction to the results reviewed above. However, the characteristic length used in their scaling

was based on countercurrent flow. The flows in the test could have been cocurrent flow. Thus, an

explanation is that water imbibed in from the bottom of the media and oil flowed out from the

top of the samples. Scaling of their results improves significantly with the characteristic length for
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Figure 5.14: Flow regions in fractured reservoirs

cocurrent flow. The improvement suggests that the imbibition processes were capillary-dominated,
but the flow was cocurrent.

Fig. 5.14 summarizes the experimental results reviewed in this section. Most of studies were

focused on the capillary-dominated region with only the work by du Prey [20] and Schechter et

al. [61] covering the transition region. The transition boundaries from the capillary-dominated to
gravity-dominated regions are determined from Schechter et al.'s results, which are in the range of

(0.2< lv_ < 5).

Discussion

In previous sections, we have reviewed data from three types of situations: miscible displace-
ments, immiscible displacements, and flow in fractured reservoirs. Although the data are limited,

approximate bounds can be set up between flow regions for the media reviewed here. From mis-
cible displacements, we find the transition between viscous-dominated to gravity-dominated is in

the range of 0.2 < (MNgv)/(1 + M) < 5.0. Immiscible displacement results indicates the transition
between viscous-dominated to capillary-dominated is in the range of 0.35 < (MNcv)/(1 + M) < 4.1,
and the transition from capillary- to gravity-dominated flow in vertically fractured reservoirs is in

the range of 0.2 < NB < 5.0. It is interesting to note that the transitions from capillary to gravity,

from viscous to capillary, and from viscous to gravity flow regions occur in a similar range for the
different scaling numbers. We can generalize the conditions for the transitions as: 0.2 < Sc < 5.0,

where 5'c can be either MNcv/(1 + M), or MNg,_/(1 + M), or NB.
Fig. 5.15 shows the combined results of the flow regions for all three scaling numbers.

The boundaries are determined based on the general results discussed above. In determining the

viscous-dominated region with both gravity and capillary effects, we assume that 0.2 < (M(Ncv +
Ngv)/(1 + M) < 5.0. In the viscous-dominated region, the bounds of the transition from viscous
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Figure 5.15: Schematic of flow regions in simple heterogeneous porous media

crossflow equilibrium to no-communication regic:ns are based on Thiele's simulation results.
For slightly immiscible systems approaching a critical condition, the ratio Ap/a determined

from critical scaling theory increases rapidly near the critical point, and thus the Bond number of

the system can increase dramatically. Therefore, in systems approaching miscibility as injection

pressure or solvent enrichment increases, gravity effects will dominate as the capillary forces are
reduced. In such situations, simulation models of near-miscible processes must handle the phase

behavior and the density difference with care if the interplay of capillary and gravity forces is to
be modeled accurately.

Since there are difficulties in determining the capillary pressure and mobility ratio, the

bounds set from this work for immiscible displacements may have relatively large uncertainty

regarding to the Bond number and capillary numbers. Capillary pressure curves should be measured
to obtain reliable scaling for reservoirs, using either the imbibition or drainage mode appropriate

to the type of displacement. Further investigation is needed to be sure that the end-point mobility
ratio used here is valid for immiscible displacements with unfavorable mobility ratio.

5.2.4 Conclusions

In this study, we have defined three important dimensionless numbers that govern fluid flow

in porous media with simple heterogeneities, and we have established approximate bounds for the
transitions between regions. The dimensionless numbers can be easily extended to specific flow

systems as shown in the discussion section. A diagram of flow regions (Fig. 5.15) was drawn from
the above discussion. This diagram can be very useful in identifying a flow situation in a given

reservoir. From this work, the following conclusions can be drawn:

1. Transverse gravity (Ng_) and capillary (N_) numbers have been defined from this analysis for

identifying flow regions in heterogeneous porous media. These numbers are the characterist!ic
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time ratios for fluid to flow in the transverse direction due to gravity or capillary forces to
that in horizontal direction.

2. Mobility ratio should be considered in the scaling process. With decreasing mobility ratio for
a givell medium, the viscous crossflow increases.

3. Miscible displacements can be very different in behavior depending on the system properties.
Even for a system with an aspect ratio less than 0.1, the flow region can vary from viscous-

dominated, to gravity-dominated regions depending on the gravity number.

4. Viscous-dominated flow in layered porous media can be in the vertical crossflow equilibrium
region or the no-communication region depending upon the shape factor of the media and

the gravity or capillary number of the system.

5. In near-miscible displacements, increases in injection pressure or enrichment will cause the

gravity effects to increase.

6. In fractured systems, the capillary to gravity force ratio defines the recovery mechanisms of

oil from the matrix. Hence, identifying the flow regions is important in the simulation of
fractured reservoirs.
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Table 5.2: Summary of data used to identify flow regions

Date source Flow type Scaling numbers Flow regions

(medium) Ns ...._A__ _ R'2
Du Prey imbibition 0.05- 10 0,59 transition

0.2< <
Hamon Imbibition _ _ capillary-dominated

[28] (sandstone) NB < 0.05
Cuiec Imbibition _ 0.56 capillary-dominated

(chalks)..___ Ns < 10-2
Schechter imbibition _ 0.01 transition

[61] drainage
(sandstone) 0.2 < NB < 5.0

Fayers miscibl---'--'-"'-_- 0 _ _ transition

[25] (simu!_tion) 0,2 < 1_ < 2.0
Araktingi miscible 0 _ _ viscous-dominated

[3] (simulation) 0.25 <
Ingsoy miscible 0 8.0- 14.0 20 gravity-dominated

[331 (bead-packs) --_ > 5,0
Pozzi miscible 0 _ 10- _ gravity-dominated

[55] (bead-packs) _ > 5.0
Zapata viscous flov,' 0 0 0.1-? VCE

___..__.____(simulation) Rt 2 > 102
Thiele viscous flow 0 0 _ transition

[66] (simulation) 0,1 < a--2=< 102
Yokoyama imbibition 0 - 57.4 0 0 - _ capillary-dominated

[71] (simulation) _ > 4.1
Dawe imbibition 13.1 - 250 0 25 capillary-dominated

[18] (bead-packs) _ > 13.1
Ahmed imbibition 0.29- 14.3 0 14.3 transition

[I] (bead-packs) 0.2< _ < 6.1
Pavone drainage 0.2- 20 0 11.1 transition

[53] (carbonate) 0.2 <_
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6. Summary

The simulation results of Chapter 2 reveal several important features of gas injection pro-

cesses. They show, for example, that multicomponent flow can be adequately represented with
a small number of components and that the presence of two-phase flow, which will occur in all
real gas injection processes, can reduce significantly the mobility ratios that govern flow instabili-

ties. Thus, the two-phase flow that results from dispersive mixing and crossfiow actually reduces
the tendency for viscous fingering. Comparison of compositional and first-contact miscible (Todd-

Longstaff) simulations shows that effects of gravity segregation are significantly underestimated in
Todd-Longstaff models.

Differences between flows in 2D and 3D porous media are explored in particle-tracking
simulations also described in Chapter 2. The computations show surprisingly large differences

between 2D and 3D flow when both gravity and viscous forces are important. Simulation results
in both parts of Chapter 2 show that heterogeneities reduce the impact of gravity on vertical flow.

Those results suggest that adequate reservoir description is an essential part of any assessment of
the relative importance of viscous and gravity forces.

A new technique for simulation of flow in heterogeneous reservoirs was demonstrated in
Chapter 3. The method combines analytical solutions for one-dimensional flow with computations

for flow in streamtubes. Example results show that reasonable approximations can be obtained
at much lower cost with the new method than can be obtained by conventional simulation. Work

continues to develop the technique to represent compositional effects in multicomponent displace-
ments.

Another aspect of multicomponent flow is considered in Chapter 4, which reports results
of a test of the analytical theory of two-phase, three-component flow. The experimental results

show reasonable agreement with the theory, though there are some differences tb.at remain to be

explained. The agreement is good enough that experiments for four-component systems are being
planned. Those experiments will test the key ideas that call for the existence of crossover tie lines

[34] that can control development of miscibility.
The interplay of capillary and gravity forces in corefioods is examined in some detail in

the first part of Chapter 5, which describes attempts to simulate the performance of low IFT

imbibition experiments performed previously at Stanford. Conventional simulations do not agree
well with experimental observations for those displacements. The reasons appear to be related to

the way the effects of capillary-driving forces are represented in conventional simulators. The use

of an equilibrium capillary pressure curve apparently does not adequately represent the complexity
of the differing time scales of flows driven by gravity, by capillary forces in pore bodies, and by

capillary forces in grooves and surface roughness. Development of better simulation models will
require improved understanding of rates of motion associated with those mechanisms. The use of

pore network simulations to study those mechanisms is being considered.
The final portion of Chapter 5 examines scaling behavior of the combined effects of gravity,

viscous, and capillary forces. An analysis of the dimensionless forms of the appropriate differential
equations reveals a set of dimensionless groups that delineates regimes where some subset of the

forces dominates the flow. Experimental and simulation results were then reviewed to set approxi-
mate limits on the regions where transitions occur. The specified flow regimes and transitions are
the first available that consider all three principal forces.

The results discussed in this report are but part of a broad-ranging examination of the

scaling of the physical that control displacement performance in gas injection processes. The
work in progress includes experiments to delineate physical mechanisms and test models, and
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simulations to explore combinations of physical mechanisms that axe difficult or impossible to
study experimentally. Predictions of process performance at field scale will inevitably make use of
simulation. It is the goal of this project to make those simulation predictions based on analysis of
the physics of the flow rather than on empirical models that may not represent scaling behavior
accurately. Therefore, a significant part of the research effort is aimed at .fundamental description
of the capillary, gravity and viscous-driving forces that move multicomponent fluids and phases in
heterogeneous reservoirs. It will be improvements in understanding of the scales on which those
mechanisms operate that give us the tools we need to design more effective recovery processes for
very heterogeneous reservoirs.
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