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ABSTRACT

Progress of a comprehensive research program to quantify factors
affecting 002 flood displacement efficiency 1s described. Experimental and
theoretical investigations of the interactions of factors such as phase
behavior and fluid properties of COy~crude oil mixtures, and heterogeneities
in reservoir rocks are discussed.

Literature on the interpretation of miscible displacements in one- and
two-phase systems 1s reviewed. Simple displacement experiments to evaluate
effects of core heterogeneities and high mobile water saturations are
described. Results of miscible displacement experiments with fluids of
matched density and viscosity are presented and compared with results of a few
displacements in which fluid properties were not matched. Those comparisons
clearly indicate that control of viscous fingering is required if short core
floods are to be interpreted with reasonable certainty.

Detailed results of investigations of the phase behavior of CO,~crude oil
mixtures are presented. The volumetric behavior of mixtures of CO2 with dead
oils from the Wasson and Mal jamar fields are compared with that of a Maljamar
recombined reservoir fluid. The results provide the basis for a qualitative
analysis of the effects of the presence of solution gas on CO, flood
performance.

Modifications to improve the continuous multiple contact experiment,
which efficiently measures phase compositions and fluid properties, are
described. An analysis of the operation of the apparatus is given for binary
systems. The theory is compared with experimental results for CO,-decane
displacements, with excellent agreement. Extensive results of experiments to
measure compositions and densities of phase present for CO,-crude oil mixtures
are reported.

Finally, formulation of a mathematical model with which the relative

importance of factors such as phase behavior, fluid property variations,
heterogeneity, and viscous and gravitational instabilities 1s discussed.

viii




1. INTRODUCTION

002 flooding is a process which operates on a variety of scales. At the
pore level, mixing of C0,, 0il and water is controlled partly by diffusion and
partly by the convective mixing which results from the motion of phases
containing the various components present. That motion is influenced, in
turn, by the saturations of the phases and their distribution in the pores,
the interfacial tensions between phases and, of course, their densities and
viscosities. On a reservoir scale, vertical and horizontal heterogeneity,
gravity segregation of injected fluids, and viscous instability will act to
reduce the efficiency with which the reservoir is swept. On an intermediate
scale, viscous fingering interacts with longitudinal and transverse dispersion
as well as with local heterogeneity.

Prediction of the efficiency of a given CO2 displacement requires some
sort of assessment of the relative importance of the various process
mechanisms. An ideal predictive scheme would model accurately all the
important process mechanisms on all the appropriate scales of the
displacement. In principle, then, the relative importance of the individual
process mechanisms would emerge from the calculation, and no a priori
estimates of the magnitudes of individual effects would be required. In
practice, however, such a detailed description of the process or of the
structure and properties of the reservoirs is beyond the capabilities of
current computational and reservoir description technology. The three types
of reservoir simulators - miscible, compositional and hybrid
miscible-compositional - currently used to make performance predictions for
COZ floods reflect that fact. Miscible simulators (Todd and Longstaff 1972)
treat CO, as completely miscible with oil and therefore, do not model effects
of phase behavior and component transfer between phases. Such simulators do,
however, attempt to model the effects of viscous fingering through the use of
a "mixing parameter.” The model is a simple one and 1is not based on an
analysis of the physics of the growth of viscous fingers. Nevertheless, it is
the only simulation approach currently available which attempts any treatment
of viscous instability on a reservoir scale.

Compositional simulators (McDonald 1971; Nolen 1973; Kazeml et al 1978;
Fussell and Fussell 1977; Coats 1979; and Sigmund et al 1979) follow the
transport of individual components (or pseudo-components). The distribution
of components between phases 1s calculated using convergence pressure
correlations for equilibrium K-values (McDonald 1971; Nolen 1973; and Kazemi
et al 1978) or an equation of state (Fussell and Fussell 1977; Coats 1979; and
Sigmund et al 1979). Phase viscosities and densities are calculated then from
phase compositions. Thus, compositional simulators attempt to represent the
details of phase behavior and fluid property variations in a displacement
process, but do not account for viscous fingering. 1In addition, compositional
simulations are affected by numerical dispersion which alters the calculated
composition path, and hence, the calculated process efficiency.

A hybrid miscible~compositional simulator, such as that described by Todd
(1979), does not attempt to calculate component partitioning Iin as much detail



as the compositional simulators described above. It treats CO, as miscible
with the o0il at pressures above an experimentally determined "minimum
miscibility pressure (MMP)", models viscous fingering of CO, through a mixing
parameter model (Todd and Longstaff 1972), but provides some capability to
model component distribution between phases when the local pressure falls
below the MMP.

Thus, each of the simulators currently available models only part of the
process mechanisms which operate in a CO, flood. Improvements to the process
models that form the basis for those simulators will require better
understanding of the relationships between microscopic and macroscopic aspects
of the displacement process. The project described in this report 1s aimed at
improving understanding of several fundamental features of any tertiary CO,
flood: (1) the efficiency of local mixing of 002 and trapped oil droplets,
which may be shielded by water; (2) the compositions, densities and
viscosities of phases which occur in a CO, flood; and (3) the interactions of
larger scale flow behavior, gravity segregation and viscous fingering, with
local mixing and phase behavior. The approach used here is to make
independent measurements of properties which determine process mechanisms, at
least where such measurements are possible, and then use the results of those
measurements to interpret more complex displacements where several process
mechanisms may be operating simultaneously. Thus, the work reported here
includes experiments to study effects of pore structure on miscible flood
displacement efficiency and separate experiments to study the behavior of
C02—crude 0il mixtures at reservoir conditions.

The experimental portions of this project are reviewed in 82 and 83. 1In
§2, the published literature on trapping (shielding of trapped oil by water),
dispersion and dead—-end pores 1s reviewed and initial displacement experiments
with fluids of matched density and viscosity are described. In 83, supporting
experiments to measure phase behavior and fluid properties of COZ—crude oil
mixtures are described. Results of volumetric phase behavior experiments are
reported for two CO,-crude oil systems, one with and one without solution gas.
Additional development work and measurements to validate the continuous
multiple contact experiment are reported, as are results of phase compositions
and fluid property measurements for Mal jamar separator oil at several
pressures. Theoretical aspects of the interactions of phase behavior and flow
in porous media are discussed in §4. A qualitative assessment of the effect
on displacement efficiency of adding solution gas to a dead oil is given.
Finally, we return to the question of simulation with a review of options for
representation of the interactions of phase behavior, density and viscosity
variations in two-dimensional CO, floods.




2. DISPLACEMENT EXPERIMENTS

2.1 Literature Review

Single Phase Displacements

Interpretation of displacement experiments from the compositions of
produced fluids presents a challenge even for single-phase displacements in
linear cores. In miscible displacements, a transition zone develops between
the displaced and displacing fluid. As a displacement progresses, the
transition zone grows due to molecular diffusion, to mixing caused by
nonuniform flow velocities within individual pores (Taylor 1953) and to the
mixing which results from differences in flow path length caused by 1local
small-scale heterogeneity in the porous medium. Measurements of the length of
that transition zone, say the distance between the 10 and 90 percent
concentrations, can be used to calculate a dispersion coefficient (Perkins and
Johnston 1963) based on an analogy between molecular diffusion and dispersion
(Aronofsky and Heller 1957), which lumps several mixing mechanisms. Thus, the
assumption inherent in many interpretations of experimental work on miscible
flooding 1s that flow in a porous rock can be described by
convection-diffusion equation of the form

¢ ==+ V. (ve) -9V -DVec =0 (2.1)

where ¢ is the porosity, v the Darcy flow velocity, c¢ the local concentration
of one component in a binary displacement, and D the dispersion coefficient.
Core floods are normally assumed to be one-dimensional, and the velocity 1is
taken as uniform so that

2< - o, 0<EZ1 (2.2)

where v is the Darcy velocity for flow in the x direction, £ = x/L, T = vt/¢L
and 1/Pe = ¢D/vL, the Peclet number. Thus, in this case, the flow system is
characterized by a single parameter, the Peclet number.

The limitations of the simple representation given in equation (2.2) have
been reviewed in some detail by Heller (1963). A fundamental assumption
inherent in equation (2.2) is that the flow is uniform. Heller demonstrated
experimentally and theoretically that the assumption of uniform flow 1s often
not satisfied. He performed a miscible flood in which dyed styrene monomer
displaced clear styrene in a Berea sandstone core. After about half a pore
volume had been injected, the styrene was polymerized and the core sectioned.
There was clear evidence of channeling in a sandstone which is usually assumed




to be relatively uniform. Heller pointed out that the presence of local
nonuniformities does not preclude the use of a model of the form given in
equation (2.2) as long as the scale over which nonuniformities correlate is
small compared to the scale of the displacement. An apparent dispersion
coefficient determined for such a porous medium would be larger, however, than
that for a truly uniform porous medium. Hence, the apparent longitudinal
dispersion coefficient appropriate to a field scale displacement could easily
be very different from that measured for laboratory cores.

Nonuniform flow fields can arise from nonuniform fluid properties as well
as from nonuniform rock properties. Heller's (1963) derivation of the

conditions required for uniform flow illustrates the problem nicely. In
vector form, Darcy's law is

Vp+a-v+pg = 0 (2.3)

The curl of equation (2.3) is

%Xv——%VRXv+—E—VXv+VDX8=O (2.4)
~ x < ~ S
since V x Vp = 0. If the density and viscosity are functions of

concentration, then

p'kg
(JJ— +———XVc+V(2,nk)XV (2.5)

where W' = du/de, p' = dp/dc, g is the gravitational force vector, and v is
the Darcy velocity. In this form, the contribution of dispersion to the local
velocity has been neglected as have variations in porosity. The more general
case has also been considered by Heller (1966). If the flow 1s initially
irrotational, as it is in uniform radial or linear displacements, then V x v =
0. It will remain so only 1if the vorticity, V x v, vanishes everywhere in the
flow. If viscosity and density are independent of concentration, and if
permeability does not vary, then each term in equation (2.5) vanishes
identically, and the flow will remain uniform. The flow may still remain
uniform if there are no permeability variations and if the vector, p'/p v +
p'k/u g, 18 aligned with the concentration gradient (Heller 1963, 1966). This
will be true, for instance, in slow downward displacements of a viscous, dense
fluid by a less wviscous, less dense fluid. In that case, gravity forces
stabilize an otherwise unstable displacement (Saffman and Taylor 1958; Dumore
1964). Watkins (1978) used gravity segregation to stabilize displacements in
CO2 floods, where phase viscosities and densities are necessarily functions of
composition. In the experiments reported below, we use fluids of closely
matched density and viscosity to eliminate flow nonuniformities due to
variations of fluid properties with composition.




The solution to equation (2.2) for one set of boundary conditions has
been given by Aronofsky and Heller (1957). Other boundary conditions have
been considered by Aris and Amundson (1957), Brenmer (1962), Coats and Smith
(1964), and no doubt others. In practice, the solutions do not differ greatly
except at early time in the inlet region, and even then, only when the Peclet
number is small. The approximate solution

L . ierfc {x_—_vl:_ 0<x<L (2.6)

Co 2 2./Dt

where C, is the injected concentration (the concentration of 1 in the porous
medium is assumed to be zero until time is zero), and L 1s the system length,
is usually used to determine the dispersion coefficient from effluent
composition data (Brigham, Reed, and Dew 1961; Perkins and Johnston 1963).

In the solution given in equation (2.6), the midpoint of the transition
zone moves with the displacement velocity v, and the composition profile is
symmetric about the midpoint. 1In standard miscible displacement experiments,
the composition profile at a fixed time cannot be observed. Instead, the
compositions of fluids passing a fixed point, the core outlet, are measured.
A plot of effluent compositions against time (or pore volumes injected) will
be slightly asymmetric because the transition zone continues to grow during
the time period during which it is produced. In actual displacements,
however, observed effluent composition curves are often more asymmetric than
can be explained by transition zone growth alone. At the trailing edge of the
transition zone, the displaced flulid is recovered more slowly than predicted
by equation (2.6). Deans (1963) and Coats and Smith (1964) proposed models to
account for the asymmetry. Both models hypothesized that some portion of the
porous medium might be stagnant, so that fluid present 1in such "dead-end
pores” would be recovered only by mass transfer into the flowing stream.
Deans' model considered mass transfer from dead-end pores, but did not
consider effects of longitudinal dispersion in the flowing stream. The model
proposed by Coats and Smith accounted for both longitudinal dispersion and
mass transfer from dead-end pores. Their model has the form

ac oc* 3c 1 3% _
f—a—"l'(l- )—a_‘r—“f'é*g‘*ﬁz‘a-g—z“—-o (2.7)

where ¢ 18 now the concentration in the flowing stream, f the flowing
fraction, c* the concentration in the stagnant volume, Kp, = $KL/v, and K the
mass transfer coefficient. At its heart, the Coats-Smith model is an attempt
to represent the heterogeneity of the rock. It does so by using two
additional parameters, the flowing fraction, f, and the dimensionless mass
transfer coefficlent, to describe the flow. Unfortunately, there is no
simple way to measure F and K independently. Instead, the parameters are
determined by history matching effluent composition data.




Multi-variable curve fits of the type required to history match effluent
composition data can be difficult to perform because the parameters may not be
completely independent. For instance, 1if the flowing fractiom, f, 1is near
one, the calculated results are not sensitive to the value of the mass
ETAPSE LTS P fIri e ca1turibal 16T [478€ valu€s 6 X may be véry close to that
obtained for small values of K and large values of D. Thus, it may be
difficult to determine parameters uniquely, especially when the experimental
results also exhibit scatter.

Interpretations of miscible displacement experiments based on the
Coats—-Smith model have been reported for sandstones by Baker (1977); Batycky,
Maini, and Fisher (1980); and Spence and Watkins (1980). Figures 2.1 and 2.2
summarize dispersion and mass transfer coefficilents reported for Berea
sandstone cores. Even the dispersion coefficients (Figure 2.1) show
substantial scatter, though a trend of increasing D with increasing velocity
is clearly evident. Mass transfer coefficients showed much more scatter,
probably because the flowing fractions determined for the sandstone cores were
close to one. In fact, Baker (1977) found the flowing fractions to be exactly
one for the three displacements conducted in Berea cores and hence reported no
mass transfer coefficients. Spence and Watkins (1980) reported flowing
fractions ranging from 0.946 to 0.997 for sandstone cores, so again, mass
transfer coefficients were probably only weakly determined. Batycky, Maini,
and Fisher (1980) also found flowing fractions to be above 0.9 for a Berea
core. While several authors have argued that the mass transfer coefficient
probably depends on the flow velocity, the data in Figure 2.2 provide little
guidance as to the relationship.

Extensive displacement-miscible displacement data for carbonate cores
have been reported by Baker (1977); Batycky, Maini, and Fisher (1980); and
Spence and Watkins (1980). Dispersion coefficients determined using the
Coats—Smith model are collected in Figure 2.3. As for sandstones, a clear
dependence on velocity 1s observed, though at any given velocity the range of
coefficients is nearly two orders of magnitude, as might be expected given the
variations in heterogeneity from core to core. Mass transfer coefficlents for
the carbonate cores are reported in Figure 2.4. With some 1imagination, a
velocity dependence can be discerned. Again, the range of values at a given
velocity 1is 1large. While some of that variation 1is probably due to
differences between cores, it must also reflect the lumping of a variety of
physical mechanisms into a single mass transfer coefficient. In addition, the
range may be partly due to differences in fitting procedures (Batycky, Maini,
and Fisher 1980).

Flowing fractions determined for the various carbonate core samples are
plotted against flow velocity in Figure 2.5. Some, but by no means all, of
the samples show much lower values of f than are typical for sandstones, but
there 18 no clear dependence of f on flow velocity. Spence and Watkins (1980)
argued that the flowing fraction was really a measure of local heterogeneity.
In other words, the rock consists of some flow paths, presumably the larger
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pores, in which the flow velocity is greater than the overall average velocity
and some flow paths in which flow 1is slower than the average. Thus, in the
interpretation given by Spence and Watkins it is not necessary that all of the
fluid in the stagnant fraction of the pore volume be motionless, only that it
move significantly more slowly than that in the flowing fraction. Analyses of
pore size distributions for the cores studied supported their contention:
samples with wider pore size distributions showed smaller values of f. Both
Spence and Watkins (1980) and Batycky, Maini, and Fisher (1980) reported that
for carbonate samples, f declined with increasing velocity. Such behavior is
consistent with the idea that there exists a spectrum of flow velocities and
that an increase in the displacement velocity increases the flow velocity more
in the most permeable flow paths than in the slow flow paths. Thus, in the
model interpretation, at high velocities the difference in velocity between
slow and fast flow paths is larger and hence, more of the pore space is lumped
into the class of slow moving or "stagnant” volume. Unfortunately, data
reported so far do not appear to be sufficiently precise to test the
hypothesis carefully. Figure 2.6 reports only data for cores in which
displacements were performed at more than one velocity. Those data, along
with results of the replicated measurements reported by Yellig and Baker
(1980) suggest that scatter in the flowing fraction, caused either by
experimental error or by problems in fitting the results, is at least as large
as any velocity effect.

Comparison of the results shown in Figures 2.1 and 2.2 with those in
Figures 2.3-2.5 clearly indicates that miscible displacements are
significantly less efficient in carbonate rocks. While questions remain
about how the parameters obtained from the model proposed by Coats and Smith
are related to the physical characteristics of the rocks and the fluids, that
model is the only one in current use which attempts to account for effects of
core heterogeneity on laboratory scale displacements. Spence and Watkins
presented convincing evidence that efficiency of both secondary and tertiary
co, floods in short cores correlates well with the measures of heterogeneity
produced by the Coats-Smith model for miscible displacements in the same
cores. Thus, the results of such model interpretations have some value as
tools for characterization of laboratory core displacements.

Questions also remain about the 1mpact of stagnant volumes on
displacements at reservoilr scale. Coats and Smith (1964) argued on
dimensional grounds that the mass transfer group (K, = KL/v) 1is large at the
displacement lengths and velocities typical of reservoir scales. A large mass
transfer coefficient would lead to equalization of concentrations between
flowing and nonflowing streams on a time scale which would be short compared
to the time required for flow. Stalkup (1970); Spence and Watkins (1980); and
Batycky, Maini, and Fisher (1980) used similar arguments and tested their
scaling arguments in long core displacements. The experimental results
supported the conclusion that mass transfer rate limitations are less
important on a field scale. Baker's (1977) analysis of the effect of length
differed, however. He derived an effective dispersion coeffﬁfient for long
displacements which depended on the dimensionless group DK/u“, but did not
depend on length. 1In his approach, then, long displacements can be modeled by
a simple dispersion model in which the apparent dispersion coefficient is
larger than a local dispersion coefficient due to heterogeneity.

12




£l

F‘

FLOWING FRACTION,

1.0

LR RD 4 VT IO 1 T Ty

7
‘ \ //
22
Y
— 7 l
A & ! i
2 -
- -
2.0 p o1yl L1 ta113l el L L1yl N S
.00881 . 8001 .00 . .01 A i.
FLOW VELOCITY U CCM/SEC)
Figure 2.6 Dependence of flowing fraction on flow velocity for carbonate core

samples. Data shown are only those for which displacements were
performed at different velocities in the same core. Sources of data:
+ +, x---x, $———¢ Batycky, Maini, and Fisher (1980); ¢ %
Spence and Watkins (1980); A----- A, V———V, A—A, V===V, D] D,
4----4 Yellig and Baker (1980); O ----0 Baker (1977).




A fundamental assumption inherent in the arguments given by Coats and
Smith (1964), Stalkup (1970), and Baker (1977) is that the dispersion and mass
transfer coefficients remain constant as the scale of the displacements 1is
increased. That assumption is probably not accurate. 1In real porous media,
the dispersion and mass transfer coefficients measured inevitably include
averaged effects of local heterogeneities (Heller 1963). For 1instance,
dispersion coefficients measured on field scales are often several orders of
magnitude larger than those determined on a laboratory scale, and quantitative
estimates of the effects of heterogenelty on dispersion are available in the
ploneering analysis of the impact of random variations on apparent dispersion
coefficients by Gelhar, Gutjahr and Naff (1979). No such analysis of mass
transfer from stagnant pore volume has been attempted, but it appears likely
that a similar dependence on scale exists. Hence, it also appears likely that
effects of mass transfer similar to those observed on a laboratory scale will
occur on a field scale.

Multiphase Displacements

0f particular interest for this study is the effect of high water
saturations on the efficiency of CO, displacements. Effects of varying
wetting phase saturation have been investigated by Raimondi, Torcaso and
Henderson (1961); Thomas, Countryman and Fatt (1963); Raimondi and Torcaso
(1964); Stalkup (1970); and Shelton and Schneider (1975). In their first
paper, Raimondi, Torcaso, and Henderson (1961) reported that while some oil
was shielded by high water saturations, it could all be recovered eventually
by continued miscible displacement. In their second paper (Raimondi and
Torcaso 1964), however, they argued that the experiments reported previously
were not conclusive since they had been performed with fluids for which the
mobility ratio was adverse. 1In the second paper, they reported results of
displacements of fluids with matched density and viscosity and found that
significant fractions of hydrocarbons were permanently trapped. Their
displacements were performed in Berea sandstone.

Thomas, Countryman, and Fatt (1963) reported evidence for what they
called "dendritic pore volume"” in the nonwetting phase caused by high wetting
phase saturations, and reported that apparent dispersion coefficients
determined for the nonwetting phase increased with increasing water
saturation. They performed displacements in which paraffin was the wetting
phase in Boise sandstone. The core was saturated with liquid paraffin, and
then air was injected to establish a nonwetting phase saturation. The
paraffin was solidified, and the pore space previously occupied by air was
saturated with brine. Displacements of that brine by brine of a different
sodium chloride concentration were used to investigate effects of a truly
immobile "wetting” phase (solidified paraffin) on dispersive mixing 1in the
"nonwetting"” (water) phase. Thomas, Countryman, and Fatt (1963) argued on the
basis of early breakthrough of the displacing fluid that some of the
nonwetting phase was located in pores which did not contribute to the flowing
stream, dead-end or dendritic pores whose shape was determined by the location
of the wetting phase. They hypothesized that slow mass transfer out of the
dendritic pores accounted for the broad transition zones they observed at high
wetting phase saturations, and concluded that such flows could not be
described adequately by a simple convection-dispersion model.
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Stalkup (1970) interpreted miscible displacements of the oil phase at
varying water saturations using the Coats-Smith model, and found that the
model did an adequate job of describing displacement of nonane (C9) by
undecane (Cll)’ but attempts to predict the displacement of C9 by propane were
much less successful. Stalkup argued that in an actual rock, there must be a
spectrum of mass transfer coefficients and proposed a model in which two
separate stagnant fractions were allowed to have different mass transfer
coefficients. The new model did improve the fit to experimental results to
some extent, but the agreement was still not as good as for the stable
miscible displacements. It seems likely that the principal reason for the
lack of agreement was that the displacements of Cg by propane were unstable
and probably dominated by viscous fingering. The Coats—-Smith model does not
attempt to account for the physics of finger growth so it is not surprising
that it does a poor job of predicting results of unstable displacements.
Stalkup's results for stable, miscible displacements, however, clearly
indicate that as water saturation -increases, the flowing fraction decreases
and apparent dispersion coefficient increases. Those observations are
consistent with the idea that some of the o0il present at a given water
saturation resides in pores which may have more than one entrance or exit but
which are effectively dead-end because water blocks access of the flowing
solvent stream to the trapped oil. Both effects indicate that, on a
laboratory time scale at least, displacements of oil by COZ at high water
saturations will be less efficient in rocks similar to the Berea sandstone
used, which presumably was strongly water-wet.

Shelton and Schneider (1975) also used Berea cores to investigate effects
of high water saturations. They suggested that at any given level of oil
relative permeability, the difference in saturatiem-between the primary
drainage and imbibition oil relative permeability curves provides a measure of
the trapped o1l saturation. In addition, they argued that the wetting phase
maintains continuous flow paths at all saturations and hence is not trapped
and should be completely recoverable by solvent injection. In separate
miscible displacements in the oil-water phases, they found that the presence
of a second mobile phase slowed recovery of either phase, but the nonwetting
phase recovery was much more strongly affected. All of the wetting phase
could be recovered by a miscible displacement, but significant amounts of
nonwetting phase remained unrecovered at the end of the tests, though oil was
still being produced slowly. Those results suggest that o1l recovery by
solvent injection would be more efficient in oil-wet rocks.

Shelton and Schneider (1975) also compared secondary and tertiary
miscible displacements for wetting and nonwetting phases. They found little
difference between secondary and tertiary flood results. The floods were
conducted, however, with adverse viscosity ratios in the neighborhood of 40:1,
so that 1t 1is possible that viscous fingering dominated both sets of
displacements. Transition zones were much longer than could be attributed to
dispersion in both secondary and tertiary displacements, which suggests that
effects of the distributions of phases on mixing may have been swamped by
viscous fingering. Watkins (1978) successfully correlated residual oil
saturations to COZ core floods with estimates of the importance of viscous
fingering and suggested that the low recoveries observed by Shelton and
Yarborough at high displacement rates were a reflection of the effects of
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viscous fingering, and hence did not accurately measure the local displacement
efficiency in the swept zone.

The extensive displacement results for CO, and rich gas systems reported
by Shelton and Schneider offer a good example of the difficulty of
interpreting displacement experiments from effluent composition data. Viscous
fingering, unfavorable phase behavior, and heterogeneity can all cause a broad
transition zone, and hence, it can be difficult to sort out which mechanism or
mechanisms dominate displacement efficiency. The experimental procedures
described below are an attempt to eliminate the effects of viscous instability
and the complications of CO0,~crude oil phase behavior, and thereby isolate the
effects of core heterogeneity and screening of oil by high water saturations.
It is clear, however, that quantitative interpretations of such experiments
are still strongly dependent on the assumptions inherent in the model used to
describe the flow, whether it be a dispersion model, a capacitance-dispersion
model (Coats and Smith 1964) or some other approach. While there 1is no
tractable alternative to describing complex flows in complicated porous media
in terms of lumped parameters of some sort, the limitations inherent in that
approach must be recognized.

2.2 Results of Displacement Experiments

Figures 2.7 and 2.8 show schematics of the simple displacement equipment
used to perform stable miscible displacements in two cores which represent the
range of porous media to be studied in this project. The properties of the
two cores studied so far are given in Table 2.1. The first is a Berea
sandstone core which 1s reasonably uniform, at least by comparison with the
San Andres carbonate core obtained from the Algerita Escarpment in
northeastern New Mexico.* The apparatus shown in Figure 2.7 is used to
perform miscible displacements in which only one phase is present in the core.
The core 1s saturated with one fluid, ethylbenzene for example, flow at the
displacement velocity is established, and then the injected fluid is switched
rapidly from ethylbenzene to ethylbutyrate. Fluids produced from the core are
collected and their compositions determined by gas chromatography. Amounts
produced are determined by weight.

The apparatus shown in Figure 2.8 1is used to prepare cores for separate,
simultaneous miscible displacements Iin the oil and water phases. In two-phase
displacements, the core 1is first saturated with brine of a given salt
concentration (2 wt. Z NaCl). Then, brine and oil (ethylbenzene, for example)
are injected simultaneously at fixed volumetric flow rates until steady state
saturations of oil and water in the core have been established. Saturations
are determined by material balance on injected and produced fluids and
relative permeability to each phase is determined from the pressure drop.
High injection rates are used during this portion of the experiment to reduce
capillary end effects. Once steady state saturations have been established,

*We are grateful to Shell Development Co. for providing us with this core
material.
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Table 2.1
Core Length Diameter Permeability Porosity Pore Volume
(cm) (cm) (md) (%) (em®)
Berea Sandstone 15.05 3.82 177 18.4 31.7
66.7 5.08 29.5 17.4 235.2

San Andres Outcrop

Properties of Core Materials

Table 2.2 Properties
Component Abbreviation
Ethylbenzene EtBe
Ethylbutyrate EtBu
IPA

Isopropanol
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of Fluids Used in Miscible

Density

fg/cms)
0.8600

0.8728

0.7815

Displacements at 25°C

Viscosity

(mPa-s)

0.619

0.619

2.12




the core 1is transferred to an apparatus similar to that shown in Figure 2.7 in
which the miscible displacements are performed. In that portion of the
experiment, the injection rate of each phase 1is reduced proportionately to
produce a flow velocity more representative of reservoir flow rates. The
fractional flow of o1l and water is maintained constant, however. Then,
injection of o1l is switched from ethylbenzene to ethylbutyrate and that of 2
wt. % NaCl brine to 1 wt. 7% NaCl brine. Effluent oil-water mixtures are
separated continuously by a membrane separator. 0il samples are collected,
weighed and analyzed by gas chromatography. Brine samples are analyzed
on—-line with a conductivity meter with amounts measured by weight of samples
collected.

The sequence of experiments planned for each reservoir core is:

(1) Miscible displacements in the absence of water with fluids of
matched density and viscosity.

(2) Simultaneous, steady-state miscible displacements in o1l and
water phases at various flowing fractions of o0il and water,
again performed with fluids of matched density and viscosity.

(3) Displacements of o0il by CO, at various flowing fractions of CO,
and water.

Properties of fluids used for the miscible displacements under (1) and (2) are
given in Table 2.2. The displacements to be performed in part (1) of the
characterization of a given reservoir core are intended to assess the effects
of rock pore structure efficiency of the simplest possible displacement
process, a stable, single phase displacement. Spence and Watkins (1980) found
that the efficiency of such displacements correlated well with results of
continuous secondary and tertiary CO, floods in the same cores, though they
did not attempt to measure the effects of high mobile water saturations. As
discussed above, effects of pore structure alone can be difficult to interpret
even without the complications of the distributions of phases, phase behavior,
viscous fingering and so on.

The experiments in part (2) are designed to provide information
concerning the effects of mobile water saturations on dispersive mixing,
transfer of components from dead-end pores or droplets, and screening of
trapped oil from contact with flowing solvent. While such measurements have
been reported for Berea sandstone cores, no results have been published for
reservolr cores typical of fields which are likely to be flooded with COZ’
Since the use of mobile water saturations to reduce mobility of CO, is planned
for many co, floods, some assessment of the impact of high water saturations
on the process by which 002 contacts and displaces trapped oil appears
essential. Again, elimination of the effects of viscous instability and phase
behavior by performing the displacements with first contact miscible fluids of
matched density and viscosity is designed to 1solate the effects to be studied
and to provide a base for Interpreting more complex floods with CO, and crude
oil.
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The displacements in part (3) will parallel those in part (2) with the
exceptions that the viscosities and densities will no longer be matched and
the complex phase behavior of CO0y-crude oil mixtures will be a factor. In the
absence of a detailed theory of the development of viscous fingers,
interpretation of the displacement experiments will require that the floods be
stabilized by gravity segregation in vertical displacements (Saffman and
Taylor 1958; Dumore 1964) or by the injection of a transition zone between co,
and oil in which concentration, and hence fluid property, gradients are small
enough that a stable displacement occurs. In practice, the maximum rates at
which gravity stabilized displacements can be performed may be very low
because the difference in viscosities is large and the difference in densities
small. Furthermore, because the viscosity of one of the injected phases will
change when injected o0il is switched to injected CO0,, the fractional flow of
water, and hence the water saturation in the core, will change, unless the
injection rate for CO, is altered appropriately at the time of the switch. If
a transition zone between oil and CO, is injected, the problem of maintaining
constant water saturation in the core becomes more complex. Details of the
experimental procedures to be used to perform the CO,-oil-water displacements
are still under consideration, therefore. Results of fluid property
measurements for ethylbenzene and ethylbutyrate are given in Figures 2.9-2.12.
Figure 2.9 indicates that the viscosities of ethylbenzene and ethylbutyrate
are very closely matched in the neighborhood of room temperature. Figure 2.10
shows that the densities of the two oils differ by only about 1% at room
temperature. Figures 2.11 and 2.12 report viscosities and densities of
mixtures of the two oils measured at 25°C. The results presented in Figures
2.11 and 2.12 indicate that mixtures which occur in the transition zone of a
miscible displacement will have fluid properties differlng only slightly from
those of the pure components.

Table 2.3 summarizes displacements completed to date. The first series
of displacements were performed to test the assumption that effects of
differences in viscosity and density were insignificant. For instance, in
runs S1A and S1B and runs S3A and S3B, ethylbenzene was displaced by
ethylbutyrate, and then the ethylbutyrate was displaced by ethylbenzene. 1In
both pairs of runs the flow velocity was held approximately constant.
Effluent composition data for runs S1A and S1B are given in Figure 2.13. The
two effluent composition profiles are almost identical, evidence that the
small difference in density does not measurably alter apparent dispersion
levels. Runs S3A and S3B were a similar test. Effluent composition data for
those runs are given in Figure 2.14. Again, the agreement between the runs is
within the level of experimental error typical for this type of experiment.

Dispersion coefficients were determined for the six displacements in
sandstones by performing least squares fits of the effluent composition data
to a straight line in arithmetic probability coordinates. That procedure 1is
equivalent to fitting effluent compositions to equation (2.6) (Brigham, Reed,
and Dew 1961; Perkins and Johnston 1963). A typical plot is shown in Figure
2.15 for run S1A. The straight line shown resulted from the least squares fit
to the effluent compositions in the leading edge of the transition zone. Use
of that data avoids distortion from tailing of the trailing edge or from small
errors in the analysis of samples containing very small concentrations of one
component.
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Table 2.3

Summary of Miscible Displacements

Flow Dispersion

Velocity Displacing Displaced Coefficient PV Injected
Run Core (cm/sec) x 103 Fluid Fluid Direction (cmz/sec) x 10" at 507 Conc.
SIA SS 3.61 EtBu EtBe Downward 3.40 1.007
S1B SS 3.84 EtBe EtBu Downward 3.85 .986
S2A SS 8.66 EtBu EtBe Downward 7.86 .991
S2B SS 4,81 EtBe EtBu Upward 6.39 .954
S3A SS 1.97 EtBu EtBe Downward 1.49 .980
S3B Ss 1.27 EtBe EtBu Downward 1.14 .976
ClA c 1.50 EtBu EtBe Downward 74.1 .826
C2A C 2.34 EtBu EtBe Downward 104 .800
C3A c 6.41 EtBu EtBe Downward 331 .799
C3B C 6.26 EtBe EtBu Downward 425 .802
S4 SS 1.05 EtBu IPA Downward - 1.118
S5 SS 1.05 IPA EtBu Upward - .987
C4 C 3.15 EtBe IPA Upward - .693
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Dispersion coefficients so determined are plotted against average
interstitial flow velocity in Figure 2.16. The solid curve shown is that
suggsested by Spence and Watkins (1980) for Berea sandstone.

D = 0.0718 x 10~4 + 0.3565 v!1-26 (2.8)

where D is the dispersion coefficient (cmz/sec) and v the average interstitial
velocity (cm/sec). The agreement is good, especially given the relatively low
sensitivity of calculated effluent composition profiles to scatter in the
dispersion coefficient.

History matches to determine mass transfer coefficients and the flowing
fraction for the Coats—-Smith model have not yet been completed, but it is
apparent from the effluent compositions that the flowing fractions will be
very close to one for the Berea core. The last column of Table 2.3 reports
the time (in pore volumes injected) at which the 50 vol % concentration of
injected fluid appeared at the outlet. While the value 1s not identical to
that which would be obtained from a fit to the capacitance-dispersion model,
it is a reasonable initial guess. It 1is apparent from the values obtained
that flowing fractions will be close to one for the sandstone core. The range
of values shown in Table 2.3 is consistent with ranges reported by Spence and
Watkins (1980); and Batycky, Maini, and Fisher (1980) for sandstones.

Four displacements were performed in the carbonate core to test
repeatability of displacements in less homogeneous porous media. Figure 2.17
reports effluent compositions for the two low velocity displacements (runs ClA
and C2A), and Figure 2.18 gives similar data for the two displacements at
higher velocities (runs C3A and C3B). While the results of the displacements
show somewhat more scatter than those in the Berea core, the results generally
indicate acceptable repeatability.

Effluent composition histories from the four displacements in the
carbonate core show clear evidence of a much more heterogeneous porous medium
than the sandstone. Production of the injected fluid occurred before 0.5 PV
injected in contrast with a value of about 0.8 PV for the sandstone, and a
long tail of production of the fluid originally present was observed 1in all
displacements. While displacements were essentially complete at 1.5 PV
injected in the sandstone core, small amounts of original fluid were still
being recovered at 3.0 PV injected in the carbonate core. Dispersion
coefficients estimated from effluent compositions at the leading edge of the
transition zone were one to two orders of magnitude larger than those in the
sandstone (Table 2.3). It 1is apparent, as discussed above, that measurement
of a dispersion coefficient is open to question when the flow is nonuniform.
The values reported should be treated, therefore, as qualitative measures of
the heterogeneity of the flow system rather than as results to be used to
predict effluent composition profiles. Times at which the 50% concentration
of injected fluid appeared at the outlet also reflect the heterogeneous nature
of the carbonate core. It 18 clear from the results given here, that even
ideal miscible displacements are much less efficient in a heterogeneous porous
medium such as the carbonate core than in a more uniform rock such as Berea
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sandstone. For CO, flooding applications, however, the behavior of
heterogeneous cargonates is of greatest interest.

Three additional displacements were performed to obtain effluent
composition profiles for floods in which nonuniform fluid properties were
deliberately introduced. 1In run S4, isopropanol (IPA) was displaced downward
by more dense, less viscous ethylbutyrate (EtBu) in the sandstone core. The
effluent composition profile which resulted is shown in Figure 2.19, along
with the profile for rum S5, in which low density, high viscosity IPA
displaced EtBu upward. Run S4 was clearly unstable. Breakthrough occurred at
about 0.5 PV injected. Run S5, however, was stable because at the relatively
high displacement velocity, viscous pressure drop dominated the adverse
density difference between phases. In the unstable displacement (run S4),
viscous fingering broadened the transition zone enough that the 507
concentration did not appear at the outlet until about 1.1 PV had been
injected. 1In the stable displacement (run S85), it appeared at approximately
the same time (0.987 PV) as in displacements with fluids of matched density
and viscosity.

Results of run C4 are shown in Figure 2.20. In that run, low viscosity,
high density ethylbenzene (EtBe) displaced high viscosity, low density IPA
upward in the carbonate core. That displacement was also unstable. The
effluent composition profile shows clearly that the effect of viscous
fingering is to exaggerate the effects of heterogeneity in the carbonate core.
Breakthrough occurs very early, and a very broad transition zone occurs.

The results presented here are consistent with those presented by Lacey,
Draper, and Binder (1958) who showed conclusively that viscous fingering can
significantly alter displacement efficiency even in small diameter laboratory
cores. It should be noted that the viscosity ratio used in this displacement
is substantially less adverse than values typical in actual CO, floods. Thus,
it is apparent that unless some measure, such as gravity stabilization, is
taken to eliminate instability, viscous fingering will have an important
effect in short laboratory core floods. Given the potential complexity of
interactions of phase behavior, heterogeneity, and viscous fingering,
interpretation of the relative importance of competing mechanisms in such
displacements may be very difficult.

2.3 Conclusions

Displacement results available to date establish that:

(1) Ethylbenzene and ethylbutyrate have densities and viscosities
sufficiently closely matched that effects of gravitational and
viscous instability are eliminated from vertical displacements
in short cores.

(2) Repeatable effluent compositions can be obtained for both
uniform and heterogeneous cores in the absence of water.
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(4)

Effects of core heterogeneity on miscible displacement
efficiency can be detected easily with the experimental
technique used. Single phase miscible displacements provide a
relatively convenient way to characterize rock properties.

Effects of viscous or gravitational instability must be

eliminated if first contact or multiple contact miscible
displacements are to be interpreted with reasonable certainty.
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3. SUPPORTING MEASUREMENTS: 'PHASE BEHAVIOR AND FLUID PROPERTIES
OF CO,—CRUDE  OIL MIXTURES

Detailed interpretation of flow experiments in which CO, displaces crude
0oil requires independent measurements of the compositions, densities and
viscosities of phases which develop as CO, mixes with and displaces the oil
and water present in the core. 1In this section, we report results of single
contact PVT experiments for two systems: recombined Mal jamar reservoir fluid
at 90°F and Wasson stock tank oil at 105°F. Results of the experiments for
the recombined Mal jamar sample shed some light on the effects of solution gas
on phase behavior and displacement performance. Results of the study of the
Wasson stock tank o0il are similar to those reported previously for Maljamar
separator oil (Orr and Taber 1981; Orr, Yu, and Lien 1981). Also reported in
this section are details of the continued development of the continuous
multiple contact (CMC) experiment for measurement of phase compositions and
fluid properties. Work to improve the experiment by adding continuous
measurement of phase viscosities and densities is reviewed. An analysis of
the behavior of the experiment for binary systems 1is given and tested
experimentally for the CO,-decane system. In addition, results of
measurements of phase compositions and densities are reported for mixtures of
CO, with Maljamar separator oil at several pressures. Results of one
experiment in which solution gas was present are also given.

3.1 Volumetric Behavior’ of CO,-Crude 0il Mixtures

Mal jamar Recombined Reservoir Fluid

The volumetric behavior of ten mixtures of CO, with a recombined
reservoir fluid (RRF) was made by adding 672 SCF/BBL of solution gas to
separator oll from the Maljamar Field, Lea County, New Mexico. Compositions
of the solution gas, separator oifl and RRF are given in Table 3.1. The bubble
point of the RRF was 1450 psia (10000 kPa) at 90°F. Phase volumes were
measured as a function of pressure for each mixture in a visual cell described
previously (Orr, Yu, and Lien 198l; Orr and Taber 1981).

Figure 3.1 summarizes volumetric behavior and saturation pressures for
the CO,-RRF mixtures. For comparison, results of similar measurements for
mixtures of CO, with the separator oil alone are reproduced in Figure 3.2.
Details of those experiments have been reported previously (Orr, Yu, and Lien
1981; Orr and Taber 1981). 1In the CO,~RRF system, mixtures containing less
than about 60 mol % CO, formed liquid and vapor phases at low pressures and a
single 1liquid phase at high pressures. At CO, mole fractions above 0.6,
liquid and vapor phases were present at low pressure, two liquids formed at
high pressure, and two liquids and a vapor coexisted at intermediate
pressures. In the CO,—separator oll system (Figure 3.2), mixtures containing
less than about 74 mof % CO, separated into liquid and vapor at low pressures
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Table 3.1 Composition of Maljamar Solution Gas, Separator
0il and Recombined Reservoir Fluid

Carbon Solution Separator Recombined
Number Gas 0il Reservoir Fluid¥

(Mol %) (Mol %) (Mol %)

1 56.55 - 29.39
2 19.61 - 10.19
3 16.06 - 8.35
4 6.37 - 3.31
5 1.41 3.90 2.61
6 - 9.37 4.50
7 - 10.27 4.93
8 - 13.54 6.50
9 ~ 11.91 5.72
10 - 7.50 3.60
11 - 5.59 2.68
12 - 4.32 2.07
13 - 3.93 1.89
14 - 3.29 1.58
15 - 2.73 1.31
16 - 2.26 1.09
17 - 2.23 1.07
18 - 1.34 0.63
19 - 1.07 0.51
20 - 1.36 0.65
21 - 1.10 0.53
22 - 0.77 0.37
23 - 0.96 0.46
24 - 0.88 0.42
25 - 0.68 0.33
26 - 0.38 0.18
27 - 0.59 0.28
28 - 0.38 0.18
29 - 0.40 0.19
30 - 0.40 0.19
31 - 0.40 0.19
32 - 0.40 0.19
33 - 0.13 0.06
34 - 0.14 0.07
35 - 0.14 0.07
36 - 0.13 0.06
374%% - 7.50 3.60

* Calculated for a GOR of 650 SCF/BBL

** Assumed molecular weight 563
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and formed a single liquid phase at high pressure. Bubble point pressures of
those mixtures increased with increasing CO, concentration. Mixtures
containing more than 74 mol 7 CO, formed liquid and vapor (L;-V) at pressures
below about 1000 psi (6890 kPa). With a small increase in pressure (but a
large volume change) the vapor phase was liquefied into a CO,-rich liquid (L,)
phase. For pressures above about 1100 psi (7580 kPa) two liquid phases were
present in the cell. Phase volumes in the liquid-liquid (Ll—LZ) region varied
slowly with changing pressure.

Comparison of Figures 3.1 and 3.2 yields the following observatioms. Two
or more phases existed over a much wider range of compositions and pressures
when solution gas was present. Bubble point pressures at low CO
concentrations were, of course, much higher. The three-phase (Ll—Lz—V) region
appeared at much lower CO, concentrations in the CO,-RRF system, and the
pressures at which three phases coexisted declined as the mole fraction of CO,
was 1ncreased. In contrast, pressures at which three phases were present
increased slightly with CO, concentration in the CO,-separator oil system. At
CO, mole fractions approaching unity, both systems showed three phases near
10%5 psia (7410 kPa) which is close to the extrapolated vapor pressure of co,
at 90°F (Newitt et al 1956; Orr, Lien, and Pelletier 1981). Reasons for the
differences in the shape of the three-phase regions have been discussed by
Orr, Yu, and Lien (1981).

For CO,~RRF mixtures containing between 50 and 60 mol % CO,, the
distinction between Ll—L2 and Ll—V behavior was not clear. Figure 3.3 shows
volumetric behavior of a mixture containing 60 mol X% CO,. At low pressures
(below about 1450 psia, 10000 kPa) the mixture appeared to behave as a
liquid~vapor system. That 1s, the overall compressibility of the mixture was
high, as it would be in a liquid-vapor system. For pressures between about
1450 and 2620 psia (10000 to 18060 kPa) the overall compressibility was low,
as would be the case in a liquid-liquid system. At no time, however, were
three distinct phases present in the cell. The two phases present at
pressures just below 2620 psia, however, were dark, and separated slowly, so
that it was difficult to measure the volumes of the phases. At pressures
above 2620 psia, the mixture appeared to form a single phase. The similar
appearance of the phases, the small difference in densities, and the abrupt
disappearance of the upper phase all suggest that the composition of the
mixture was close to that of a critical mixture.

Figure 3.4 shows the behavior of a mixture containing slightly more CO2
(65 mol %). That mixture did form three coexisting phases, and exhibited a
liquid-1iquid dew point at about 3600 psia (24820 kPa). Figure 3.5 shows
volumetric behavior typical of mixtures containing more than 80 mol % Co,. At
the highest pressure investigated, two liquid phases were present. The volume
fractions of the two 1liquid phases changed little with large decreases in
pressure until a vapor phase appeared at the top of the cell. Then, over a
narrow pressure range, the CO,-rich upper liquid (LZ) phase vaporized, though
little change in the L, phase was observed. Behavior similar to that shown in
Figure 3.3 was observeé for mixtures containing more than 80 mol % co,.

Finally, Figure 3.6 i1llustrates the behavior typical of the oil
containing only solution gas or a mixture containing a low concentration of
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CO, (less than about 40 mol 7% CO,). At pressures above the bubble point
pressure, only a single liquid phase was present in the cell. As the pressure
was reduced below the bubble point pressure, a vapor phase appeared at the top
of the cell. 1Its volume grew rapidly with further reductions in pressure,
while the volume of the liquid (L;) phase decreased slowly, so that the volume
fraction of the L; phase decreased rapidly.

A more direct comparison of the behavior of mixtures with and without
solution gas 1s given in Figure 3.7, reproduced from Orr and Taber (1981).
Figure 3.7a illustrates the volumetric behavior of a COz—separator oil mixture
containing 79.7 mol % CO,. As the pressure was increased from 950 psi (6550
kPa) to 1000 psi (6890 kPa), the vapor phase changed to a liquid with little
apparent change in the L; phase. Large additional pressure increases reduced
the volume of the L, phase as additional CO, was compressed into the L, phase.
Apparently, additional pressure increases would lead to the disappearance of
the L, phase at a liquid-liquid bubble point. Figure 3.7b 1illustrates the
behavior of a CO,-RRF mixture containing 74.4 mol % COy. The low pressure
behavior was qualitatively similar to that observed when solution gas was
absent except that the pressure required to liquefy the vapor phase was
several hundred psi higher, presumably because the methane concentration in
the vapor phase was appreciable. With pressure increases above about 1300
psia, the Ly phase volume began to decrease as the hydrocarbons in the L
phase were extracted into the L, phase. Apparently, the L; phase would have
disappeared at a liquid-liquid dew point had the pressure been increased above
4000 psia (27580 kPa).

The results shown in Figure 3.7 clearly indicate that the addition of
solution gas to the separator oil substantially altered the distributions of
hydrocarbon components between phases at the higher pressures. Comparison of
phase volumes at 2000, 3000 and 4000 psia (13780, 20680 and 27580 kPa) shows
that larger volumes of hydrocarbons were extracted into the L, phase when
solution gas was present even though the overall mole fraction of CO, was
slightly lower.

Interpretation of the single contact PVT results presented here in terms
of pseudo~ternary diagrams is discussed and compared with results of CMC phase
composition measurements (given below) in 84.

Wasson Stock Tank 0il

Volumetric behavior of seven mixtures of oil from the Willard Unit of the
Wasson Field (Gaines County, Texas) was studied at 105°F. Figure 3.8
summarizes results of those measurements. The phase diagram shown 1in Figure
3.8 1is remarkably similar to that shown in Figure 3.2 for Maljamar separator
01l at 90°F. The principal features of the two-phase diagrams, the locations
of the L-V, L,-L,, and L,;- 2~V reglons, are nearly the same. The bubble point
pressure curve ciimbed siightly more rapidly with increasing CO, concentration
for Wasson because the temperature was higher. The L;-L,-V region also
occurred at slightly higher pressures, again because the temperature was
higher. At the highest CO, concentration for which a three-phase region was
observed (95.0 mol Z C0,), the Ly-L,-V region appeared very near the
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extrapolated vapor pressure of CO,, as Orr, Lien, and Pelletier (1981) argued
it should. Figure 3.9 compares approximate carbon number distributions for
Wasson and Mal jamar oils. It is not surprising that the behavior of the two
oils is similar, since their compositions are also similar.

Figures 3.10~3.16 report the volumetric behavior of each of the mixtures
studied. Vapor-liquid bubble point pressures were observed for mixtures
containing 60.36 mol % CO, or less. The volumetric behavior shown in Figures
3.10, 3.11, and 3.12 simply reflects the fact that an increase in the CO,
concentration increases the pressure required to dissolve all the CO, in the
oil. As the amount of Co, dissolved in the o0il increases, so does the volume
of the saturated mixture. Figure 3.13 compares the swelling of Mal jamar and
Wasson dead crudes. In Figure 3.13, the swelling factor 1is defined as the
ratio of the volume of the mixture containing oil and CO, at its bubble point
pressure to the volume of the original oil at atmospheric pressure. There was
essentially no difference in swelling for the two oils.

Figures 3.14, 3.15, and 3.16 report behavior observed for mixtures
containing enough Co, that two or more phases were present over very large
pressure ranges. At low pressures, only a black oil phase and a clear vapor
were present. At pressures slightly below the extrapolated vapor pressure of
€o, at 105°F (1308 psia, 9020 kPa), a middle liquid (L,) phase appeared, and
with a small increase in pressure, grew rapidly in volume at the expense of
the vapor phase. In the Li-L, region phase volumes were much less dependent
on pressure. As 1in the Mal jamar system, saturation pressures 1in the Ll—L
region could only be estimated because both phases were so black and separateé
so slowly that it was nearly impossible to tell whether more than one phase
was actually present In the cell.

3.2 Phase Compositions and Fluid Properties: Measurement by
the Continuous Multiple Contact Experiment

Experimental Apparatus

Detalls of the continuous multiple contact (CMC) experiment have been
described previously (Orr et al 1980; Orr and Taber 1981). In this section,
we review briefly the experimental procedure and describe improvements to the
design reported previously. A schematic of the apparatus currently in use is
given in Figure 3.17. 1In a typical experiment, a_high pressure cell (a 1.27
cm ID stainless steel tube with a volume of 134 cm”) 1s filled with crude oil.
A Ruska pump injects mercury into a thermostatted vessel containing CO, at the
test temperatgre, which displaces COZ into the mixing vessel at a fixed rate,
usually 12 ecm”/hr. The temperature of the mixing cell is controlled to within
+0.2°F of the test temperature. An Eldex liquid chromatography pump removes
fluid from the bottom of the cell and circulates it to the top of the cell to
mix the fluids within the cell. The circulation rate of 450 cm”/hr is large
conpared to the injection rate.
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Several versions of the sample collection and circulation inlet and
outlet ports were tested to find a combination which provides rapid mass
transfer between phases but which also allows withdrawal of samples of each
phase uncontaminated by the other phase. The design currently in use is also
shown In Figure 3.18. Lower phase samples are drawn from the base of the cell
through a 1/16 in. OD tube. and lower phase tn he rirrnlatad fe withdeaon Fone

Upper and lower phase samples leaving the cell pass through separate
Mettler/Paar DMAS512 high pressure density measuring cells. Separate
temperature controllers maintain the temperature in each densitometer cell to
within #0.1°F. The densitometers must be calibrated with two fluids of known
density at the test temperature and pressure. Calibrations for the
experiments reported below were performed with pure CO, or methane (C;) as the
low density fluid, and decane (C;3) as the high density fluid. Density data
of Newitt et al (1956) were interpolated for Co, at 160°F and those of
Michels, Botzen, and Schurrman (1957) were used for Co, at 90°F. Densities
for methane were interpolated from data given by Harrison, Moore, and Douslin
(1973). Density data for decane were obtained from Reamer and Sage (1963).
The resolution of the density measurement is *0.0003 g/cm”. Uncertainties inm
the densities of calibration  fluids probably reduce the accuracy of the
measurement about *0.001 g/cm”.

Constant pressure is maintained in the cell by controlling the rate at
which samples are produced. A separate back pressure control valve regulates
production from each sample stream. Each control valve is a low dead volume
Nupro SS5-25G fine metering valve. Its position 1s adjusted continuously by a
DC motor driven by the difference between a set-point pressure and the output
of a Setra 204 transducer. To prevent conflict between the regulators, an
automatic switching circuit selects one to control the flow. During this
period (approximately five minutes), an air actuated shutoff valve is closed
downstream of the other control valve.

Downstream of the back pressure regulators, upper and lower phase samples
flow to separate multiport sampling valves which direct the two-phase mixtures
to one of a series of centrifuge tubes in which liquids are caught. Gas
samples flow out of the centrifuge tubes to an automatic gas sampling valve
installed in and controlled by a Hewlett-Packard 5840A gas chromatograph. A
second valve switches between gas sample streams. Gas samples are analyzed
on-line with a cycle time of about ten minutes. Liquid samples are analyzed
after completion of a displacement experiment because the analysis time (about
one hour per sample) 1s too long to allow on-line analysis. Amounts of heavy
components not eluted at the highest temperature were estimated using the
technique outlined in a proposed ASTM test method (American Society for
Testing and Materials, 1976) for analysis of crude oils. Amounts of liquids
produced are determined by weight. Produced gas volumes are measured with a
separate wet test meter for each sample stream. Samples are collected for one
hour to ensure that quantities of 1liquid and vapor are sufficient for accurate
measurements of amounts and compositions. The overall average composition of
each sample is calculated from the quantity and composition of the liquid and
vapor sample for each sample stream.
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The apparatus currently in use differs from that described previously in
the following ways:

(1) High pressure densitometers have been installed.

(2) Separate back pressure regulators control each sample stream to
provide more precise control of the volume of each phase
removed from the cell.

(3) The volume of the mixing cell has been doubled.

(4) The direction of circulation has been reversed; the circulation
intake and outlet, and sampling ports have been redesigned.

(5) Sample production lines were rerouted to minimize dead volume.

The volume of the cell was doubled to reduce the effects of averaging during a
sampling period (see below), so that large enough samples could be taken to
ensure complete displacement of the dead volume associated with the
densitometers (1.3 cm” each) and with the high pressure cells for measurement
of phase viscosities to be added 1later. The direction of circulation was
reversed to avold attempts at pumping a highly compressible vapor phase in
experiments at low pressure.

Measurement of Phase Viscosities

The goal of the research effort to improve the core experiment 1is to
develop a technique with which simultaneous measurements of phase
compositions, densities, and viscosities can be obtained at reasonable cost.
Phase compositions and densities can now be measured reliably, and an attempt
to add equipment for phase viscosity measurements is well underway. Standard
techniques for measurement of viscosities at high pressures, such as
measurement of pressure drop across a capillary tube, were eliminated from
consideration, because flow rates in the sample production lines are not known
accurately and because the flow rates are so low that the pressure drop across
a capillary would be small compared to the pressure oscillations caused by the
circulation pump and by the operation of the back pressure regulators. One
method which appears to be well-suited to the flow setting of the CMC
experiment relies on the measurement of the damping of the torsional vibration
of a cylindrical quartz crystal by a viscous fluid surrounding it. The
technique was first applied to viscometry of liquids at room temperature by
Mason (1947), and has since been used to study the viscosity of compressed
gases and liquids by a number of investigators (Welber 1960; Webeler 1961; De
Bock, Grevendonk, and Herreman 1967; De Bock, Grevendonk, and Awouters 1967;
Collings and McLaughlin 1971; Haynes 1973; Diller 1980). The technique has
been used to measure viscosities of pure components over wide ranges of
temperature, pressure and viscosities, but 1t has apparently not been applied
to the complex mixtures of interest here. The method appears to have several
advantages for the experimental application planned:
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(1) Quartz 1s 1inert to the components present 1in CO,—crude oil
mixtures (though the possibility that heavy asphaltic
components may adsorb at the crystal surface will have to be
investigated).

(2) The boundary layer in which the sample fluid is sheared near
the vibrating crystal is very thin, so the measurement can be
made with small sample volumes.

(3) A low dead-volume crystal holder can be easily installed in the
sample flow lines of the CMC apparatus.

A high pressure crystal holder has been designed, built, and pressure
tested. A schematic of the holder 1s shown in Figure 3.18. The cell is
designed to withstand pressures in excess of 5000 psia. It is a modification
of an MS-11 Micro Series Reactor Vessel made by the High Pressure Equipment
Company. The cell will have a fluid volume of about 1.2 cm”, nearly all of
which 1is in the annulus between the crystal and the cell wall. Crystal
electrical leads will be sealed by teflon ferrules; otherwise, all seals will
be metal to metal. Thus, there will be no o-rings to be damaged by C0, or
solvents used to clean the cell. Preparation of several crystals is underway.
Testing of the new apparatus will begin upon receipt of the crystals.

The crystal will be supported at the nodes at either end by wires bonded
to the crystal surface. Electrodes will be plated directly onto the crystal
surface. A simple experiment to evaluate effects of CO,—crude oil mixtures on
electrode coatings was performed in the apparatus shown in Figure 3.19. Glass
slides coated with platinum and gold were placed on a perforated teflon
support to isolate them electrically from the steel walls of the high pressure
sight glass. The samples were not Iin contact with each other to avoid
inducing galvanic corrosion.

Aftes purging the system with carbon dioxide gas, 200 cm3 of crude oil
and 40 cm” of 3Z calcium chloride brine were injected. Liquid carbon dioxide
was then injected until the pressure reached 2500 psi. The interface between
the CO,-rich and oil-rich phases was positioned so that the samples were
located at the interface. The calculated system composition was 19 mole %
brine, 8% oil, and 73% C02. The vessel was maintained at 2500 psi and 50°C
for 500 hours.

At the end of the 500 hour period, the system was decompressed, and the
sanples were removed and prepared for viewing with a scanning electron
microscope (SEM). SEM photographs taken after the test were compared with
similar photographs taken before the test. Qualitative elemental analysis
were run at the same time using an energy dispersive x-ray analysis systenm
attached to the SEM. This analytical method is sensitive to small amounts of
heavy metals and less sensitive to lighter elements. It is unable to analyze
elements lighter than sodium.

The SEM photographs (Pelletier 1981) indficated that the platinum coating
was not affected by the test except near the edges of the sample. Apparently,
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the high pressure CO, penetrated between the coating and the substrate near
the edge of the coating. Upon decompression, the CO, expanded by about 700
times damaging the film. Energy dispersive x-ray analysis of the platinum
surface showed no evidence of contamination.

The gold coating, however, showed substantial damage. The surface was
badly wrinkled. The x-ray analyses of the surface after the test showed that
the gold surface had been contaminated by mercury. Evidently, small amounts
of mercury present in the high pressure apparatus amalgamated with the gold
surface. The volume change which accompanies amalgamation caused the film to
buckle and blister.

Of the two films, gold is clearly unsuitable for use in standard high
pressure petroleum fluid laboratories since mercury is commonly used as an
incompressible pumping fluid. Some contamination of equipment which had
previously contained mercury is apparently very likely. The test apparatus
had components that had been used in a mercury system although the apparatus
itself had not. These components were cleaned with solvents and a chelating
agent before they were installed in the test apparatus. It appears,
therefore, that trace contamination by mercury is a greater problem than
anticipated.

The platinum film retained its surface characteristics very well. The
only possible problem is the flaking along the edge. It 1is not clear whether
the flaking was caused by the presence of the sharp edge of the glass slide or
whether it would occur at a smooth transition from the platinum coating to a
cylindrical crystal surface. To eliminate this problem, the platinum surface
should be free of cracks and crevices, or procedures which produce rapid
decompression in gas systems should be avoilded. Another possible solution
would be to coat the platinum surface with some material which would prevent
penetration of high pressure CO2 under the surface. It seems likely that
problems will be minimal 1if the platinum surface is firmly bonded to the
crystal surface at the edges of the coatings.

CMC Displacements in Binary Systems

Binary systems offer simple tests to evaluate the operation of the
apparatus. It is important to establish that fluids within the cell are
well-mixed and that representative samples of each phase present can be
obtained. 1If the cell contains a pure hydrocarbon in which CO, is soluble,
then CO, injected 1initially will dissolve completely in the hyéiocarbon, and
the mixture will form a single phase. If the contents of the cell are
well-mixed, then the composition of the fluids produced from the upper and
lower sample ports will be the same. If the mole fraction of Co, in the
liquid phase is Zy» then a material balance on co, yields

d
V dt (DLZI> Pyay ~ PL 9% % (3.1



where v 1s the volume of the cell, p, the molar density of the liquid phase,
Py the molar density of pure CO,, q; the volumetric injection rate, and q_ the
sum of the production rates from upper and lower sample ports. If there gs no
volume change on mixing, then 944 = 9,- Otherwise, q_. will be less than qq -
In what follows, we assume that the molar density o%’ CO, dissolved in the
liquid phase has a constant value, P11, and that the mo%ar density of the
hydrocarbon in the liquid phase remains that of the pure component. The
production rate is then

P 94

qQ = T (3.2)
P Pt

and the molar density of the liquid phase is

_ )
L  p,, +z. (p, -0 (3.3)
1L 1 ( 2 lL)

o

where Py is the molar density of the hydrocarbon. That this assumption is
reasonable can be seen from Figure 3.20, which reports densities of 1liquid
phase mixtures of CO, and decane (Cj) measured in the CMC apparatus at 1250
psia and 160°F. Linear interpolation between the density of pure Cip and on
apparent density of CO, slightly higher than that of C;5 fits the data well.

The solution to equation (3.1) with the assumptions included in equations
(3.2) and (3.3) is

- « {1 - exp (-Bt)3
1 7 1+ (= -1) {1 - exp (-Bt)} (3.4)

where « = plL/OZ’ and B = (plqi)/(plLv). This solution 1s valid as long as 2z;
is less than the solubility of CO, at the operating pressure and temperature.

In a typical CMC experiment, samples are collected for a fixed period,
usually one hour. For samples taken while the overall composition lies in the
single phase region, the rate at which 002 is produced is

q, P, P, z

171 7L %
q = q_p, 2z, = — —— (3.5)
co, p Ll PiL
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and the production rate of Cy, is

g0 (1-e) (3.6)

q = P (1 -z ) =
Cp P 'L ! 1L
The total production of CO2 and Cio during a sampling period is, then

ti+1

Qco2 = tf qcozdt B qipi(tj+1 - tj) BT {e"p(‘stj>" exP<_8tj+1>}

3
(3.7)

t.

j+1
Q = [ q dt = p V{exp(—Bt.) - exp (-Bt )}
C10 tj C10 2 j i+l

Figure 3.21 shows a comparison of predicted and experimental values of the
amounts of CO, and C;, for a CMC displacement at 1250 psia and 160°F. The
results show considerable scatter due to variations in the production rate
caused by problems with the operation of one of the back pressure regulators.
If the effects of rate variations are removed by plotting cumulative CO,
production against cumulative decane production, as in Figure 3.22,
experimental results match closely the prediction made with equation (3.7).
The agreement shown in Figure 3.22 is convincing evidence that the assumption
that fluids within the cell are well-mixed 1s reasonable, and that the
performance of the apparatus, in the single phase region at least, is not too
different from the simple model used to describe it.

The second fundamental assumption inherent in the CMC technique is that
representative samples can be obtained for phases which are being mixed
vigorously by the circulation system. Figures 3.23 and 3.24 report results of
CMC experiments for the CO,-Cy, system which provide evidence that the phases
present are well-mixed enough to establish equilibrium phase compositions and
densities, and that clean samples of each phase can be obtained. Figure 3.23
compares binary phase compositions measured in the CHMC apparatus with those
reported by Reamer and Sage (1963). Run conditions for the CMC experiments at
1250, 1500, and 1750 psia are summarized in Table 3.2. Agreement between the
CMC results and those of Reamer and Sage is excellent. Densities measured for
the liquid and vapor phases also agreed well with those reported by Reamer and
Sage (Figure 3.24). The density measurement is a sensitive indicator of the
effectiveness of the sampling procedure. In early experiments, small amounts
of contamination of one phase by the other caused rapid fluctuations in the
measured density. Sample collection and circulation ports were redesigned as
a result. The densities reported in Figure 3.24 were steady values within a
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Table 3.2 Operating Conditions and Fluid Properties for Continuous
Multiple Contact Displacements of Decane by CO, at 160°F

Injection Rate, qj (cm®/hr)

Upper Phase Sample

Production Rate, q (cm®/hr)

Lower Phase Sample

Production Rate, qj (cm®/hr)

CO, Density (g-mol/cm?)

C1p Density (g-mol/cm?)

Apparent Density of Dissolved

€O, (g—mol/cm3)

Saturated Liquid Phase Density

(g—mol/cms)

Saturated Vapor Phase Density

(g-mol/cm®)
Mole Fraction COj in Vapor

Mole Fraction COp in Liquid

72

Pressure (psia)

1250

16

8.8

0.0045

0.0049

0.0179

0.0087

0.0046

0.9972

0.6000

1500

16

0.0063

0.0049

0.0170

0.0100

0.0063

0.9942

0.7132

1750

16

8.8

7.2

0.0079

0.0050

0.0148

0.0111

0.0087

0.9822

0.8295



short time after the appearance of upper phase. Thus, density data can be
used to detect sampling problems if they occur. The results presented in
Figures 3.23 and 3.24 clearly indicate that phase composition and density
measurements of acceptable accuracy can be obtained.

When enough CO, has been injected and the overall composition exceeds the
solubility of CO2 in the hydrocarbon, a C02—rich phase appears. For a binary
system at fixed temperature and pressure, the compositions of the two phases
present are fixed for any overall composition in the two-phase region. Hence,
only the volumes of the phases change with continued injection. Because the
lower phase is then saturated with CO, and because the upper phase density is
close to that” of pure CO0,, the effect of volume change on mixing is much
smaller after the second phase appears. Hence, we assume that the effect of
volume change on mixing is negligible when two phases are present. This
assumption is also reasonable for the C0,~C10 binary system, as can be seen
from the pure component and phase densities given in Table 3.2 (Newitt et al
1956; Reamer and Sage 1963). Table 3.3 reports the ratio of the volume of one
mole of liquid or vapor mixture to the sum of the volumes of the individual
components at their pure component densities. While the liquid phases show
substantial volume change, the vapor phase ratios are close to one, as
assumed.

A material balance on CO, ylelds

d _ _ -
Vit {}UOUXIU * <1.-SU)QLXIQ} = P393 T Pyly*iu T Lt (3.8)

where S, 1s the volume fraction of the upper phase, X1y and XL the mole
fractions of CO, in the upper and lower phases, qy and qp the volumetric
production rates of upper and lower phase samples, and Py and AL the molar
densities of the upper and lower phases. Since the phase compositions and
densities are fixed, and the injection and production rates assumed to be
constant, then

s, = a(t _ tl) (3.9)

where t; 1is the time at which the liquid phase 1is saturated with CO, and the
constant, a, is given by

Pay = PydyXyy ~ PLILX
RS S S {1 Viod U A ol W V& (3.10)

v (puxlu - pLx1L>
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Table 3.3 Volume Change on Mixing* of
COy with Decane at 160°F

Pressure Liquid Vapor
(psia) Phase Phase
1250 0.536 0.983
1500 0.584 0.994
1750 0.645 0.889

* Defined as the volume of the mixture divided by the sum

1/pj
xlj . (1 - le)

P1 P2

of the volumes of the pure components
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The overall mole fraction of CO, can be calculated easily from the upper phase
saturation as

Su (DU X1y ~ pLle) t P ¥y

Sy (pU ) DL)+ P

(3.11)

The solutions given as equations (3.4) and (3.11) are useful in several
ways. Equation (3.4) can be used to estimate the time required to reach the
two—-phase region for a CO,-crude oil displacement if an estimate of the
solubility of CO, in the oil is available, since the CO,-crude oil mixture can
be treated as a binary mixture as long as only one phase is present in the
cell. The solution for the two-phase region, equations (3.6) - (3.8), may be
used to estimate the time required to traverse the two—phase region in
nulticomponent systems, though the estimate will be a rough one since the
phase densities and compositions are no longer constant. The solutions are
probably most useful for calculating the effects of averaging of phase
compositions since samples are collected for a finite period during which the
overall composition changes in the cell. Table 3.4 compares phase
compositions calculated for a sampling period of one hour for the CO0,-C;q
displacement at 1250 psia (see Table 3.2) with the exact solution, equation
(3.4), at the midpoint of the sampling period. The difference between the two
is negligible except in the very early part of the run when the CO,
concentration is changing most rapidly. Thus, in the single phase region, the
effects of averaging are minimal.

In a binary mixture, there is no averaging at all for overall
compositions in the two-phase region because phase compositions are fixed. If
a multicomponent hydrocarbon mixture is displaced, however, the phase
compositions change as the overall composition changes. Figure 3.25
1llustrates the effect of an overall composition in a ternary system. As the
overall composition changes from point a to point b during a sampling period,
the liquid phase samples vary in composition from ¢ to d and the vapor phase
samples from e to f. The average compositions that would be measured for the
sampling period are shown as the triangles connected by a dashed tie 1line.
The composition variation during the sampling period causes some error in the
phase compositions, particularly for the upper phase, which in this example
exhibits larger composition changes than the lower phase. In phase diagrams
where tie lines lie more nearly parallel to the overall composition path of
the displacement, the effect of averaging 1s smaller because some of the
variation in overall composition is along a tie line which causes no change in
phase compositions.

It is clear from the solutions for binary displacements given as
equations (3.4) and (3.7) that the effect of sample averaging can be made
arbitrarily small by reducing the change 1in overall composition during a
sampling period, either by decreasing the sampling period or by increasing the
volume of the cell, which has the effect of expanding the time scale. The
minimum sampling period 1s determined by the requirements that dead volume
downstream of the sampling port be swept adequately and that sufficient
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Table 3.4 Comparison of Instantaneous and Averaged

Compositions for CO, and Cj5 at 1250 psia, 160°F

One Hour Sampling Period Exact Solution Difference
Sampling Average . .
Period Mole Fraction ?i?? Mole ggactlon %
(hr) CO» 2
0-1 0.1007 .5 .0994 1.31
1 -2 0.2554 1.5 . 2545 0.35
2 -3 0.3704 2.5 .3698 0.16
3-4 0.4591 3.5 .4587 0.09
4 -5 0.5294 4.5 .5292 0.04
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Figure 3.25 Effect of changing compositions during a
sampling period on apparent compositions
of the samples.




quantities of samples be collected to allow acceptably accurate measurements
of the amounts and compositions of oil and gas samples. Equations (3.4) and
(3.7) can be used to estimate the cell volume required to produce sufficiently
low averaging. Figure 3.26, for instance, shows calculated compositions for
the binary C0,-Cy( systems described in Table 3.2. Thg compositions shown in
Figure 3,26 were calculated for a cell volume of 67 cm” and an injection rate
of 16 cm3/hr. If samples are collected for a period of one hour, the overall
CO, concentration changes by 2 to 4 mol % during sampling periods in the first
few hours after the appearance of the vapor phase. After completion of the
validation experiments, the volume of the cell was increased to 134 cm~, and,
in_crude oil experiments, discussed below, the injection rate was set at 12
cm”/hr. Both changes reduce the rate of composition change.

In a particular run, the rate of composition change is determined by the
compositions and relative rates of withdrawal of the two phases. For
instance, compositions change rapidly during the early part of the rum im all
three cases shown in Figure 3.26 because the produced samples are mostly Cio*
The rate of increase declines as the COZ concentration rises, however, because
more CO, is removed in samples and because more moles of CO, must be added to
increase the mole fraction if it is already at a high level. When the vapor
phase appears, the rate at which z; increases declines further because the
rate of withdrawal of CO, in the new phase, which is much richer in CO,, is
higher than that of the single phase with the saturated liquid composition.
In principle, at least, the composition path of a displacement can be
controlled by adjusting the rates at which individual phases are produced. In
practice, however, knowledge of phase compositions and densities are needed to
do so accurately, and furthermore, the freedom to adjust rates may be limited
by the need to displace the dead volume in the sample lines. In the crude oil
displacements reported below, upper and lower phases were produced at
approximately equal rates.

The results presented in this section establish that phase compositions
and densities can be measured with reasonable accuracy in the CMC apparatus.
Because the experiment operates continuously, it can be performed much more
rapidly than conventional static phase equilibrium experiments. It is
probable that slightly greater accuracy could be obtained in static
experiments, but the cost in experimental time would be much greater. For
COp-crude oil systems, the CMC experiment makes possible phase composition
measurements which have been attempted only rarely in the past.

CMC Displacement Results: COZ—Separator 011 Systems

CMC displacements were performed at 90°F and pressures of 800, 1200, and
1400 psia for separator oil from the Mal jamar Field, Lea County, New Mexico.
Results of single contact phase behavior experiments and slim tube
displacements for the same oil have been reported previously (Orr, Yu, and
Lien 1981; Orr and Taber 1981). Results of a CMC displacement at 1200 psia
but without phase density data have also been reported (Orr et al 1980; Orr
and Taber 1981). Figure 3.27 summarizes the primary data collected in each
run - the amounts of liquid and gas collected for each sample. The results
are reported as the weight fraction of liquid for each sample, defined as
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W = 0 (3.12)

where W; is the weight of liquid collected at low pressure for a sample, and
We the weight of gas for the same sample. No solution gas was present in the
separator oll displacements, so low pressure gas samples contained only small
amounts of hydrocarbons in addition to CO,. Hence, the liquid weight
fractions reported 1in Figure 3.27 were only slightly less than the weight
fraction of hydrocarbons present im each phase at high pressure. Early in
each run, liquid weight fractions for upper and lower phases were the same
within experimental error, as they should be if a single phase 1s present in
the cell. Eventually, however, the solubility of co, in the o0il was reached,
and the W for the upper phase dropped sharply.

The reason for the step change is 1llustrated in Figure 3.28, in which
the crude oil is represented qualitatively as a mixture of light (L) and heavy
(H) pseudo-components. As Co, is injected into o0il of composition, o, at some
relatively low pressure Pl’ single phase mixtures of the C02 lie on the
straight line o-a in the pseudo-ternary phase diagram. As the amount of CO,
dissolved in the o0il climbs, the liquid weight fraction declines. There is no
difference between upper and lower samples because only one phase is present.
When the bubble point composition, a, 1s reached, a new phase of composition b
appears. Since it contains much smaller amounts of hydrocarbons than the
phase of composition a, WL drops sharply. At a higher pressure, P, (Figure
3.28), the behavior is similar, though in this case, the value of W, at which
the phase split occurs is lower because the solubility of Co, 1s higher at the
higher pressure. In addition, the magnitude of the step change 1is smaller
because the new phase contains more hydrocarbons. Clearly, the size of the
step change indicates directly the difference in composition between upper and
lower phases at the phase split.

If the pressure 1is high enough that the composition path of the
displacement crosses the dew point portion of the binodal curve (labeled D)
rather than the bubble point portion, as in Figure 3.28c, then the step change
occurs in W; for the lower phase, because the new phase appears at the bottom
of the cell. Thus, a plot of W, versus time (or dimensionless time T =
(q40 t)/(plLv)) can indicate whetker the new phase appears through a dew or
bubble point and furthermore, it provides direct evidence of the efficiency
with which hydrocarbons are extracted into the CO,-rich phase even in the
absence of detailed composition measurements for gas and liquid samples.

The results shown 1in Figure 3.27 1indicate clearly that CO, extracts
hydrocarbons more efficiently at higher pressures. Additional compositional
data are required to establish which hydrocarbons are extracted most
efficliently at each pressure. In the four separator oill displacements
described here, low pressure gas samples differed little. 0, concentrations
in the gas samples were high since no C1 or C2 was present and only small
amounts of C,, C,, Cg, Cg, and C; were stripped from produced samples flashed
to atmospheric pressure. Typicaz gas composition data for the 1400 psia run
are plotted against dimensionless time in Figure 3.29. As the total amount of
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AFigure 3.28

Effect of increasing pressure on weight fractions of
hydrocarbon liquids in upper (U) and lower (L) samples.
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C4—C; hydrocarbons present in the cell declined during the run, the mole
fraction CO, in the low pressure gas climbed to well above 0.9 in both upper
and lower samples. Typical liquid composition data for the 1200 psi run are
shown in Figure 3.30. The upper and lower liquid samples taken at T = .0494
(Figure 3.30a), before the appearance of the C02—rich liquid phase, had
compositions identical within experimental error. Compositions of liquid
samples taken shortly after the phase split are shown in Figure 3.30b. The
liquid from the upper phase sample was richer in hydrocarbons in the Cs—C
range than the liquids collected from the lower phase though both liquid
samples contained significant amounts of hydrocarbons heavier than C,5. In
all the displacements discussed here, upper liquid samples collected after the
phase split were a clear yellow color which became lighter as the run
progressed. Lower phase liquids retained the black color of the origimal
crude oil. Liquid samples taken late in each run showed greater composition
differences as illustrated in Figure 3.30c.

A comparison of the compositions of hydrocarbons extracted into the
COy-rich phase is given in Figure 3.31. The compositions reported are for the
first upper phase sample taken after the appearance of the COz-rich phase at
each pressure. Thus, the compositions reported reflect the efficiency with
which CO2 extracts hydrocarbons of various molecular weights from the crude
oil at the point when the CO,-rich phase first appears. Figure 3.31 clearly
establishes that the CO,-rich liquid phases which formed in the runs at 1200
and 1400 psia extracteg much heavier hydrocarbons than the C02-rich vapor
phase present at 800 psia. In fact, essentially no hydrocarbons heavy enough
to remain in the liquid phase after the flash to atmospheric pressure were
collected from the vapor phase at 800 psia. Those present were all carried in
the low pressure gas stream. At the higher pressures, substantial quantities
of hydrocarbon liquids remained after the flash to low pressure, and as Figure
3.31 indicates, those liquids contained some remarkably heavy hydrocarbons.
Thus, a CO,-rich liquid phase extracts a much greater weight of hydrocarbons
(Figure 3.27), and the hydrocarbons extracted are much heavier than those
vaporized by a much lower density CO,-rich vapor phase.

Phase compositions calculated from amounts and compositions of low
pressure gas and liquid samples can be conveniently summarized on
pseudo-ternary diagrams, though the limitations of representing mixtures
containing large numbers of components in terms of only three components are
well known. Figures 3.32-3.34 are ternary phase diagrams for CO, and Mal jamar
separator oil at the three pressures studied. Detailed gas, liquid, and phase
composition data are available separately (Silva et al 1981b, 198lc, and
1981d). In the displacement at 800 psia, only a small portion of the phase
diagram 1is scanned because only very small amounts of hydrocarbons were
extracted into the upper (vapor) phase (Figure 3.32). The vapor phase was
nearly pure CO, and hence, the composition of the oil in the cell hardly
changed during the displacement. A CO, flood of Maljamar separator oil at 800
psi would clearly be immiscible. At 1%00 psia (Figure 3.33), the displacement
passed through the 1liquid-1iquid region (see Figure 3.2) in which extraction
of hydrocarbons was much more efficient. Similar behavior was observed at
1400 psia (Figure 3.34). The differences between the two displacements at the
higher pressures were smnaller because compositions of liquid-1liquid systems
are much less sensitive to pressure changes than are liquid-vapor systems.
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Figure 3.32

Ci-Ci2

Pseudo-ternary representation of phase compositions of
mixtures of COp with Maljamar separator oil at 800 psia
and 90°F. '

87



Figure 3.33 Pseudo-ternary representation of phase compositions of
mixtures of CO, with Maljamar separator oil at 1200
psia and 90°F.
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Figure 3.34 Pseudo~-ternary representation of phase compositions of
mixtures of COp with Maljamar separator oil at 1400
psia and 90°F.
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Indeed, the fact that the 1200 and 1400 psia phase diagrams are so similar is
an indication of the repeatability of the experiment. The phase diagrams
shown in Figures 3.32-3.34 are qualitatively consistent with the sequences of
phase diagrams proposed by Orr, Yu, and Lien (1981) (see §4.1).

Phase densities for the four runs are reported in Figure 3.35. 1In the
800 psia displacement, the 1liquid phase density increased slightly as CO,
dissolved in the o0il and then remained essentially constant after the
appearance of the C02-rich vapor phase. The vapor phase density was very
close to that of pure Co,, as it should have been since the amounts of
hydrocarbons found in that phase were very small. The displacements at 1200
and 1400 psia showed more evidence of phase composition changes, which are
reflected as phase density variations. In those runs, the density of the
oil-rich phase also increased as co, dissolved in the oil, but at the higher
pressures, it continued to increase as CO2 preferentially extracted lighter
hydrocarbons from the o0il remaining in the cell. Shortly after their
appearance, the COz—rich liquid phases were significantly denser than pure C02
because they contained substantial quantities of hydrocarbons, some of which
were quite heavy. With continued injection, however, the densities of the
CO,-rich phase declined as the amounts of light hydrocarbons remaining
decreased and hence the amounts of hydrocarbons extracted decreased.

The phase composition and density results presented in this section are
the most extensive available for any crude oll system described in the
published literature, so far as we know. They represent substantial progress
in our effort to investigate experimentally the variation of phase
compositions and densities with variations in overall composition such as
might occur in a COZ flood, and to understand how an increase in operating
pressure affects those variations. It seems likely that the CMC technique
will continue to be a valuable tool for detailed experimental investigations
of compositional and fluid property behavior for CO,-crude oil systems and,
perhaps, others, and that the information obtained will contribute to the
development of predictive tools for CO, flooding. For instance, the
simultaneous phase density and composition data offer an opportunity for
direct tests of the accuracy of equation-of-state predictions. In addition,
the CMC experiment can be used to gather experimental data needed to support
compositional reservoir simulations. If simultaneous phase viscosity
measurements can be obtained, the technique will provide quantitative measures
of fluid properties which can be used to assess the magnitudes and scales of
viscous and gravitational instabilities.

CMC Displacement Results: COZ—Maljamar Recombined Reservoir Fluid

Figure 3.36 compares results of two continuous multiple contact
displacements performed at 90°F. The first was a displacement of Mal jamar
separator oil at 1200 psig and the second a displacement of Mal jamar
recombined reservoir fluid (RRF) at 2500 psig. The RRF had a bubble point
pressure of 1525 psia and a gas-oil ratio of 650 SCF/BBL. The separator oil
displacement was at a pressure high enough to be in the L,-L, region (Orr, Yu,
and Lien 1981; Orr and Taber 1981) and slightly above the MMP measured in slim
tube displacements (Orr and Taber 1981). The RRF displacement was performed
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at a pressure close to the reservolr pressure of the area of the Maljamar
field in which a pilot CO0, flood will be performed. That displacement also
passed through the L,-L, region (see Figure 3.1). The liquid weight fractions
given in Figure 3.3% are plotted against moles of co, injected instead of
dimensionless time since those displacements were performed before equipment
for density measurements was installed. The behavior of the 1liquid weight
fraction for the COZ-RRF displacement was similar to that observed for the
CO,—-separator oil systems described above. In both experiments, the COZ-rich
liquid phase extracted liquid hydrocarbons quite efficiently. In both cases,
approximately 30Z by weight of the upper phase was hydrocarbon components
heavy enough to remain in the liquid phase on blowdown. As the displacements
progressed, the amounts of hydrocarbon liquids extracted by the C02—rich upper
phase declined as the lighter hydrocarbons, which were extracted more
efficiently, were removed from the system. Also, the amount of Co, dissolved
in the lower phase declined slightly as the hydrocarbons remaining became
heavier and heavier. :

Overall phase compositions were calculated for each phase from measured
compositions and amounts of produced gas and liquid. Figures 3.37 and 3.38
summarize phase compositions for the two displacements. The o0il 1is
represented, in Figures 3.32-3.34, as a pair of pseudo-components, C;-C;, and
C13+, though the actual composition data are much more detailed. A comparison
of the CMC results for oils with and without solution gas with PVT results for
similar systems is given in §4.

The results shown in Figure 3.37 were the first obtained with the CMC
apparatus. It is interesting to compare Figure 3.37 with Figure 3.33 which
gives results of a repeat experiment performed nearly a year later after
numerous modifications and improvements of the apparatus had been made. Tie
line slopes and upper phase compositions agree very well. Lower phase
compositions also agree well although not as closely as the upper phase
compositions, probably because measurements with a wet test meter of the
smaller amounts of gas present in the lower phase samples showed more scatter.

3.3 Conclusions

Results of experiments performed to measure the volumetric,
compositional, and fluld property behavior of COZ-crude 011 mixtures lead to
the following observations and conclusions:

(1) Constant composition PVT experiments indicate that the addftion
of solution gas to a dead o0il enlarges the range of pressures
and conpositions in which mixtures of Co, and the recombined
oll form two or more phases. Addition of solution gas also
displaces the critical point on a pressure-composition (P-X)
phase dlagram to lower COZ concentrations and lower pressures.
This alters partitioning of hydrocarbon components (see §4).

(2) Volumetric behavior of a dead Wasson oil mixed with COZ at
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Ci-Ci2

Figure 3.37 Pseudo-ternary representation of phase compositions of
mixtures of CO)p with Maljamar recombined reservoir fluid
at 2500 psig and 90°F.
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Pseudo-ternary representation of phase compositions of
mixtures of CO, with Maljamar separator oil at 1200 psia
and 90°F.
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(3)

(4)

(5)

(6)

(7

105°F is very similar to that of a dead Maljamar oil at 90°F
despite the difference in temperature and the fact that the
oils were from different fields. Compositions of the two San
Andres oils are also similar. These results suggest that phase
behavior experiments described here may give an indication of
the behavior of other Permian basin oils.

Use of gold electrodes should be avoided in CO,—crude oil
systems where mercury use displaces fluids in the flow
apparatus. Platinum electrodes appear to be unaffected by
COyp-crude oil mixtures and are not damaged by contamination
with mercury.

A simple analysis of the operation of the CMC apparatus for
binary systems indicates that effects of averaging of sample
compositions can be controlled by selecting the sampling time
and cell volume appropriately. The solutions presented are
useful for estimating times required to perform COZ—crude oil
displacements.

CMC measurements of phase compositions and densities of C0,-Cqp
mixtures agree well with published values and with the simp%e
analysis of the operation of the apparatus. Those results
establish that the CMC experiment can be used to obtain phase
composition and density data of acceptable accuracy.

For COj-crude oil systems, the CMC experiment provides direct
evidence of the efficiency with which CO, extracts hydrocarbons
from the oil, whether or not analyses of gas and liquid samples
are performed. Extraction of hydrocarbons by a COZ—rich liquid
phase is much more efficient than that by CO,-rich vapor at a
similar pressure.

The differences between densities of CO,-rich and oil-rich
phases are smaller than those between pure Co, and original oil
because the presence of extracted hydrocarbons in the CO,-rich
phase increases 1its density over that of CO,. The density of
01l saturated with Co, 1s slightly higher than that of the
original oil, despite the fact that the density of pure CO2 may
be much lower than that of the oil.
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4. INTERPRETATION OF EXPERIMENTS AND APPLICATION TO FIELD PROBLEMS

The experiments described in §2 and §3 were designed to isolate portions
of the displacement process. In particular, effects of pore structure on
displacement efficiency were examined, and the physical chemistry of COZ-crude
0il mixtures was studied. In this section, we consider aspects of the
relationship between the physical behavior of the fluids and flow in porous
rock. In §4.1, we examine the effects on CO, flood displacement efficiency of
addition of solution gas to a dead oil by interpreting results of PVT and CMC
experiments for live and dead oils in terms of pseudo-ternary diagrams. The
analysis suggests an interpretation for the insensitivity of displacement
results to the presence of solution gas. In §4.2, we consider a more
comprehensive attempt to assess the importance of interactions of pore
structure, phase and fluid property behavior, and flow instability.

4.1 Effect of Solution Gas on Local CO,-Crude 0il Displacement Efficiency

Efficient displacement of crude oil by high pressure carbon dioxide is
generally acknowledged to be the result of efficient extraction of
hydrocarbons from the crude oil by dense CO, (Rathmell, Stalkup, and Hassinger
1971; Holm and Josendal 1974; Stalkup 1978; Metcalfe and Yarborough 1979;
Gardner, Orr, and Patel 1979; Orr, Yu, and Lien 1981). While it is clear that
adverse effects of viscous instability, gravity segregation and reservoir
heterogeneity can partially offset the favorable effects of CO,-crude oil
phase behavior, 1t 1s really the transfer of components between the crude oil
and the displacing phase which provides the potential for high displacement
efficiency. Experimental investigations of the impact of phase behavior on
displacement efficiency have relied on CO, floods in slim tubes, in which the
effects of viscous fingering and heterogenelty are minimized. Effects of oil
composition on the pressure required to obtain an efficient displacement in a
slim tube were investigated by Holm and Josendal (1974), Yellig and Metcalfe
(1980), Holm and Josendal (1980), and Johnson and Pollin (1981). Yellig and
Metcalfe (1980) performed slim tube displacements with oils made by combining
Ci» CpCg and Cy; fractions of fixed composition in varying amounts. They
offered a correlation in which the "minimum miscibility pressure (MMP)" varied
only with temperature as long as the predicted pressure was above the bubble
point pressure of the oil. If not, the bubble point pressure was taken as the
MMP. Holm and Josendal (1980) argued that the MMP correlated well with the
density of CO0, required to achieve efficient extraction, and that the effect
of increasing temperature was to increase the pressure required to produce a
CO2 density high enough to extract hydrocarbons efficiently from the oil.
They also reported that the presence of methane did not change the MMP
appreciably. Rathmell, Stalkup, and Hassinger (1971) however, argued, based
on pseudo-ternary and pseudo—quarternary phase diagrams, that the addition of
methane to a reservoir o0il should increase the minimum miscibility pressure.

The results presented by Holm and Josendal and by Yellig and Metcalfe
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were based on slim tube displacement data but not upon detailed measurements
of COp—crude oil phase behavior when the amount of solution gas present was
varied. Hence, nothing could be said about the underlying physical reasons
for the observed independence of the MMP on the amount of methane present.
Rathmell, Stalkup, and Hassinger based their arguments on plausible phase
diagrams but had limited phase composition measurements to test their
arguments. In this section, we interpret, in terms of pseudo-ternary
diagrams, comparisons of standard single contact PVT measurements for
reservoir fluids with and without solution gas reported in §2.1. In addition,
results of continuous multiple contact (CMC) displacements for the same
systems are compared with the interpretation given. The results shed some
light on the reasons behind the insensitivity of displacement results to the
presence of solution gas in the oil.

Results of PVT experiments presented in §3.1 indicated that the addition
of 672 SCF/BBL of solution gas (see Table 3.1) to Maljamar separator oil
substantially altered the qualitative appearance of the pressure-composition
(P-X) phase diagram, as comparison of Figures 3.1 and 3.2 indicates. Addition
of solution gas enlarged the L;-V, L;-L,, and Ly~-L,-V regions substantially
and displaced the critical point on the P-X diagram to lower Co, concentration
and pressure. Finally, comparison of phase volumes for mixtures with and
without solution gas indicated that at high pressures, larger volumes of
hydrocarbons were extracted into the upper liquid (LZ) phase when solution gas
was present.

A qualitative explanation for the differences in volumetric behavior at
different CO, concentrations and for the behavior with and without solution
gas 1s given in terms of pseudo-ternary diagrams in Figures 4.1 and 4.2. The
0il has been represented arbitrarily as heavy (H) and light (L) components.
Figure 4.1 shows a sequence of pseudo-ternary diagrams for CO,-RRF mixtures at
pressures increasing from P, to Pg. The compositions labeled 1, 2 and 3 in
Figures 4.1 and 4.2 represent mixtures containing 40, 60 and 80 mol % €O, in
the original oil. At pressure P, (about 1000 psia, 6890 kPa, for the
hydrocarbon system of Figure 3.1), all three mixtures form a liquid and a
vapor as does the original oil. At P, (about 1075 psia, 7410 kPa, in Figure
3.1), which 1is just above the critic;i pressure of CO,, a two-phase (L -L2)
region and a three-phase (Ll—Lz-V) region have appeareg at the CO,-H side of
the diagram. With increasing pressure, the Ly-L,-V triangle migrates toward
the light (L) component apex. Thus, for the mixture at composition 3, the
three-phase region occurs at lower pressures than for mixtures containing less
co, (see Figure 3.1). At P (about 1250 psia, 8620 kPa, in Figure 3.1),
mixture 3 is in the L -L, reglon while mixtures 1 and 2 remain in the L;-V
region. The three—phase region eventually disappears, with increasing
pressure, at a critical tie line shown 1in the diagram for P4. At a higher
pressure, P, the mixtures rich in the light component (L) appear to be L;-V
mixtures, waile those containing less (L) appear to be L,-L, mixtures since
both phases have densities and compressibilities typical o} liquids. Thus, it
it possible for a mixture like mixture 2 to pass, with Iincreasing pressure,
from an apparent L-V state to an apparent L,-L, state without exhibiting three
phases. That 18 evidently what happened for the mixture whose volumetric
behavior is shown in Figure 3.3. 1In a situation like this, then, the CO,-rich
phase 1s a supercritical dense phase for which the distinction between fiquid
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Figure 4.1 Phase behavior of a COj-crude oil system with solutifon gas present.
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“Figure 4.2 Phase behavior of a CO,-crude oil system without solution gas.
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and vapor is not clear. Similar behavior has been reported for mixtures of
€0y, C;, and Cy¢ (Orr, Lien, and Pelletier 1981).

Between Pg and Pg, the plait point for the remaining L;-L, region crosses
the line of compositions on which mixtures of 002 and the original oil 1lie.
The pressure at which the plait point crosses the binary mixture line 1is the
critical pressure shown in Figure 3.1. Because the plait point lies to the
left of the binary composition line at Pe, then, the composition at which that
line crosses the binodal curve is a dew point mixture. There must be a second
dew point mixture, where the binary composition line crosses the binodal curve
again, at a very high CO, concentration, since pure CO2 must be a single phase
above its critical temperature.

Figure 4.2 gives a similar sequence of ternary diagrams for C02—separator
oil mixtures. In this case, the light pseudo-component (L) contains no
methane, ethane or propane, so it is miscible with the heavy pseudo-component.
At pressure P1 (about 500 psia, 3450 kPa, for the system in Figure 3.2), CO,
is immiscible with both pseudo-components and the two-phase region is a band
across the diagram. The solubility of CO0, in the light component 1s somewhat
higher than that in the heavy component, and the amount of either component
extracted into the low density vapor phase is small. Hence, the tie lines
shown as dashed lines in Figure 4.2 pass near the CO, apex. Mixture 1 (40%
C02) is just inside the two~phase region. At a slightly higher pressure,
mixture 1 would be at its bubble point pressure. At P, (around 800 psia, 5520
kPa, in Figure 3.2), CO, is soluble enough in the 0il without solution gas
that both mixture 1 and mixture 2 lie in the single phase region. At a higher
pressure, P53 (950 psia, 6550 kPa), the liquid phase rich in the light
hydrocarbon component (L) has become so rich in co, that it is immiscible with
the L, phase which contains most of the heavy hydrocarbon component (Orr, Yu,
and Lien 1981)., Additional pressure increases cause the three-phase triangle
to migrate toward the CO,~H side of the ternary diagram (P, and Pg). Thus,
mixtures containing more than 80% CO, will exhibit three phases at pressures
higher than those for which mixture 3 forms three phases (see Figure 3.2). A
binary mixture can form three coexisting phases at one pressure at a fixed
temperature. That pressure is just above 1100 psia (7580 kPa) for the CO,-H
pseudo-binary mixture (Figure 3.2). At Pg (say 1200 psia, 8270 kPa), the
three-phase region has disappeared leaving a liquid-liquid region similar to,
but smaller than that shown at Po in Figure 4.1. Because the liquid-liquid
systems are much less sensitive to pressure changes than liquid-vapor systems,
large pressure changes would be required to substantially alter the size of
the two—-phase region or the location of the plait point.

The phase diagrams presented in Figures 4.1 and 4.2 do not provide any
direct indication of the displacement efficiency which might be observed in,
say, a slim tube displacement. Computations such as those described by
Gardner, Orr, and Patel (1979); Orr, Yu, and Lien (1981); and Orr and Taber
(1981) indicate that the efficiency of the displacement process, 1in one
dimension at least, is dominated by the slope of the tie lines. Helfferich
proved that, in the absence of dispersion, a displacement will avoid the
two—phase region, and hence be judged to develop or generate miscibility, if
there exists no tie line which when extended passes through the two-phase
region (Helfferich 1981). While real displacements always include some
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dispersion (and probably some viscous fingering), in practice, the
compositions of fluids present in the transition 2zone between oil and
displacing CO, need only pass close to the dew point portion of the phase
boundary. If so, the volume of residual oil left behind as the transition
zone passes is small (Orr and Taber 1981), and the displacement is efficient.

As is apparent from Figures 4.1 and 4.2, tie line slopes are influenced
strongly by the position of the plait point on the binodal curve. Phase
volumes observed in single contact PVT experiments are also sensitive to the
location of the plait point in relation to the line which represents binary
mixtures of Co, and the oil. For instance, in Figure 4.2 the plait point for
the L;-L, region lies to the right of the binary composition line at all
pressures at which two liquid phases are present (P3—P6). Thus with
increasing pressure, mixtures of CO, with the separator oil pass from
two—phase L,-L, mixtures to single phase mixtures through a liquid-liquid
bubble point, as was observed for the mixture containing 79.7 mol % 002
described in Figure 3.7a. Pressures up to 4000 psia (27580 kPa) were not
sufficient to force the plait point to migrate enough to pass through the line
of binary mixture compositions. Hence, no critical point was observed in the
single contact PVT study for the separator oil. 1If a critical point occurs at
any experimentally attainable pressure for the CO,-separator oil system, it
does so at pressures above the range shown in Figure 3.2. In contrast, the
plait point in the CO,-RRF system did cross the binary composition line, and
hence, a critical point appears on the pressure-composition (P-X) diagram
shown in Figure 3.1. At pressures above the critical pressure, L;-L, mixtures
enter the two-phase region through a liquid-liquid dew point. At such a dew
point pressure, the criterion based on tie line extensions for developed
miscibility would always be satisfied. Thus, the pressure required to satisfy
the tie line extension criterion must be lower than the critical pressure on a
P-X diagram.

If the picture given in Figures 4.1 and 4.2 is at least qualitatively
correct, then the effect of adding solution gas to the separator oil 1s to
enlarge the two-phase region, to shift the location of the plait point to
lower CO, concentrations, and to displace the binary composition line toward
the light hydrocarbon component. Displacement of the plait point alters tie
line slopes in a favorable way, and displacement of the binary composition
line moves the o0il composition away from the region of tie line extensions.
Those two effects partly compensate, therefore, for the adverse effects of
enlargement of the two—phase region, which, in the absence of changes in tie
line slope or o1l composition would adversely affect displacement efficiency.
Thus, the sequences of phase diagrams given in Figures 4.1 and 4.2 offer a
possible explanation, qualitative at best, for the relatively small effect on
minimum miscibility pressures of adding solution gas to the oil.

It is clear that the phase diagrams shown in Figures 4.1 and 4.2 cannot
reflect completely the behavior of mixtures which contain as many components
as a crude oil. Nevertheless, the sequences shown are qualitatively
consistent with the essential features of the single contact phase diagrams
shown in Figures 3.1 and 3.2. The results of CMC displacements with and
without solution gas also appear to be consistent with the proposed sequences
of phase diagrams. Comparison of Figures 3.37 and 3.38 confirms that the
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two-phase region is larger for the CO,-RRF mixture despite the higher pressure
in that displacement, that the tie line slopes are more favorable in the
CO,-RRF system, that the binary composition line is displaced toward the light
hydrocarbon component, and that the plait point occurs at lower CO
concentrations. Indeed, the CO,-RRF displacement at 2500 psig (17320 kPa%
entered the two—phase region near the plait point, which is consistent with
the estimate of the critical pressure (2620 psia, 18060 kPa) from the single
contact PVT experiments.

Thus, the experimental evidence available to date is in accord with the
qualitative picture of the effect of pressure on COz—crude oil phase behavior
given in Figures 4.1 and 4.2, though more experimental evidence would be
desirable. In particular, phase composition measurements at pressures near
the bubble point pressure of the COZ—RRF mixture will be required to prove or
disprove the proposed explanation for the insensitivity of slim tube
displacement results to the presence of solution gas. Nevertheless, the
results presented here suggest that pseudo—ternary diagrams, with all their
limitations, can provide a useful conceptual framework for understanding
COj-crude oil phase behavior and its impact on displacement processes.

4.2 Two-Dimensional Simulation of CO, Flood Performance

Numerical simulation programs applied to C02 flooding have concentrated
on modeling either the effects of phase behavior (compositional simulators) or
the effects of viscous fingering (miscible simulators), but there has been no
attempt so far to examine interactions of phase behavior and viscous fingering
(see §1 for a brief summary of approaches to simulation of field scale CO
floods). A simulator to be used to study relationships between CO, floo%
process mechanisms should include provision for modeling:

(1) Phase behavior of COZ-crude o1l mixtures

(2) Dispersion, longitudinal and transverse

(3) Variation of phase viscosities with composition

(4) Variation of phase densities with composition

(5) Viscous and gravitational instability

(6) Trapping and dead-end pore volume

A flow model which accounted for all the effects listed would be

significantly more complex than any model currently available for CO
flooding. Reasons for the complexity are apparent from the equations whicﬁ
describe multiphase, multicomponent flow in porous media. The fundamental set

of partial differential equations are those which result from a material
balance for each component,
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(4.1)

+V - —V-d)pij - Vx. =0, i=1,n

Py *ijf Yy 213 15f c

where ¢ is the porosity, n_ the number of components, n_ the number of phases,
c

and Dj; the dispersion tensor for component i in phase j. The saturation of
the =~ jth phase 1is divided into three parts: a flowing saturation, S.f; a
fraction which communicates by some mass transfer mechanism with the fIowing
phase, de; and a trapped fraction, Sjt‘ Because the mole fractions of
component in each fraction of phase j, X160 *13d and Xijt will be different,
there are, in general, three molar densities, pj » Pid and p t? associated
with each phase. In this generalization of the mogel g‘}.ven by Coats and Smith
(1964), the lagging or dead-end saturation §:q can exchange components with
the flowing stream by a first order mass transfer mechanism driven by the
difference in composition between flowing and stagnant but communicating
fluid,

d _ o
y: (pjd *ijd de) = K (pjf *i5¢ ~ Pja xijd) » 1= 1, m, (4-2)

The trapped saturation will be assumed to change only if the overall
saturation of phase j changes, though the exact form of the dependence on
phase saturations will be based on results of experiments described in §2.2.
It is not obvious, for instance, how a portion of phase j, which 1s untrapped
because the saturation of phase j rises, should be distributed between flowing
and dead-end saturations; nor 1is it clear how the composition of a trapped
phase should be modified by more of the same phase trapped later. It 1is
clear, however, that some simplifying assumptions will be required 1if the
problem is to be computationally tractable. The various fractions of a given
phase must sum to the phase saturation

S, = S,_+8S,,+ S R j=1,n (4.3)

and the phase saturations must sum to unity

"p

Z 5, = 1 (4.4)

j=

Pt
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as must the mole fractions of each portion of each phase
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The flow velocity of a phase is routinely assumed to be given by Darcy's
equation

I | (vpj+pjg), i=1,n (4.6)

where k is the permeability, krj and u; the relative permeability and
viscosity of phase j, p; the pressure in ghase j, and g the gravity vector.
Pressures Iin the phases are related by a set of capillary pressure relations,
usually assumed to be functions of saturation.

Py - Py pckj<sj,sk...), j#k 4.7)

If low interfacial tensions occur during a displacement, as would happen for
compositions near a plait point, the capillary pressures would be functions of
composition as well. Given the fact that there have been no measurements of
capillary pressure relationships for the phases which occur for CO,~crude oil
mixtures, some of the functions Pck will be set to zero. Specification of
the problem is completed by a set gf equilibrium relations which gives the
distribution of components between phases, and various functions which
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describe the dependence of viscosity and density on phase compositions and of
relative permeabilities on phase saturations.

Simple techniques for representation of essential features of CO,—crude
0il phase behavior were developed previously for use in a one-dimensional
process simulator (Orr 1980). Given the complexity of any flow model which
attempts to account for compositional effects combined with trapping and
dead-end pore volume, the representation of phase behavior should be as simple
as possible. In the one-dimensional model, longitudinal dispersion was
modeled qualitatively by balancing time and space truncation errors so as to
produce numerical dispersion levels similar to the magnitude of the physical
dispersion to be modeled. The fully explicit, backward finite difference
method used was particularly convenient for one~dimensional calculations.
That approach is not suitable, however, for multidimensional calculations. In
two—dimensional flow, for instance, the local flow velocity is a function of
position, and it 1is not necessarily aligned with a coordinate axis.
Furthermore, physical dispersion coefficients are functions of velocity (and
probably saturation). Use of truncation error to model dispersion would not
model effects of velocity varlations and would inevitably introduce grid
orientation effects. Hence, it appears desirable that dispersion be modeled
explicitly.

Explicit modeling of dispersion requires that numerical dispersion, which
arises out of truncation error in the finite difference representation of the
differential equation, particularly the first derivative (convective) terms,
be reduced to a magnitude significantly smaller than that of the physical
values of longitudinal and transverse dispersion. The requirement for low
numerical dispersion can be met by using very fine finite difference grids
with the usual five point star or by using higher order (more accurate)
representations of the derivatives. Fine grids can be useful since detailed
resolution of small slugs or viscous fingers 1s possible, but the
computational cost may be high. Higher order methods, such as those presented
by Settari, Price, and Dupont (1977) appear to offer distinct advantages for
simulation of wunstable displacements, though at the cost of significant
additional programming complexity over more standard finite difference
methods. In this model, no special assumptions are made about the effects of
viscous fingering. The viscous instability is inherent in the flow equations
(Perrine 1961; Heller 1963, 1966), though of course, at least two space
dimensions must be included.

Work continues on the implementation of the general model described
above. Requirements of computational tractability will require additional
simplifying assumptions. Nevertheless, as formulated, the model will allow
numerical experiments to assess the relative iImportance of phase behavior,
viscous fingering, gravity segregation, trapping and dead-end pore volumes, a
computation which has not been attempted previously.




4.3 Conclusions

Analysis of results of single contact volumetric experiments as well as
continuous multiple contact phase composition measurements suggests that:

(1) Addition of solution gas to a dead oil displaces the critical
point on a P-X diagram to lower C02 concentrations and lower
pressures.

(2) On a pseudo—ternary diagram, this corresponds to a displacement
of the plait point to lower CO0, concentrations and to the
displacement of the binary composition line toward the 1light
hydrocarbon pseudo-component. Displacement of the plait point
alters tie line slopes in such a way that the region of oil
compositions which are intersected by tie line extensions 1s
reduced, while changing the ol1l composition by adding solution
gas to the separator oil moves the o0il composition away from
the region of tie line extensions. Both effects act to
compensate partly for the unfavorable effects of the
enlargement of the two-phase region on C02 flood displacement
efficiency.

(3) Additional CMC displacements at one pressure of oils with and
without solution gas should be performed to confirm or disprove
the explanation given for the low sensitivity of displacement
efficiency to the presence of solution gas.

A flow model has been formulated which will allow assessment of the
Importance of interactions of phase behavior, viscous fingering, and trapping.
Work required to implement the model is in progress.
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5. SUMMARY

This report describes progress in three research areas:

(1) Development of experimental displacement techniques to study
effects of pore structure and high water saturations on
miscible displacement efficiency.

(2) Measurement of phase behavior and fluid properties of C02—crude
0il mixtures.

(3) Interpretation of the effects of individual parts of the
process mechanism on the performance of laboratory and field
scale COZ floods.

In the first area, the difficulties inherent in the interpretation of
miscible displacement mechanisms from effluent composition data have been
reviewed. That review clearly indicated the need for displacement experiments
with fluids of closely matched density and viscosity to 1solate the effects of
rock pore structure from those of viscous fingering and gravity segregation.
Experimental procedures to study the effects of high mobile water saturations
on the efficiency with which an injected fluld can contact and displace oil in
place have also been outlined. Results of those experiments will shed
additional 1light on the question of whether to use high mobile water
saturations (alternating water and gas injection) to reduce the mobility of
Co,. The core flood experiments with simple fluid systems are part of a
sequence of displacements which will culminate with CO, floods in the same
cores. The independent measurements of the effects o% pore structure and
phase distributions will form the basis for interpretation of the far more
complex CO, displacements.

The experimental results presented in the second area are also
essentially independent measurements because the variations of phase
compositions as a CO, flood progresses, along with attendant variations of
phase densities and viscosities, strongly influence the local motions of the
phases. Hence, they strongly affect the local displacement efficiency.
Understanding of the competition between phase behavior, viscous 1instability,
and flow heterogeneity requires some independent measurement of composition
and fluild property variations which drive the process. Results of volumetric
measurements have been presented for several systems which 1llustrate effects
of variation of the amount of solution gas present. Because different oil
fields have been subjected to widely varying pressure histories and because
amounts of gas present initially vary widely, gas-oil ratios for filelds to be
CO, flooded will also vary widely. The results given here outline effects of
a change 1In the gas-oil ratio for oils similar in composition.

Also given as part of research area (2) is a detailed description of the

recent progress in the development of the continuous multiple contact
experiment, which can be used to measure equilibrium phase compositions and
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densities rapidly and efficiently. A simple theory of the operation of the
apparatus is presented and tested for simple hydrocarbon systems, with
excellent agreement between theory and experiment. The effect of increasing
pressure on phase compositions and densities was 1investigated in a series of
continuous multiple contact experiments for Mal jamar crude oil. Results of
those experiments document further the fact that a Coz—rich liquid phase can
extract hydrocarbons efficiently, more so than a CO,-rich vapor phase if
pressures and temperatures are such that CO,-rich liquid and vapor phases can
coexist. ©Progress on research to install equipment to make a simultaneous
measurement of phase viscosities 1s also described. If successful, those
measurements will provide information badly needed to predict the magnitude of
effects of viscous instability in a transition zone between oil and C0,. The
results presented 1in this section demonstrate further the utility of the
continuous multiple contact experiment.

In the third area, an interpretation of the results, phase volume, and
phase composition experiments based on pseudo-ternary diagrams 1s given. The
proposed sequences of diagrams with increasing pressure provide a possible
explanation for observations that the presence of solution gas has little
effect on experimentally determined minimum miscibility pressures. The
analysis suggests additional experiments are needed to confirm or disprove the
proposed explanation. Finally, formulation of a simulation model which would
allow detailed calculation of the relative importance of competing process
mechanisms such as phase behavior, viscous and gravitational instability, rock
heterogeneity, dispersion and trapping of oil by mobile water, is outlined.

Thus, the research program reviewed here continues to concentrate on the
mechanisms which act and interact to determine displacement efficiency in a
Co, flood. The combination of experimental work and analysis 1is aimed,
therefore, at development of better tools for prediction of CO, flood
performance on a field scale.
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