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Disclaimer:  
 
This report was prepared as an account of work sponsored by an agency of the United 
States Government. Neither the United States Government nor any agency thereof, nor 
any of their employees, makes any warranty, express or implied, or assumes any legal 
liability or responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by trade name, trademark, manufacturer, or otherwise does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof. The views and opinions of authors 
expressed herein do not necessarily state or reflect those of the United States Government 
or any agency thereof. 
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Abstract:  
 
The goals of this project are to develop our understanding of seismic loss mechanisms; 
measure attenuation in the laboratory; extract time-lapse attenuation estimates from field 
data; and interpret the results in terms of pore fluid and reservoir changes.   This project is 
a combined effort of several organizations: Chevron Energy Technology Company, the 
Colorado School of Mines, Lawrence Berkeley National Laboratory, and the University 
of California at Berkeley.   
 
In this reporting period, our research has been initiated and early milestones have been 
accomplished.  Our accomplishments include: 

- Chevron’s Low Frequency Acoustics apparatus was resurrected and is being 
calibrated 

- Genesis field data and information is being assembled and analysis begun 
- Standard Berea samples have been prepared at Chevron and the School of Mines 
- A suite of analog samples has been selected for testing 
- Numerical models have been built to calibrate low frequency data 
- Theoretical developments have progressed to describe seismic loss mechanisms 
- Numerical poroelastic models have been built to interpret expected lab data 
- Numerical procedures have been developed to model seismic propagation including 

geometrical and intrinsic losses. 
 
During the next period we will begin sample measurements and start to tie these results to 
specific numeric results.  Specific predictions of losses and dispersion will be made to 
evaluate laboratory data.  Seismic forward models will be built to describe the Genesis 
field data.   Evaluation of the Genesis field data will continue to extract attenuation 
estimates and quantify changes in reservoir properties from log and production data. 
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Executive Summary:  
 
Seismic attenuation continues to gain interest in the exploration and reservoir monitoring 
community.  This interest is demonstrated by the number of reports, meetings, papers, 
and service company activities dedicated to extracting and analyzing attenuation through 
producing reservoirs.  However, it is still apparent that little understanding of the 
underlying attenuation mechanisms has developed.   
 
To cover the wide range of topic in the project requires the collaboration of several 
organizations: Chevron Energy Technology Company, the Colorado School of Mines, 
Lawrence Berkeley National Laboratory, and the University of California at Berkeley.  
This combined effort of laboratory measurements, theoretical and numerical modeling, 
and data processing development will be applied to time-lapse seismic data.  Because of 
the known conditions of the producing field, the extracted relative attenuation differences 
can be directly correlated to changing pore fluids and reservoir conditions. 
 
In this reporting period, subcontracts have been put in place, our research has been 
initiated, and early milestones have been accomplished. 
   
At Chevron, their low frequency apparatus has been rebuilt and tested. Calibration and 
sample preparation are now underway. They have also begun assembling the data and 
reservoir information on the Genesis field in the Gulf of Mexico.  Seismic data from 1990 
and 2002 has been differenced and interpretation in ter characteristics is underway.  
 
At the Colorado School of Mines, low frequency laboratory measurements of velocity 
and attenuation are underway.  These include tests to be made on a standard Berea 
sandstone sample provided by Chevron to act as a calibration between the two labs.  
Finite element modeling has begun to calibrate end effects out of the measured data.  In 
addition, a suite of samples has been obtained from a block near the Genesis field to act 
as analog samples. 
 
The group at Lawrence Berkeley Laboratory has further developed their poroelastic 
numerical models.  These have been tested against analytic solutions and perform well.  
They demonstrate dispersion and an attenuation peak with frequency for simulated rocks 
with heterogeneous compliance.  Specific models are now being built to both guide the 
low frequency experiments and then interpret the results.   
 
The Finite Difference modeling code developed at the University of California permits 
synthetic seismograms to be calculated through complex, anisotropic, attenuating media.  
The code has been tested on finely layered and smoothed models.  From the logs and 
seismic data, models will be built of the Genesis area and synthetics generated. 
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Results and Discussion  
 

I. Activity at Chevron 

I.1.  Introduction  
 
In the period January to June 2005, activity related to this project has focused on two 
separate areas: 
1 – Reactivation and calibration of a laboratory device for acquisition of frequency 

dependent measurements of rock samples under various conditions of saturation and 
pressure. 

2 – General analysis of time-lapse seismic data acquired by Chevron on the Genesis field 
(GOM), which is used as case study to test the presence and effects of frequency 
dependent phenomena on real seismic data. 

The following paragraphs describe specific activities and results for the above listed 
portions of the project. 
 

I.2.  Low Frequency Acoustics (LFA) 
 
Spencer (1981) was among the first ones to bring to the attention of the geophysical 
community the possibility to acquire frequency dependent measurements to study 
attenuation and dispersion effects in rock samples in a laboratory setting. After an initial 
period of strong technical interest in the technique, the device used for acquisition of the 
measurements reported by Spencer (1981) remained essentially unused for more than a 
decade. The collaborative presence of Colorado School of Mines and Chevron in this 
project offers a unique opportunity to test and cross-calibrate techniques and frequency 
dependent measurements on rock samples from two independent devices constructed 
with similar objectives but relying on different physical principles of detection. 
Currently, the Colorado School of Mines group is fully operational in acquiring 
frequency dependent measurements, while Chevron has to reactivate and recalibrate the 
low frequency acoustic (LFA) device to reach an operational standard at least comparable 
to CSM. What follows here below is: (1) a quick description of the operational principles 
of the LFA device located in Richmond, CA, and (2) results obtained so far (June 1st, 
2005) in calibration of the LFA device. 
 
I.2.1  principles of the LFA 
 
The underlying principle of the LFA is to measure the stress-strain behavior of a rock 
sample. A weak force driven by a sinusoidal function compresses and expands the rock 
sample from the base, and the resulting strain (deformation) of the sample is measured 
with capacitive transducers placed axially and radially with respect to the sinusoidal 
stress. The elastic moduli of the rock are computed from the ratio of stress to strain, while 
the phase shift between source and strain sinusoids provides a measurements of 
attenuation (1/Q). Figures 1, 2 and 3 show schematics and photographs of the LFA 
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device, removed from the vessell which provides confining pressure. The driving 
sinusoidal force is ∝ , corresponding to a stress on the samples 

 ( , thus very small, and dimensionally comparable to 
the stress impacting on a rock by a compressional wave at depth. The resulting strains are 

, thus also quite small, and placing a challenge on the transducers in terms 
of detectability of the elastic deformation. In the current LFA scheme, sample dimensions 
are  (1.5” diamter x 4.0” length). The sample is coated with silver paint, which 
is a conductive metal, while the capacitive transducers are fixed to the frame. When the 
sample is deformed by the sinusoidal stress, the transducers detect the change in 
capacitance between the sample surface and the tip of the transducer, thus creating a 
strain signal. The frequency of the sinusoidal force can be modulated, thus sample strains 
as a function of frequency can be recorded. The frequency band currently tested is from 
about 1 Hz to 1000 Hz. For each frequency, 128 cycles are stacked, then moduli and 
phase angles are computed. 

N101−
45.1 −∝MPa21 1010 −− −∝

87 1010 −− −∝

m210−∝

)psi5.14

 
I.2.2  calibration tests 
 
The sinusoidal force is the known input to the LFA system, thus relative measurements of 
amplitude and phase of the transducers with respect to stress, for any given frequency,  
lead in principle to computation of elastic moduli and phase angle shift of the samples. A 
successful practical optimization of this method is very desirable because it would result 
in absolute measurements of strain and phase shift (thus moduli and 1/Q). However, 
there are practical drawbacks to this approach, because the LFA environment is noisy 
(mechanically and electronically) and the signal is weak, resulting typically in low S/N. 
Figures 4 to 7 show results from the latest calibration tests of the LFA device on an 
aluminum sample. Data from two separate tests are included. The two tests were 
conducted a few days apart from each other, with the aluminum sample physically 
extracted and then remounted in the device in the time between the two tests. 
Positive observations: 
1 – Overlapping of the measurements from the two tests shows good repeatability (Figure 
4, 5, and 6), an observation that raises confidence in the ability of the device to reproduce 
results over time. 
2 –  Measurements of the shear modulus of aluminum are very close to the manufacturer 
value of 26 GPa (Figure 6). 
Negative notes and areas of improvement: 
3 – The radial 2 and radial 4 transducers have a strong non-linear behavior with repect to 
frequency (Figure 5) which results in a similar non-linear behavior of the aluminum bulk 
modulus (K) in Figure 6. 
4 – Figure 7 shows that Q measurements from phase angles in the aluminum samples are 
in general less repeatable than moduli measurements. Additionally, Q values seem to 
follow a broad, flat Gaussian-like distribution, where high Q values for aluminum can be 
expected in the frequency band of 10 to 150 Hz. Q measurements outside of this 
frequency window are strongly non-linear, thus less reliable. 
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I.3.  Summary of LFA current status 
 
The LFA device at Richmond has been reactivated quite successfully and it’s going 
through a phase of calibration. Equipment went through various tedious phases of testing, 
substitution of faulty components, and general troubleshooting. Finally, the last 
calibration tests show promising results particularly in the repeatability of the 
measurements. More tests are needed to establish whether or not absolute measurements 
are possible with the LFA device. If this approach does not prove possible, the alternative 
is to have a database of values recorded for an aluminum sample which can be used as 
elastic baseline. The measurements acquired on rock samples would then be ratioed to the 
equivalent measurements on aluminum to compute elastic moduli and phase shifts for 
1/Q. 
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View from top of the LFA device 
showing the sockets for the electronics 
of the 4 radial conductivity 
transducers mounted 90° apart

calibration 
sample

FIG. 2 – Low Frequency Acoustic (LFA) device out of 
the pressure vessell. For reference, the calibration 
sample on the side is 6” tall and 1.5” diameter. View 
from the top is about the same scale as the rest.

View from top of the LFA device 
showing the sockets for the electronics 
of the 4 radial conductivity 
transducers mounted 90° apart

calibration 
sample

FIG. 2 – Low Frequency Acoustic (LFA) device out of 
the pressure vessell. For reference, the calibration 
sample on the side is 6” tall and 1.5” diameter. View 
from the top is about the same scale as the rest.
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FIG. 3 – Two of the samples used for calibration of the 
LFA device. Sample on the right is coated with MYLAR and 
silver paint, while sample on the left is not. Samples are 
typically 1.5” diameter x 4” tall (these two samples are 
longer).

FIG. 3 – Two of the samples used for calibration of the 
LFA device. Sample on the right is coated with MYLAR and 
silver paint, while sample on the left is not. Samples are 
typically 1.5” diameter x 4” tall (these two samples are 
longer).
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FIG. 4 – Mesurements of Young modulus of aluminum sample with the LFA device as a function of 
frequency. The dates refer to separate sets of measurements done to verify repeatability. Between the 
two dates the sample was taken out of the vessell and then remounted for the second measurement.
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FIG. 4 – Mesurements of Young modulus of aluminum sample with the LFA device as a function of 
frequency. The dates refer to separate sets of measurements done to verify repeatability. Between the 
two dates the sample was taken out of the vessell and then remounted for the second measurement.
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taken out of the vessell and then remounted for the second measurement.
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then remounted for the second measurement. Q values for standard aluminum are reported to be 
between 104 and 105. An exact value of Q for the aluminum in the sample was never provided by 
the manufacturer.
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I.4.  Time-lapse attenuation & dispersion at Genesis (GOM) 
 
I.4.1  Motivations for the study 
 
The Genesis Field, located in the Gulf of Mexico, represents a case of cohexistence of 
multiple complexities in exploration and development of geologically young deepwater 
sands. Thus, it is likely that many of the challenges encountered by Chevron at Genesis 
are shared by the whole community of operators which decided to invest resources in 
E&P of deepwater fields. In this sense, a deepening of the investigation in the 
complexities of Genesis through a publically accessible research project should be of 
strong interest to the oil industry and the academic community. 
The complexities at Genesis Field are the reason for its selection within the research 
framework of quantifying attenuation and dispersion effects in 3D seismic data. These 
reasons are: 
1 – The producing targets at Genesis are extremely unconsolidated sand intervals which, 
due to primary pressure depletion, are compacting at a considerably fast rate. The 
compaction process is essentially reducing porosity over time, and it is likely to change 
local values of permeability as well as permeability paths. Because a significant interest 
in dispersion and attenuation technology is motivated by searching for links to 
permeability imaging in the subsurface, Genesis represents a natural laboratory for this 
effort. 
2 – During the process of pressure depletion due to production, relevant sections of the 
Genesis sands are expected to develop out-of–solution gas from the hydrocarbon mix. 
Again, in the interest of connecting dispersion and attenuation technology to 
permeability, a significant time-lapse drop of fluid bulk modulus due to development of 
gas phases could significantly increase the chances of detecting time-lapse variations of 
attenuation and dispersion with 3D seismic. 
3 – Lastly, Genesis is an excellent candidate for quantifying attenuation and dispersion 
effects because 3D seismic data are (i) of excellent quality, (ii) acquired in a dedicated 
time-lapse fashion, and (iii) processed both in terms of maximization of the time-lapse 
effect (i.e. enhancing time-lapse repeatability of the signal) and in terms of single-volume 
amplitude fidelity. 
 
I.4.2  Generality of genesis field 
 
The Genesis Field (GOM) is located about 240 km (150 miles) southwest of New Orleans 
(Figure 8), spanning across 3 blocks of the Green Canyon (160, 161, 205). Water depth 
varies from 750 m to 850 m, and reservoir depths are in the order of 4000m and deeper. 
The producing sands of Genesis are located on the eastern flank of a buried salt ridge 
(Figure 9 and 10), and the various reservoirs are trapped by a combination of N-S 
trending faults and stratigraphic traps. As a result of salt tectonics, reservoirs dip easterly 
by 20° to 40°. The main reservoir intervals are Pleistocene sands (N1, N2, and N3), and 
deeper Pliocene sands (4,267m [14,000ft]; 4,298m [14,100ft]; 4,328m [14,200ft]; and 
4,359m [14,300ft]). Lithofacies in the reservoir section consist of massive sands, 
laminated sands, thinly interbedded sands and shales, thin sand laminae in shales, 
laminated to bioturbated shales, and silty mudstones, and they are all consistent with 
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deposition from sandy and muddy turbidity flows in a deep-water depositional system, or 
with deformation of deposits from this system. All the sands are unconsolidated. 
 
Genesis oil is 26° to 30° API, GOR is reported from 142.6 - 356 L/L  (800 – 2000 
scft/stbl), temperature averages 87.8 C (190 °F), and fluid pressures are expected to 
change in the range of 80 to 40 MPa because of pressure depletion. Figure 11 shows 
diagrams for a portion of the reservoir with GOR varying from 142.6 – 213 L/L (800 to 
1200 scft/stbl). For fluid pressures lower than 45 MPa gas is expected to be a separate 
phase. For GOR higher than 213 and everything else equal, bubble-point moves to higher 
pressure, thus gas comes out of solution earlier (higher pressures) in the pressure 
depletion phase. In summary, a time lapse seismic program was established at Genesis to 

monitor the complex evolution of the production and pressure depletion phase. 
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FIG. 8 – Location of Genesis Field within the Gulf of Mexico tectonic setting.
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FIG. 8 – Location of Genesis Field within the Gulf of Mexico tectonic setting.

The baseline seismic survey was acquired in 1990 and the monitor survey in 2002. Figure 
12 shows a schematic histpry of Geneis production. A technical review of the 4D 
program will be produced for this project at a later stage. For now it should suffice to say 
that acquisition and processing followed strong repeatability criteria, and that the value of 
the 4D project is still not completely exploited. 
 
I.4.3  Time-lapse signal and reservoir compaction 
 
Perhaps one of the most complex mechanisms which is taking place during the 
production history of Genesis Field is the compaction process of all the sand intervals, 
although with different gradients. A quantification of this phenomenon using selected 
rock physics and rock mechanics experiments will be the subject of one of the next 
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reports. Presently, the attention is focused on the expression of compaction revealed by 
time-lapse seismic data. 
Figure 13 shows a line from the time-lapse seismic difference cube (left portion of the 
figure), while the four zoomed sections on the right are taken from the baseline survey. 
The top of the N1 sand shows an average 2.4 ms shift downward. Notice that the N1 
reservoir is above the oil-water contact. Additonal measurements from wells confirm that 
this portion of the reservoir underwent about one meter of compaction over 30 meters of 
vertical thickness. Just above the N1 reservoir are shales that show a time lapse response 
thought to be due to expansion. This section has dilated and its seismic velocity has 
decreased as the reservoir has compacted below.  The SB2 and SB3 horizons have minor 
downward shifts of 0.13 and 0.29 ms implying that the subsidence has a restricted 
elevation above the N1 reservoir. The sea floor has an overall upwards shift of 2 ms. 
The complexity shown by Figure 13 is likely to cause changes in permeability and 
permeability paths. In the near future we are interested in studying if these time-lapse 
changes are expressed in the frequency domain of the seismic data, as well as in 
variations of attenuation. 
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FIG. 10 - N-S cut through the Genesis Field 3D volume, after final migration, showing the location in time of 
the reservoir section closing updip against the salt. 
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FIG. 10 - N-S cut through the Genesis Field 3D volume, after final migration, showing the location in time of 
the reservoir section closing updip against the salt. 
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Fig. 11.   Gas, oil, 
and mixture bulk 
modulus (K) as a 
function of 
pressure for the 
Genesis fluids. 
 

 
 

Fig. 12.   Gas, 
oil, and mixture 
density as a 
function of 
pressure for the 
Genesis fluids. 
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II.  Activity at the Colorado School of Mines 
 
II.1 Introduction 
The School of Mines has several including laboratory measurements of attenuation, 
modeling of the results, integration with the field data, and overall project management.  
Previous measurements at CSM confirmed the strong influence of partial saturation on 
attenuation as well as the influence of rock compliance heterogeneity.  These 
observations will guide the poroelastic models developed by the team at Lawrence 
Berkeley Laboratory and then be used to interpret the results from the data acquired at the 
Genesis field.   
 
 
II.2  Low Frequency Device 
 
The Low Frequency Device (LFD) at the School of Mines has been in operation for 
several years.  A schematic of the LFD is shown in Figure 14.  In concept, the system is 
similar to the Chevron device, after which it was inspired.  A sinusoidal stress is applied 
to the base of the sample assembly.  In contrast to the Chevron equipment, we measure 
the deformations using strain gages directly bonded to the sample surface and to an 
aluminum standard at the top of the column.  The ratio of the rock and aluminum strains 
yields the rock modulus (real component).  The phase lag between the rock and the 
aluminum provides the attenuation.  Both vertical (axial) and horizontal (radial) strains 
are measured, which provides sufficient information to derive all of the real and 
imaginary (loss) components of the moduli for an isotropic material.  Piezoelectric 
crystals within the standard permit ultrasonic data to be collected simultaneously with the 
low frequency data. 
 
Although the measurement appears simple, in reality the method is quite complex and 
time consuming.  The strain levels must be kept extremely low, on the order of 10-7, to 
insure the deformation mechanisms are consistent with seismic wave propagation (Batzle 
et al., 2005).  Slight misalignments in the sample column will perturb the absolute strain 
readings.  Because the measurements are made with small (1 x 6 mm) strain gages, the 
data is very sensitive to any heterogeneities near or directly under the gage.  The strain 
measurements are surface measurements, so damage done during sample preparation or 
excessive material (jackets, etc.) bonded to the surface will influence the results.  In 
addition, our samples tend to have a low length to width ratio, on the order of 1.5.  Most 
mechanical testing requires ratios closer to 3.  As a result, edge effects due to the 
boundary with the aluminum can be significant, especially for soft samples or those with 
large Poisson’s ratio.  These specific issues are being addressed by some of the finite 
element modeling described below.   
 
One important aspect of this apparatus is the ability to control the pore fluid boundary 
conditions.  Small valves adjacent to the sample can be opened or closed, determining if 
pore fluids can flow, or not flow into the sample.  At low frequencies, this flow has a 
significant effect, as will be seen below. 
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Fig. 14.  Schematic of the 
Low Frequency Devise 
(LFD) at the Colorado 
School of Mines. Vertical 
and lateral deformations 
are measured with bonded 
strain gages.  Crystals in 
the aluminum standard 
allow ultrasonic velocities 
to be collected with the low 
frequency data.  Note that 
the pore fluid lines can be 
shut off with small 
microvalves near the 
sample (not shown) 

 
 
Sample preparation is a fairly labor and time consuming task for this device.  A 
homogeneous block of Berea sandstone was chosen to be a test standard between 
measurements made at Chevron and those made at the School of Mines.  In figure 15, 
some of the preparation steps and the final sample assembly are shown.  The samples are 
coated with a thin kapton film to serve as a pressure jacket and as a surface on which to 
bond the strain gages.   
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a.
Fig. 15.  Chevron Berea Sandstone 
samples  being prepared for 
measurement in the CSM device. 
(scale is in cm)   
a.  Initial samples,  one with a primary 
jacket of kapton film attached. 
b.  After complete jacketing and with 
semiconductor strain gages attached. 

b.

 
 
 
II.3  Sample selection. 
 
Analog samples of the sand units within the Genesis field  been obtained.  These are 
poorly consolidated sand samples from nearby Green Canyon block 244.  They represent 
the loose turbidite sands found in the Genesis field.   
 
An example of these samples is shown in Figure 16.  The sands are currently stored in 
Teflon jackets.  Xray scans of the material have already revealed fractures developed 
probably as a result of unloading and decompaction. Because of the friable nature of the 
material, careful preparation techniques will need to be developed.  Preparation could 
include freezing the sample to maintain mechanical integrity.  
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a. Fig. 16.  Deep water Gulf of 
Mexico deep-water turbidite 
sand (Green Canyon GC244).  
These samples can be used as 
analogs to the sands in the 
Genesis field. These are high 
porosity, loose sands and 
samplepreparation may be 
difficult.  
a. Sample jacketed in a teflon 
sleeve which will be replaced 
with kapton as in Figure 15.   
b. Xray image of the sample 
showing a large crack probably 
due to decompression. 

b.

 
 
 
II.4 Expected results 
 
Previous low frequency tests on samples similar to the Chevron Berea standard have 
reviled the strong influence of pore fluid flow, as shown in Figure 17.   When the valves 
are open (Fig. 17a), at low frequencies (below 100 Hz), pore fluid can flow in and out of 
the sample.  As a result, the pore pressure is ‘relaxed’ and the compressional velocity 
(Vp) is comparatively low.  At higher frequencies, the fluid has not got time to relax, and 
the Vp increases.  If the vales are closed (Fig. 17b), then this macroscopic fluid motion is 
prevented, and Vp is approximately constant from ultrasonic to low frequencies.  Note 
that these fluid flow conditions do not influence the shear velocities.  Unfortunately this 
valve and pore line system is difficult to characterize and model, so we will direct our 
efforts to measuring inhomogeneous saturations. 

DE-FC26-04NT15505, Measurement and Interpretation of Seismic Attenuation 28  



a b 

Fig. 17.  A previous measurement on a different sample of Berea sandstone showing boundary 
flow effects:  (a) open valve, at low frequencies fluid motion occurs, and (b) closed valve, so 
no boundary flow is possible.   Confining pressure = 6.9 MPa, Pore pressure = 3.45 MPa. 

 
 
 
II.5  Numerical Models 
 
The influence of parameters such as length, diameter and stiffness  are being theoretically 
calculated and experimentally tested by viscoelastic modeling of the samples with 
Femlab, a commercial finite element package, and original poroelastic codes by Kurt 
Nihei and Yider Jean Masson. 
 
The modeling of the lab samples involves the creation of numerical grids based on scan 
images of the samples with the injected fluid. An example of such is shown on Figure 18.  
This sample of sandstone is initially brine saturated, and doped with NaI to enhance the 
xray contrast.  The light hydrocarbon is injected through the pore fluid tube at the top.  A 
finite mesh, shown in figure 4, is defined and values for each domain assigned based on 
the butane saturation. 
 
Although the poroelastic code received from LBNL has been benchmarked, the data 
extracted from the models differs from that obtained with the laboratory experiments. 
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a b. 

Fig. 18. CT Scan image and model of a saturated Berea sandstone sample.  
a. The top dark fingering shows the penetration of butane. 
b.  Grid developed to model the injection  
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III.  Activity at Lawrence Berkeley Laboratory 
 
III.1 Computational Rock Physics--Development of numerical capabilities for quasi-
static stress-strain modeling of poroelasticity-related seismic attenuation 
 
Capabilities for modeling fluid-flow related seismic attenuation in laboratory scale tests 
were developed during this reporting period.  These capabilities include explicit finite 
difference codes that solve the first order system of coupled equations that relate the 
stress and particle velocity in the solid frame to the fluid pressure and fluid velocity (i.e., 
Biot’s equations).  We have adapted a 2D staggered grid finite difference time domain 
(FDTD) poroelasticity code for models that replicate laboratory quasi-static stress-strain 
tests:  no flow boundaries, and dynamic stressing along the sample boundaries 
(hydrostatic or uniaxial).  Two of such models for a homogeneous sandstone with gas 
regular and random assortments of gas patches are shown in Figure 19. 
 

 
                               (a)                                                                 (b) 
Fig. 19.  Finite difference time domain poroelastic modeling of partially-saturated sandstone:  (a) gas patch 
distributions, and (b) fluid pressure resulting from a quasi-static hydrostatic stress applied to the outer 
boundary with no flow boundary conditions. 
 
As pointed out by Carcione & Quiroga-Goode, the solution of these equations contains 
propagating elastic waves and diffusive slow waves.  These solutions progress at two 
different time scales (i.e., the system of equations is stiff), and the stability of the explicit 
finite difference solution is restricted by the diffusive slow wave.  We have explored 
through numerical experiments several approaches for efficiently solving this stiff system 
of equations, including the time-splitting technique developed by Carcione & Quiroga-
Goode (1996).  Some preliminary tests indicate discrepancies between the full-solution 
and the time-splitting solution for dual porosity models, and we are presently 
investigating the nature and cause of this difference. 
 
That the Carcione & Quiroga-Goode (1996) time-splitting approach has problems, can be 
seen by determining the attenuation of a propagating P wave in a perfectly homogeneous 
porous material.  We do so using a complete finite-difference solution (no time-splitting 
approximations), using the Carcione & Quiroga-Goode appxoimation, and using the 
exact analytical solution.  These results were obtained during this reporting period and 
are presented in Figure 20 and show that there are significant problems with the Carcione 
& Quiroga-Goode approach. 
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Fig. 20.  The “low-frequency code” is the full solution of the poroelastic governing 
equations in the low-frequency limit where viscous-boundary layers in the pores are not 
present, while the “Carcione code” is an approximate solution to the equations in this 
same low-frequency limit.   
 
Using the full-solution code, we have also carried out during this reporting period a 
comprehensive set of tests on models with heterogeneous distributions of the rock 
compressibility. These results are being reported upon in two publications under 
preparation (Masson, Pride and Nihei, 2005, and, Masson and Pride, 2005).  Some of 
these results are presented in Figure 21 below.  In this figure, the isotropic compressional 
attenuation and real bulk modulus are numerically determined for materials having the 
heterogeneity as shown in the top panel of the figure.  The white corresponds to a softer 
sandstone and the black to a stiffer sandstone.  All geometries modeled in this figure have 
identically the same volume fraction of white material and black material.  The only 
differences (examples a,b,c) are in the size of the inclusions, and (examples A,B,C) in 
how the inclusions are placed within a sample.  These numerical results are compared to 
the analytical “double-porosity” theory (Pride et al., 2004) which is valid whenever the 
inclusions (heterogeneities) are characterized by a single length scale.  The favorable 
comparison between the analytical results (no free parameters) and the numerical 
simulation is quite satisfying and indicates that our numerical simulations can be used 
with confidence.    Further results, interpretations, and implications are all discussed at 
length in the above cited articles under preparation. 
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Figure 21.  Compressional attenuation and dispersion as numerically determined using 
our finite-difference solutions to the poroelastic governing equations (symbols) for the 
various geometries shown in the top panel.  Also shown (solid lines of second panel) are 
the analytical results of Pride et al. (2004) obtained without fit parameters to the same 
geometries.  Finally, in the bottom panel corresponding to the more complicated 
geometries having multiple length-scales present, the Pride et al. (2004) predictions for 
each individual length scale are simply averaged to produce the solid curve labeled 
“mean”.  It is seen that such a simple average does an adequate job explaining the 
numerical data.  
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IV. Activity at University of California, Berkeley. 
 
 
 

IV.1. Introduction 

Seismic wave propagation modeling is an important tool for understanding wave-field 
phenomena and how it relates to observations of recorded seismic data. This type of 
modeling provides us with insight into important problems such as why certain regions of 
a petroleum reservoir are more difficult to image than others and why earthquake shaking 
in some regions is different from that in other regions.  

In many software packages, there are tools to create synthetic seismograms from well 
logs and tools to relate these synthetic seismograms to important reservoir properties. 
These tools are typically idealized representations of the seismic reflection survey. They 
do not capture important characteristics such as short wavelength heterogeneity, Q, 
anisotropy, local wavefront curvature, etc, that may affect the relationship between the 
reservoir properties of interest and the real seismic data. To create the link between 
reservoir  properties and the details of the seismic wavefield requires much more realistic 
synthetic seismograms, which, in turn, necessitates more realistic seismic modeling tools 
to create these synthetic seismograms. Finite difference (FD) modeling is a well-
characterized and efficient tool for creating these more sophisticated synthetic 
seismograms. FD modeling can also be used in more conventional applications such as 
illumination studies, acquisition planning, and migration testing. 

The general need is for realistic seismic modeling of the important properties and 
processes governing seismic wave propagation in the earth. Realistic carries different 
meanings for the range of geophysical applications depending on rock properties that are 
dominating the seismic response. Since attenuation is an important property of the 
subsurface, there is a need for models of seismic wave propagation in heterogenous 
attenuating media. Our focus in this research is on establishing the validity of the finite 
difference forward modeling scheme. These forward modeling codes we develop will be 
very useful to study intrinsic and scattering attenuation due to finely layered and 
distributed heterogeneities.  
 

 

IV.2. Finite difference Seismic Modeling 
 
The forward modeling developed under this project will utilize the finite difference time 
domain (FDTD) method with a staggered grid scheme (Figure 22) to solve the 
momentum conservation and constitutive equations for the particle velocities vi and 
stresses ijσ  (Yee, 1966; Madariaga, 1976; Virieux, 1986) 
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Fig. 22. Staggered grid stencil.  

 

 

 

The advantages of modeling elastic wave propagation in heterogeneous media, including 
fluid-solid layers, using this coupled first-order system of equations on a staggered grid 
results in an explicit leap frog scheme that avoids taking derivatives of the material 
properties and second order derivatives of the particle displacements. The speed and 
accuracy of the staggered grid FDTD scheme has been firmly established over the last 
decade and a half for both 2-D and 3-D problems (e.g., Levander, 1988; Graves, 1996). 

 The basic 2-D serial code has already been developed. Features, such as full-anisotropy 
and viscoelasticity, that are targeted for implementation in the 3-D and 2.5-D parallel 
codes are currently implemented in our 2-D serial codes, and, therefore, represent 
straightforward modifications. Computational speed and efficiency features, such as 
enhanced parallelization and optimized finite difference coefficients, are also 
straightforward modifications to our exiting codes. Other advanced features, such as 
refined meshing (for surface topography, marine and sediment layers, faults, finely 
layers, fractures and boreholes) and dynamic equivalent media for thin layering, represent 
research items that we propose to develop, and implement into the family of 2-D, 2.5-D, 
and 3-D serial and parallel codes. 
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IV.2.1 Isotropic acoustic wave equation  
 
    The variable-density acoustic wave equation is solved by the 2nd order in time and the 
4th order in space staggered grid finite difference method. The 2D acoustic wave equation 
can be written as 
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where u , and w p are the particle velocities and pressure, respectively. ρ is the density 
and is the velocity of the medium. We use 4c th order in space and 2nd order in time 
staggered gird finite difference method to solve these acoustic wave equations. For 
instance, the 4th order staggered grid finite difference operator in x-direction is  
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where c0 = 9/8 and c1 = 1/24, and ∆x is the grid spacing in the x-direction. The 
second-order staggered grid forward-difference approximation for the time 
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Figure 23 shows a shot gather in a fine-layered velocity model with the PML 
absorbing boundary condition. 
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      Fig. 23. Synthetic shot gather in a fine-layered model. 

 

IV.2.2  Isotropic elastic wave equation 

 
The elastic wave equation is solved by the 2nd order in time finite difference method 
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 where and v are the particle velocities. xv z xxτ , zzτ and xzτ are stresses. We can either use 

4th- or 8th- order in space staggered grid finite difference method to solve elastic wave 

equation.  Figure 22 shows the staggered gird stencil. Figure 24 shows a shot gather 

generated by 4th order finite difference method.  
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Figure 24. A shot gather generated by elastic wave equation with 4th order finite difference method in a 

fine-layered model. Poisson’s ratio was assumed to be 0.25 in the entire model. 

 

 

 

 

IV.2.3 Anisotropic Elastic wave equation 

The introduction of completely general anisotropy into a staggered grid finite 
difference requires use of the full tensor of 21 independent elastic constants: 
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We use 4th- and 8th- order staggered grid finite difference and have adopted an O(3) 
accurate 2-D interpolation scheme for the non-centered strains in our 2-D serial 
codes.  
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2.4 Additions to the Existing Codes 

 

We also modified the codes listed above to incorporate:  

Variable gridding for both vertical and horizontal directions  
We have applied this technique to isotropic acoustic and elastic wave equation, 

viscoelastic and anisotropic wave equation.  

Recently, variable-grid finite difference methods have been developed to avoid spatial 

over-sampling when applied to multi-scale structures or large –scale structure with high 

velocity contrasts. For example, in the low velocity zones a fine grid is used and a coarse 

grid is employed for high velocity zones. These methods are very useful for the finely 

layered model. In variable grid method, the x grid spacing can vary in the x-direction and 

the z gird spacing can vary in the z-direction, as shown in Figure 25. 

            
                Fig. 25. Grid layout with nonuniform spacing. 

 

In our new variable method, the spatial derivative is calculated by:    
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where  is the spatial increments. To determine the coefficients , we use Taylor 
expansion above equation to obtain all coefficients.     

ix∆ ja

We used a model with 460x460 grid points, grid spacing changes from 1.375 to 2.75m 
from left to right, and a time step of 2 ms. We used a P wave velocity of 2300 m/s, an S 
wave velocity of 1100 m/s and a density of 2100 kg/m3. Figure 26 shows the vertical 
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velocity field sampled at 390m from the source (a 20Hz vertical body force). Excellent 
agreement is seen between the numerical and analytical results. 

 
 

Fig. 26. Comparison between numerical results and analytical solution for wave propagation in a 
homogeneous model. 

Attenuation incorporated (intrinsic constant Q) 
Variable-staggered with any order finite difference method. Attenuation can be 
incorporated into the staggered grid FDTD scheme via the memory variable approach 
(Day and Minster, 1984; Carcione et al., 1988; Robertsson et al., 1994; Komatitsch & 
Tromp, 1999).  In the memory variable approach, general viscoelastic media are 
described as a superposition of K standard linear elastic solid elements each with their 
own relaxation times: 
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This general model allows the convolutional relationship between stress and strain,  
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to be evaluated analytically.  The resulting set of velocity-stress equations now 
includes the memory variable k

iqR  that must be updated with the stresses. 
The resulting set of equations which now includes a memory variable k

iqR  that must be 
updated with stresses, 

DE-FC26-04NT15505, Measurement and Interpretation of Seismic Attenuation 41  



( )

( )

1

1

( ) ( ) ( ) ( ) Viscoelastic Consitutive Relation

1( ) ( ) ( ) memory variable

1 modulus defect

unrelaxed modulus

K
u k

iq iqrs rs iq
k

k k
iq iqrs rs iqk

o k k
iqrs iqrs iqrs

K
u o
iqrs iqrs iqrs

k

t c t t R t

R t c t R t

c c

c c c

σ

ε σ

σ ε

δ ε
τ

δ τ τ

δ

=

=

= +


= −

= −

= −

∑

∑

&&&

&& &&

.









   (7) 

The viscoelastic constitutive relation remains explicit in time and can model general 
anisotropic attenuation versus frequency behavior with minimum modifications to the 
stress update routines in the serial and parallel family of codes. The location and 
magnitude of the viscoelastic attenuation associated with each elastic constant is fully 
described by three parameters:  the stress relaxation time kστ , the strain relaxation times 

k
iqrs
ετ , and the relaxed (zero frequency) moduli . o

iqrsc

Anisotropic attenuation allows general loss to be associated with each elastic constant at 
the additional computational expense of a memory variable updates (3 in 2-D, 6 in 3-D) 
and the additional storage of a strain relaxation time for each elastic constant.  

We have developed a FD code based on viscoelastic wave equations (Robertsson et al., 
1994) in isotropic media.  A variable-grid finite difference method is used to solve these 
wave equations. 

Perfectly matched layer (PML) absorbing boundary conditions  
Variable-staggered with any order finite difference method for anisotropic, elastic and 
variable-density acoustic wave equation. A variety of approaches have been developed 
for absorbing waves on the model boundaries while generating minimum reflections.  A 
simple and straightforward method consists of surrounding the model domain by a 
boundary zone N=20~30 grid points wide where the wavefield is gradually reduced to 
zero through the application of an exponential tapering function (Cerjan et al., 1985).  A 
more sophisticated approach that requires N<16 grid points is the Perfectly Matched 
Layer (PML) approach of Berenger (1994).  This approach has emerged as the method of 
choice for its effectiveness and minimal grid point requirements, and will be provided as 
an option in the seismic modeling engines developed for this project.  

In the PML method, we split each variable into x and z or z, y and z directions. The PML 
formulations can be derived by a complex coordinate stretching approach expressed as: 

             xxidx ∂+⇒∂ ])(1[
ω

, yyidy ∂+⇒∂ ])(1[
ω

 and zzidz ∂+⇒∂ ])(1[
ω

 

 where ,  and  represent the exponential damping coefficients in the PML 
region along 
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x , and , respectively.  The equation of the horizontal particle velocity 
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becomes 
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Usually, people take 2

2

2
3)1log()(

δδ
xV

R
xd P= , where V  is the velocity,P δ  is the thickness 

of the PML and R is the theoretical reflection coefficient. As we can see from above 
equation, the PML method requires more memory than sponge methods. Figure 27 (a) 
and (b) display the snapshot for a homogenous acoustic model with the PML and sponge 
absorbing boundary condition. There are no visible artificial reflections in the PML.    
     

 

                                                                      (a) 

 
                                                                 (b)     

    Figure 27. Comparison of PML (a) and sponge absorbing boundary conditions (b).  
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However, we found that using 2

2

2
3)1log()(

δδ
xV

R
xd P= is not a good choice in some cases 

because it will introduce very low frequency components into our results. We still need to 
work on this problem in phase II.   
 

IV.2.5  Optimal coefficient finite difference 
 
      We introduce a new method for designing optimized operators for staggered grid 
spatial differencing.  Conventional staggered-grid FD coefficients are obtained from a 
Taylor’s series expansion that becomes progressively more inaccurate at higher 
wavenumbers.  To obtain acceptable accuracy at these higher wavenumbers requires fine 
computational grids (typically 6-20 grids per wavelength).  Tam and Webb (1993) 
showed for a standard (i.e., non-staggered grid) FD scheme it is possible to obtain the 
optimized FD coefficients that result in fewer grid points per wavelength. 

To obtain the optimized FD coefficients for a staggered grid FD scheme (Rector et al., 
2002), a minimization of the numerical dispersion is performed over the modeled 
frequency band, as follows.  The 2Nth order FD approximation for a staggered grid mesh 
is 

1 ( (2 1)
2

N

j
j N

)f xa f x j
x x =−

∂ ∆
= + −

∂ ∆ ∑  ,     (8) 

where ∆x is the grid spacing and N is the length of the differentiator. aj=a-j, j=1,2,...,N 
are the unknown FD coefficients.  Taking the Fourier transform of Eq. (7) gives the 
effective wavenumber 

(2 1) / 2
N

i j k x
j

j N

ik a e
x

− ∆

=−

= −
∆ ∑%    ,    (9) 

where k is the actual wavenumber.  Minimizing the error over one wave cycle 

  ,  (10) )(|| 2
~

xkdxkxkE ∆∆−∆= ∫−
π

π

and prescribing an acceptable error level (e.g., 0.01E ≤ ) yields FD coefficients with the 
minimal error over the frequency spectrum of the wavefield. Figure 7 shows the 
comparison between conventional 4th-order FD method and the new optimal FD method. 
Our new method has less dispersion.  For O(4) spatial differencing, the number of grid 
points per wavelength for an error level of E=0.01 is 5.1 using the standard coefficients 
and 3.9 using the optimized coefficients.  This difference translates into a memory 
savings of 30% in 2D and 40% in 3D, and approximately 34% less CPU time. 
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                          Fig. 28. comparison of the optimal and conventional FD.  
 

 

 

IV.2.6 Examples 
 
Example 1: AVO 

It is well known that anisotropy can affect AVO responses, both in the estimation of 
incidence angles and in the modification of the reflection coefficients (Ruger, 1997). 
Using forward modeling that incorporates and omits anisotropy, we can examine the 
sensitivity of AVO to anisotropy. This allows us to investigate uncertainty in AVO 
inversions. 

Figure 29 shows the velocity models: a finely layered and a smoothed model. 
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Fig.29. Two velocity models: a finely layered and a smoothed model. 

 

We generated a vertical transversely isotropic (VTI) model based on a finely layered 
velocity logs. To incorporate anisotropy, we assume 2.0=ε and 01.0=δ when the 
velocity is less than 3000m/s and the depth is below 200 meters. Figure 30(a), (b) and (c) 
show a CMP gather generated for an elastic isotropic and an elastic anistropic model and 
their difference, respectively. From Figure 30(c) we can see there are differences between 
anisotropic and isotropic results for both amplitude and traveltimes, particularly as the 
offset increases. The industry is pushing to larger and larger offsets to obtain accurate 
AVO inversions, and as offset increases, the effect of VTI properties also increases. 
Figure 31 shows the amplitude differences between isotropic and anisotropic model verse 
offset for the event at 0.93 s. This result implies that AVO inversion will result in 
erroneous parameters without including anisotropy.   
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Fig.30. A CMP 

gather generated by 

finite difference 

method in isotropic 

(a) and anistropic 

model (b) and their 

difference (c).  
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Fig. 31.  The amplitude differences between isotopic and anisotropic model vs offset.  

 

   

Example 2: Effect of Fine Layering on Attenuation Estimates 

Figure 32 shows seismograms in a fine layered and a smooth, blocky model and their 
differences, respectively. All receivers are located at the bottom of the model and a 
source is on the top of the model (if you wanted to do an offset VSP, you should really 
put the source at the bottom and the receivers at the top). This example demonstrates that 
scattering attenuation due to thin layers has significantly affected  amplitudes and 
traveltimes.  For instance, the treveltime difference at zero-offset trace is about 3 ms and 
the amplitude and phase differences of the direct, downgoing arrival are substantial. The 
amplitude in the fine layering model is less than that in the smooth, blocky model. Also 
AVO responses are different between these two models. The incorporation of fine 
layering such as this is not standard in many forward modeling routines, which may be 
part of the reason why forward models are not thought to be particularly realistic. We 
believe that our new tools will overcome many of these limitations. 

Our objectives for the next reporting period is to complete the seismic modeling 
framework, to develop an initial prototype 2-D mode, and to build a model of the Genesis 
field and begin matching field parameters. 
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Fig.32. 

Seismograms 

generated by FD 

method in finely 

layered (a) and 

smoothed model 

(b) and their 

difference (c). 
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Conclusions 
 
 
Seismic attenuation has great potential for aiding in hydrocarbon exploration and 
reservoir monitoring and this project is a unique combination of theoretical and numerical 
analysis, laboratory analysis, and application to real field data that will help test and 
calibrate the process.  The project is currently progressing on schedule and early 
milestones have been met.  The Genesis field is providing a rich set of real data to which 
to apply our concepts. The good data quality over the field should allow us to produce not 
only an example of applied attenuation analysis, but also a toolbox of calibration data and 
modeling techniques that can be applied to other similar reservoirs. 
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