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Abstract

This report describes recent progress in a research effort to quantify the scaling of
interactions of phase behavior of multicomponent mixtures with unstable flow in heterogeneous
porous media. New results are presented in three areas:

(1) Phase behavior, fluid properties and characterization of crude oils
(2) Interactions of phase behavior and flow
(3)  Viscous fingering and reservoir heterogeneity.

In the first area, results of phase behavior experiments are reported for mixtures of CO,
with crude oil from the Means field. Detailed analyses of phase compositions are also reported
for samples taken during the PVT experiments. Also reported are results of an investigation of
crude oil compositions and phase compositions by gas chromatography combined with mass
spectrometry. Those analyses show that molecular weights calculated for single carbon number
cuts agree well with the n-alkane molecular weight despite the fact that there is considerable
variation in actual carbon number within a cut. The experimental results also show that
efficiency with which a given molecule is extracted by dense CO, correlates better with
chromatographic elution time than it does with carbon number. Finally, a new method for
characterization of crude oils by supercritical fluid chromatography is demonstrated.

In the second area, the first detailed comparison is reported for displacements with and
without volume change as components change phase. The solutions described were obtained
by the method of characteristics. They show that volume change alters composition paths only
slightly, but it changes flow velocity dramatically. They also show that breakthrough
recoveries calculated without volume change are generally higher than those obtained when
volume is not conserved. Also described is a transformation that allows radial flow solutions
to be obtained from the linear solutions presented previously. Problems that must be solved if
MOC solutions are to be obtained for slug injections processes are outlined in an analysis of
binary displacements with interfering shocks. The examples presented indicate how more com-
plex problems such as injection of a CO, slug followed by methane or nitrogen chase gas can
be analyzed. Results of experiments to investigate the interactions of phase behavior, interfa-
cial tension variations, and gravity segregation are also reported, as is an analysis of associated
scaling issues.

Results of experiments and numerical computations that describe the growth of viscous
fingers are described in the third area. Both results and simulations show clearly that even
mild permeability heterogeneity can have a dramatic effect on the form and location of viscous
fingers. They also show that the simulations reproduce with good accuracy the transition from
flow dominated by viscous forces to flow dominated by the permeability distribution. The
agreement between simulation and experiment is good enough that the particle-tracking simula-
tion approach can be used with confidence to explore scaling questions.







1. Introduction

An important constraint on the implementation of field-scale miscible flood processes is
the accuracy of predictions of process performance. Because the uncertainty in predictions of
the amount and timing of oil recovery can be large, the risk associated with investments in
miscible flood projects can also be high, especially in an uncertain price environment. No
amount of research like that described here will reduce price uncertainty, but substantial reduc-
tions in the uncertainties associated with performance predictions at field scale can be achieved.
The key issue is scaling: How do we translate measures of displacement performance from
laboratory scale, where they are experimentally accessible, to field scale, where accurate pred-
ictions of oil recovery rate are needed?

This report is an account of recent progress in a research effort that attacks question of
scaling from several directions. The multifaceted approach is dictated by the complexity of the
process itself. When carbon dioxide (CO, ), nitrogen (N, ), methane (C, ), or some other "mis-
cible”" fluid is injected into an oil reservoir, a complex web of interactions begins. It is by now
well established that phase behavior is responsible for high local displacement efficiency, as
abundantly available evidence from nearly one-dimensional slim tube displacements and
corresponding mathematical analyses of the chromatographic separations that occur in one-
dimensional flow indicate. Flow in reservoir rocks is anything but one-dimensional, however.
Instead, heterogeneities in permeability and porosity cause nonuniform displacement. Viscous
instabilities, which occur when low viscosity solvent displaces higher viscosity oil, also lead to
nonuniform flow. In addition, crossflow between zones of fast and slow flow can be driven by
viscous forces, gravity segregation, and capillary forces in addition to the slower processes of
diffusion and dispersion. That crossflow, in turn, can cause mixing of fluids with very
different compositions. The result is that some oil is moved into zones of fast flow and some
solvent reaches zones of slow flow before it would do so by longitudinal flow alone. In addi-
tion, the chromatographic separations that arise from the interaction of phase behavior and mul-
tiphase flow are also altered by transverse mixing due to crossflow. Thus, the fundamental
scaling question is: How do phase behavior, nonuniform flow, and crossflow act and interact
to determine displacement performance at field scale?

In principle, that question could be answered by performing detailed, fine-grid, composi-
tional reservoir simulations—simulations that include accurate representations of all the
relevant physical mechanisms as well as "adequate” resolution of reservoir heterogeneities and
viscous fingers. In practice, however, field-scale simulations of that sort are not currently
feasible. Hence, we have divided the research effort into investigations of individual and pairs
of mechanisms—representation of phase behavior and efficient laboratory characterization of
crude oils, phase behavior and multiphase flow, crossflow and phase behavior, viscous finger-
ing and heterogeneity. The objective is to understand which mechanisms are most important at
field scale and to use that understanding to guide development of field-scale simulation tools
that represent the most important physical mechanisms and are no more complex than need be.
Throughout the research, we use a combination of analytical mathematics, numerical simulation
and experimental verification. The experimental component is an essential part of the research.
Only if the analytical and numerical models can be shown to represent with reasonable accu-
racy the relevant physical mechanisms, can they be used with confidence to explore complex
questions of scale.

In chapter 2, we consider three questions:

(1) How much do we need to know about the composition of a crude oil
predictions of phase behavior with an equation of state (EOS)?

(2) Can we use supercritical fluid chromatography to obtain composition and
other crude oil characterization data efficiently?
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(3) How do variations in the structure of molecules present in a crude oil
influence how they partition in high pressure phase separations?

The motivation for this area of work is the need for adequate EOS representation of phase
behavior with a relatively small number of pseudocomponents, so that interactions of phase
behavior and nonuniform flow can be explored efficiently for displacements of crude oils.

In Chapter 3, we consider the interactions of phase behavior and flow. The first three sec-
tions of Chapter 3 apply the method of characteristics to obtain analytical solutions for one-
dimensional follow in the absence of dispersion. While such analyses apply only to limiting cases,
they provide a very useful framework for understanding the behavior of numerical simulations, and
they permit detailed assessment of the accuracy of numerical simulations, a task that is often
difficult for the nonlinear problems considered here. The last section of Chapter 3 reports surpris-
ing results of experiments to investigate combined effects of capillary imbibition and gravity segre-
gation in systems in which phase behavior creates low and high interfacial tensions.

Interactions of viscous instability and permeability heterogeneity are examined in Chapter 4.
Additional development of a particle-tracking technique for simulation of the growth of viscous
fingers is described. In addition, results of a detailed comparison of simulation predictions with
experimental observations of finger dimensions is reported. The good agreement obtained, without
resorting to history matching, suggests that the particle-tracking technique represents with reason-
able accuracy the physical mechanisms that control unstable displacements in both homogeneous
and heterogeneous porous media.

The complexity of the physical mechanisms that come into play during a miscible flood
guarantees this to be a progress report, not a statement of problem solution. Though much remains
to be done, the research described here represents a step toward the goal of detailed understanding
of the scaling behavior of miscible flood processes.
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2. Phase Behavior, Fluid Properties, and Characterization of
Crude Oils

Phase behavior is of fundamental importance to miscible flood processes. The transfer of
components between phases, when coupled to multiphase flow, causes chromatographic separa-
tions that determine local displacement efficiency, as the theory presented in Chapter 3 indi-
cates. Fluid properties (density, viscosity, interfacial tensions, and so on) are also controlled
by the compositions of the phases that form during a displacement. Thus, accurate quantitative
description of phase behavior is of central importance to understanding of the impact of hetero-
geneity, viscous fingering, crossflow, and the mixing they induce.

Detailed description of phase behavior requires, of course, some specification of the com-
position of the crude oil for use in an equation of state (EOS), for example. In this chapter we
describe a set of experiments to determine the level of detail required for adequate description
of a crude oil, and we examine how compositional information can be acquired efficiently. In
Section 2.1, we report results of phase equilibrium experiments for mixtures of CO, with
Means crude oil. Samples taken during those experiments were analyzed by simulated distilla-
tion, a gas chromatography (GC) technique with relatively low resolution, and by mass spec-
troscopy (GC-MS), which permits identification of specific molecules present in a mixture.
Results of those experiments are reported in Section 2.2. In Section 2.3 we turn to the ques-
tion of characterization of components in an oil for calculations with an EOS, and examine
whether constraints on the parameters used in an EOS can be set from supercritical fluid
chromatography (SFC) data using high-pressure CO, as a carrier.

2.1 Phase Behavior of CO,/Means Crude Oil Mixtures

Aaron Stessman

Experimental measurements of the phase behavior of a system of west Texas stock tank
oil (Means) and CO, are currently in progress. Measurements of phase volumes for three
overall CO, concentrations have been made at temperatures of 90°, 105° and 120°F and over a
range of pressures. In addition, samples of the equilibrated CO,-rich and oil-rich phases were
taken at one set of conditions in the neighborhood of the minimum miscibility pressure (MMP)
reported by Magruder et al. (1990) for this crude oil. The densities, viscosities and composi-
tions of both phases were measured. The experimental equipment used in this study has been
described in detail previously by Orr (1989).

2.1.1 Experimental Procedures

Overall CO, concentrations of 23.0, 49.6 and 85.5 mole percent were created by adding
the appropriate mass of CO, to a known mass of Means stock tank oil held in a windowed
PVT cell. The molecular weight of the Means oil, 241 g/gmole, used to compute overall molar
composition, was determined from simulated distillation compositional analysis using gas
chromatography. Oil density was measured with a Mettler-Paar densitometer over a range of
temperatures.

At each temperature phase volumes in the two- and, where present, three-phase regions
were measured after equilibration, and the pressure was recorded. Phase volumes were meas-
ured from the position of the phase interfaces as seen through the window of the PVT cell.
Bubblepoint pressures were measured by slow expansion of the volume of the system initially
in the single-phase region with simultaneous observations of the decline in pressure. With the
appearance of a vapor phase, the system compressibility is dominated by the vapor and an
abrupt deviation in the slope of declining pressure is seen. A typical plot of the system
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pressure decline during volume expansion is shown in Fig. 2.1-1. This technique was also
used to determine the pressure at which the vapor phase first appeared in the three-phase
region.

Samples of the CO,-rich and oil-rich liquid phases were taken at 105°F and 2000 psia,
which is near the reported MMP for this oil (Magruder et al. 1990). The densities of the two
phases were measured at these conditions by a Mettler-Paar densitometer mounted in the sam-
pling line. Viscosities of the phases were calculated from the pressure drop experienced across
a calibrated capillary tube while sampling at a constant rate. Each phase was then flashed to
near atmospheric conditions. The low-pressure separation resulted in vapor and liquid phases,
which were then sampled and analyzed for composition using gas chromatography techniques.
The hydrocarbon liquid was analyzed by simulated distillation on an OV-101 column using a
flame ionization detector (FID). Vapor samples were separated on a Porapak Q column with a
thermal conductivity detector (TCD). The compositions of the original phases were calculated
by recombination of the flashed liquid, whose weight was measured, with the flashed vapor.
The moles of flashed vapor were calculated from the pressure of the vapor in a cell of known
volume. Because the pressure in that cell was in the neighborhood of one atmosphere, the
ideal gas law was used to calculate the amount of gas evolved from the sample.

2.1.2 Results

Figs. 2.1-2 to 2.1-4 show pressure-composition phase diagrams for the mixtures of Means
stock tank oil with CO, at three temperatures: 90, 105 and 120°F. The phase boundaries
shown in the 60 to 80 mole percent range were estimated from the behavior of similar Permian
Basin oils when mixed with CO, (Orr and Jensen 1984). This region is currently being
explored in more detail in continuing experiments with this system. For each of the tempera-
tures and at low mole fraction CO,, two phases: liquid and vapor were observed below the
bubblepoint pressure. At a high mole fraction of CO,, however, three phases: a CO,-rich
vapor, a CO,-rich liquid and an oil-rich liquid were observed for the two lower temperatures.
The three-phase region is near the extrapolated vapor pressure of CO,, as expected (Orr and
Jensen 1984, Larsen et al. 1989). At higher pressures, two phase liquid-liquid behavior was
observed. In that region of the phase diagram large changes in pressure resulted in small
changes in the volume fractions of each phase. For example, at 105°F, as the system was
compressed from 1500 to 3900 psia, the volume fraction of oil-rich liquid increased only
slightly from 61.3% to 66.7%.

At 120°F, the 85 mole percent CO, mixture changed gradually from what appeared to be
two-phase liquid-vapor to a less compressible two-phase system similar to the liquid-liquid Sys-
tems observed at lower temperature, but no three-phase region was observed. Thus, the max-
imum temperature for three-phase behavior with the Means crude is evidently somewhere
between 105° and 120°F. The disappearance of the three-phase region was investigated further
by setting the pressure to produce three phases. There the temperature was increased with the
overall sample volume held constant. As the temperature increased, the three-phase region
disappeared at about 114°F.

Samples were taken of each of the two liquid phases present at 2000 psia, 105°F and an
overall mole fraction CO, of 0.855. These phases were found to have densities of 0.8148
gm/cc and 0.9014 gm/cc for the CO,-rich and oil-rich liquids, respectively. Their correspond-
ing viscosities were 0.144 cp and 1.542 cp.

The compositional analysis of each phase as well as the overall mixture is summarized in
Fig. 2.1-5. A more detailed representation of the phase compositions is given in Fig. 2.1-6.
For the purpose of comparing the relative proportion of hydrocarbons found in each phase, the
mole fraction of each hydrocarbon component was normalized to remove the CO,, so that the
mole fraction presented is of the total hydrocarbons in each sample. The CO,-rich phase
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contained 95.8 mole percent CO, and the oil-rich phase, 68.7 mole percent CO,. Fig. 2.1-6
illustrates clearly that CO, extracts the lighter hydrocarbons most efficiently. Below C;, the
mole fraction of hydrocarbons in the CO,-rich phase was larger than the overall mole fraction,
and the mole fraction present in the oil-rich liquid was lower than the overall value. For
hydrocarbons C;3 and heavier, mole fractions in the oil-rich phase were higher than those of
the original oil or the CO,-rich phase. Thus, C;;-C,, and smaller hydrocarbons were extracted
preferentially by the CO,, while C,3, hydrocarbons remained in larger quantities in the oil-rich
phase. It is interesting to note, however, that significant amounts of the hydrocarbons up to
about Cy partitioned into the CO,-rich phase, and that trace amounts of those as high as Cyq
were extracted from the crude oil.

2.1.3 Discussion

The general features of the phase behavior shown in Figs. 2.1-2 to 2.1-4 are quite similar
to those reported previously for other Permian basin oils (Orr et al. 1981, Orr and Jensen
1984), despite the fact that the Means crude oil is somewhat heavier than oils examined previ-
ously (see Section 2.2 for a detailed comparison of the composition of several Permian basin
oils). That result is consistent with the idea that a three-phase region will appear at tempera-
tures above the critical temperature of CO, only if sufficient quantities of extractable hydrocar-
bons are present in the oil. The results shown in Fig. 2.1-5 indicate that dense CO, was able
to extract significant amounts of hydrocarbons up to Cyy or so. Thus, the experimental evi-
dence for extraction is consistent with the appearance of three phases as long as the tempera-
ture is not too far above 88°F (31°C), the critical temperature of CO,. The results shown here
are also consistent with the analyses of Orr and Jensen (1984) and Larsen et al. (1989), who
showed that if three phases appear, they will do so in the neighborhood of the extrapolated
vapor pressure of CO,. It is interesting to note, however, that the MMP for this oil, reported
by Magruder et al. (1990) to be between 1850 and 2300 psia, is significantly higher than that
of the oil examined by Orr and Jensen. Thus, while the phase diagrams are similar, the
MMP’s are not. The reasons for the differences must lie in the composition of the oil. There-
fore, more detailed composition data are needed for further analysis of the MMP differences.

Additional experimental evidence concerning the specific hydrocarbons extracted by CO,
is presented in Section 2.2, where results of analyses by mass spectrometry are described.
Additional experiments to investigate the behavior of mixtures containing 75 mole percent CO,
are underway now, and additional samples of CO,-rich and oil-rich phases will be obtained.
Those samples will permit an assessment of the effect of changes in pressure (and, hence,

changes in density of the CO,-rich phase) on the amounts and types of hydrocarbon molecules
extracted.

2.1.4 Conclusions

Phase volume and phase composition measurements obtained for mixtures of CO, with
Means crude oil at several temperatures indicate that:

(1) Phase behavior of the Means oil system is qualitatively and quantitatively similar to that
observed for other Permian basin oils, despite the fact that the Means oil is heavier than
oils from other fields investigated to date.

(2) Hydrocarbons lighter than C;, are extracted preferentially by dense CO,, while Cias
hydrocarbons remain in greater quantities in the oil-rich phase.

(3) Despite the fact that smaller molecules are extracted more efficiently, significant amounts
of hydrocarbons up to Cyy and detectable amounts of hydrocarbons as heavy as Cyq are
extracted by a dense CO,-rich phase.
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2.2 GC-MS Analyses of Permian Basin Crude Oils

Karen D. Hagedorn and Mustafa Yilmaz

The composition of a crude oil must be known if predictions of miscible flood phase
behavior are to be made. The methods most commonly used to determine crude oil composi-
tions are true boiling-point distillation and simulated distillation (SIMDIS) by gas chromatogra-
phy. While these methods give information about the distribution of hydrocarbons present,
they do not provide any information as to what chemical structures make up these distributions.
Mass spectrometry (GC-MS), however, can be used to determine the composition of a crude
oil in terms of the structures of individual components. In this section, we report results of
GC-MS analyses of samples taken in the PVT experiments described in Section 2.1. In addi-
tion, we report and compare analyses of five crude oils from the Permian Basin. Overall distri-
butions of various chemical types and their distributions with respect to carbon number are
reported. The effect of chemical structure on elution order from the GC is also discussed.

2.2.1 Experimental Equipment and Procedures

The experimental equipment used for these analyses consisted of a Finnigan MAT TSQ
70 mass spectrometer connected in series with a Varian 3400 gas chromatograph. A 30m x
0.32mm ID fused silica capillary column with a nonpolar dimethylpolysiloxane stationary
phase of 0.5um thickness was used to separate the components in roughly boiling point order
for analysis in the mass spectrometer. Straight crude oil samples of 0.35ul were introduced
into the column using a split injection technique. The column was temperature programmed
from -10°C to 300°C at 3°C per minute, with isothermal periods at -10° and 300°. Electron
impact (EI) was used as the ionization technique because it provides a wide array of fragment
ions and because the characteristic EI spectra of many compounds are well documented. Each
experiment required approximately 2 hours to complete.

2.2.2 Data Analysis

Once the raw data were collected, individual peaks were quantified and identified. An
automatic quantitation program calculated peak areas based on user supplied baseline and noise
level parameters. For each peak that was assigned an area, the mass spectrum was called up
for identification. Identification was accomplished mainly through library searches, pattern
interpretation by the user, comparison of elution order with published data or, more likely, a
combination of all of these techniques.

Because crude oil is such a complex mixture, complete separation of all components by
gas chromatography, especially within a reasonable time period, is nearly impossible. Thus,
many of the calculated peaks actually consisted of two or more components coeluting. This
occurrence is usually apparent from the mass spectrum. In some cases, spectral subtraction can
"clean up" a spectrum enough for it to be identified in a library search. In most cases, how-
ever, it is up to the user to assign portions of the fragment pattern (i.e. certain ions) to indivi-
dual components. Quantitative separation of coeluting components is done by assigning a per-
centage of the total peak area to each compound believed to be present, based on the summa-
tion of the intensities of the jons assigned to that compound.

The result of the quantitation and identification procedures was a list of components and
their individual peak areas. Those arecas were then converted to area fractions, which are
roughly equivalent to weight fractions. True weight fraction calculations require the
knowledge of a response factor for each component. For this study, response factors have
been assumed to be equal to 1.0 for all components.
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2.2.3 Analyses of Permian Basin Qils

Five crude oils were analyzed by the GC/MS technique. It should be noted that the fifth
oil, Means, was analyzed under slightly different conditions than the other four.

The data presented here include compounds that elute before n~C;;. The column tem-
perature limit prevented heavier compounds from being eluted from the column. In addition,
the split injection technique requires that the sample be vaporized before it is flushed into the
column. This technique may prevent some heavier components from getting into the column
because the sample may not be completely vaporized. Because the intent of this investigation
is to identify molecules extracted by dense CO,, the limitation to molecules smaller than n—Cs,
is not a serious one.

Figs. 2.2-1 to 2.2-5 show the breakdown of the five oils by chemical type. The first two
oils, Maljamar and Wasson, appear to be very similar. Oil C shows a much higher concentra-
tion of naphthenes than the first two. Oil D has much higher aromatic concentrations and also
has higher sulfur content than any of the other oils. These four oils are quite similar, however,
especially in terms of the n-alkane distribution. Fig. 2.2-5 shows the chemical type distribution
for the Means oil. Like Oil C, Means has a relatively high concentration of naphthenes for
this group of oils. The most significant deviation from the other four oils is in the n-alkane
content. Means has a much higher area (weight) fraction of n-alkanes than the others.

Plots of the carbon number distributions of several chemical types, including n-alkanes,
are given in Figs. 2.2-6 to 2.2-10. Those plots give a better indication of composition than do
overall groupings by type because small molecules are extracted better than large ones by
dense CO, regardless of type. Again, the Maljamar and Wasson compositions are very much
alike. The graphs for Oil C and Oil D show that the heavy concentrations of naphthenes or
aromatics occur primarily in the carbon number range of C; to Cyy. The n-alkane difference
between the Means oil and the other four oils is again depicted in Fig. 2.2-10. Means contains
a significantly larger amount of higher carbon number n-alkanes than any of the others. While
the differences in experimental conditions may make the difference difficult to interpret, other
data, as well as simple visual inspection, confirm that Means is indeed the heavier oil.

In addition to very detailed compositional analyses, the use of mass spectrometry can pro-
vide information on the effect of chemical type on elution order from the GC. A major
assumption in SIMDIS analyses is that any component eluting between C,_, and C, is a C,
compound. Fig. 2.2-11 shows the cumulative amount of C, eluted versus elution time for
several carbon numbers. The overlap of multiple curves at a given elution time shows that this
assumption is not strictly justified, especially at higher carbon numbers. Since many pseu-
docomponent properties are based on the SIMDIS single carbon number assumption,
knowledge of the true composition of each of these cuts is valuable.

Fig. 2.2-12 shows the calculated molecular weight for each single carbon number cut for
Maljamar oil and the corresponding n-alkane molecular weights. Similar plots for the other
oils show much the same results. The plots indicate that, for these oils, at least, the n-alkane
molecular weight is a very good approximation for the cut molecular weight. Thus, despite the
fact that hydrocarbons in a single carbon number cut do not necessarily have the carbon

number of the associated n-alkane, the average molecular weight is still quite close to that of
the n-alkane.

2.2.4 Analysis of Samples from PVT Experiments

Phase samples were collected from a PVT analysis of a Means-CO, mixture with a CO,
concentration of 85 mole percent. The samples were taken at 2000 psia and 105°F (see Sec-
tion 2.1). The samples from the PVT cell were flashed to standard conditions. Each of the
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2.

two phases from the cell then produced a vapor sample and a liquid sample at standard condi-
tions, resulting in a total of four samples. The vapor samples were analyzed using a gas
chromatograph equipped with a TCD detector. The liquid samples were run on the GC/MS
under conditions identical to those used for the straight crude oils. The vapor and liquid com-
positions for each phase sampled from the PVT cell were then recombined by material balance
to yield an overall composition for each phase in the cell.

Because the GC analyses yielded only single carbon number compositions and the
GC/MS analyses yielded much more detailed information, an assumption had to be made in
order to recombine the two sets of data. For the hydrocarbons present in the vapor, which
included only carbon numbers up to Cg, the assumption was made that all components in a
given carbon number cut partition equally into the upper phase. The single carbon number GC
data could then be divided up based on the GC/MS compositions for the liquid phase. In this
manner, the two data sets could be recombined without losing the detailed GC/MS data.

Once the overall compositions for the phases in the cell were determined, components
that were present in identifiable amounts in both phases and that could be indisputably matched
to each other were selected for further analysis. K-values were calculated for each of these
components on both mass fraction and mole fraction bases. The K-value is defined as the frac-
tion of a given component in the upper phase divided by the fraction of that same component
in the lower phase.

Results of the analyses are shown in Figs. 2.2-13 and 2.2-14. Fig. 2.2-13 shows K-
values based on mole fractions versus MS scan number. (For these experiments, MS scan
number corresponds directly to elution time in seconds.) Eleven different chemical type groups
are represented by the different symbols. The data up to a scan number of about 2000 s
(corresponding to a carbon number of about 10) are quite scattered, probably due to the
difficulties in maintaining a material balance. However, the data after 2000 s show a fairly
good correlation between K-value and elution time. (Note that elution time is column depen-
dent, so these results hold only for this type of column.) When Fig. 2.2-13 is compared to
Fig. 2.2-14, which shows mole fraction based K-values versus carbon number, it is apparent
that K-values for carbon numbers greater than 10 correlate better with scan time than with car-
bon number. This is largely due to the presence of intermediate carbon number multi-ring
compounds, especially the aromatics, which elute much later than alkanes having the same car-
bon number. Fig. 2.2-14 shows clearly that two and three ring aromatics tend to have the
lowest K-values for a given carbon number. However, Fig. 2.2-13 shows that the K-values for
these compounds are similar to those of the compounds that elute at the same time. That result
suggests that pseudocomponents, mixtures of components lumped together for EOS computa-
tions, can be chosen conveniently from chromatography data. The ideal pseudocomponent is a
set of hydrocarbons that partitions together. The results shown indicate that, on average,
hydrocarbons that elute together also partition similarly.

Fig. 2.2-15 shows the effect of chemical type on K-value for a given carbon number.
Note that the chemical types shown in Fig. 2.5-15 describe only the basic structure. Any of
these may have one or more alkyl chains of any length. Fig. 2.2-15 confirms the idea that the
multi-ring compounds with aromatic character partition into the upper phase much less
effectively than other compounds of the same carbon number. Fig. 2.2-15 also shows that
branched alkanes are the most effectively extracted by CO, (i.e., they have the highest K-
values). The variation in K-values for compounds with the same chemical type and the same
carbon number may be due to isomeric differences. For example, ring compounds with several
short or branched side chains are probably extracted more efficiently by dense CO, than are
molecules with a single long, unbranched side chain. More experimental evidence will be
required, however, to sort out the reasons for the differences.
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Another comparison of the phase composition data, again normalized to remove the CO,
present in each phase, is shown in Fig. 2.2-16. It reports the mole fractions of hydrocarbons
of each carbon number determined for the components identified by GC-MS. It is similar
therefore to Fig. 2.1-6, for which the data were obtained by simulated distillation. Clearly, the
COy-rich phase contained lighter hydrocarbons than did the oil-rich phase. In Fig. 2.2-16,
hydrocarbons carbon numbers were identified directly, so there are some quantitative
differences from the estimated carbon numbers of Fig. 2.1-6. In addition, difficulties in
identification compounds heavier than C limited the accuracy of that portion of the GC-MS
analysis. Even so, both analyses indicate that substantial quantities of hydrocarbons up to Cyo
were extracted by CO, and both show that hydrocarbons lighter than about Cy, are extracted
preferentially over heavier hydrocarbons.

2.2.4 Conclusions

The detailed analyses of crude oils and of hydrocarbon samples taken from high-pressure
phase equilibrium experiments lead to the following conclusions:

(1)  Three oils, Wasson, Maljamar, and Oil D showed quite similar distributions of alkanes,
naphthenes, and aromatics. Oil C showed larger naphthene and smaller aromatic concen-
trations than the others. Means crude oil was richer in heavy alkanes than other oils.

(2)  Molecular weights calculated for single carbon number cuts agree well with the molecu-
lar weight of the corresponding n-alkane.

(3) Efficiency with which a given molecule is extracted by CO, correlates better with elution
time than with carbon number. Thus, grouping of actual components into pseudocom-
ponents by elution time from a nonpolar column is a reasonable approach for EOS calcu-
lations.

(4) Branched and normal alkanes are extracted more efficiently by dense CO, than are com-
pounds containing rings, particularly those with multiple fused aromatic rings.

2.3 Supercritical Fluid Chromatography
for Crude Oil Characterization

Maurice P. Stadler

The traditional method of studying phase behavior is by pressure-volume-temperature
(PVT) experiments of the type described in Section 2.1. A typical experiment requires loading
a vessel with the mixture to be studied, controlling the pressure and temperature in the vessel,
and sampling and analyzing the phases that result. The data are used to tune an equation-of-
state representation of phase behavior, which can then be used to interpolate between known
results and also predict the phase behavior of new systems. The tuning procedure frequently
requires the determination of binary interaction parameters between each hydrocarbon com-
ponent or pseudocomponent and CO, if the application is to CO, miscible flooding. Binary
interaction parameters are used to improve the accuracy of the EOS. However, PVT experi-
ments are time consuming, and sampling operations are difficult. Thus, the development of
techniques to obtain appropriate PVT information more efficiently would reduce the cost of
experiments for crude oil characterization.

A more straightforward experimental technique is supercritical fluid chromatography
(SFC). The SFC apparatus is similar to a gas chromatograph, except that the carrier fluid is
high-pressure CO,. Hydrocarbons, such as crude oils or pure hydrocarbon compounds, can be
injected into the chromatograph. In this section we show that thermodynamic theory can be
used to relate the time needed for a given compound to pass through the chromatograph to its



®© —o 3

O T —H

MEANS SAMPLE CHARACTERIZATION - 2000 psia, 105F, 85% CO2

-27 -

Figure 2.2-16. Compositions of CO,-rich (upper) and oil-rich (lower) phases measured by
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interaction with the CO, carrier fluid. In other words, the SFC retention times of the various
hydrocarbon compounds can be used to determine some of the constants needed in the EOS.

2.3.1 SFC Apparatus

The apparatus, supplied by Applied Biosystems, is basically a GC which has been
modified to accept supercritical CO, as the carrier fluid. This is done by placing a pump
between the CO, supply vessel and the injection port. A schematic diagram of the entire
apparatus is shown in Fig. 2.3-1,

The gas chromatograph used is a Hewlett-Packard (HP) Model 5890. A flame ionization
detector is used to detect the material eluted from the column. This type of detector is ideal
for analysis of hydrocarbons with a CO, carrier fluid because hydrocarbons burn easily
whereas CO, does not.

An SFC MicroGradient System pump (Applied Biosystems) delivers the CO, at high
pressures. This pump is designed to deliver fluids accurately at low flow rates. The pump
consists of two 10 ml syringe pump cylinders. An important feature of the pump is that it can
be programmed to deliver fluid at fixed or steadily changing pressures. That feature is similar
to temperature programming in gas chromatography. The maximum allowable pressure is 5500
psig.

The injector is a Valco Model C14W manual injection valve. The column (Polysiloxane
PM, 20 cm x 1.0 mm) was also supplied by Applied Biosystems. This type of column was
chosen due to its ability to separate hydrocarbons. The column is connected to the detector
through a restrictor, which is a 40 cm x .050 mm ID fused silica capillary. For this study, a
Hewlett-Packard 3396A Integrator was used.

In order to facilitate the lab work, the experiments and data acquisition are partially
automated by linking the components electronically. A schematic of the network is shown in
Fig. 2.3-2. The HP 3396A Integrator and the HP 5890 GC are linked via the Instrument Net-
work (INET). INET digitally transfers the raw detector data to the integrator. Also, the
integrator can control all of the set points (oven temperature, detector temperature, etc.) of the
GC.

The pump also has features for networking. The rear panel of the pump has relays for
activating four external devices. Two of these event actuators are used in this study, one to
activate the injector and one to start the integrator. These two events are included in the pump
pressure program and start at exactly the same time.

Finally, the integrator is linked to an IBM Personal Computer AT through an RS232C
port. This is done in order to store the chromatographic runs on the hard drive of the PC since
the memory of the integrator is limited. In other words, the PC is simply used as an external
disc drive. A file server program was acquired from HP, so that files can be transferred from
the integrator to the PC and vice versa.

2.3.2 Thermodynamic Model of SFC

In this section, equations necessary to determine binary interaction parameters from SFC
are derived. This derivation follows that of van Wassen and Schneider (1975).

The chromatographic column through which the CO, and injected material flow consists
of two phases: a mobile phase (m), and a stationary phase (s). The solute of interest (com-
ponent 1) is distributed between these two phases. The mobile phase consists almost entirely
of CO, (component 2).
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The chemical potential of the solute can be determined as follows.
dG, = RT dIn{, (const T) (2.3-1)

where G; is the partial molar Gibbs function of the solute, R is the universal gas constant, T is
the temperature, and f; is the partial fugacity of the solute. Integration from the ideal state,
indicated by a superscript o, yields

b
f

Gi-Gf = RTh (2.3-2)

Addition and subtraction of RT In x, to the right hand side of this equation, where x, is the
mole fraction of component 1, gives

- t
G, - G{ = RT In—

+RT Inx (2.3-3)

lef

From the definition of the activity coefficient, y; = f/x,f?,
Gl = Glo + RT In Y1X1 (2.3-4)
Since the partial molar Gibbs function is equivalent to the chemical potential,

R = Gf) + RT In Y1X1 2.3-5)

If the solute is at local equilibrium in the column, then its chemical potential will be
equal in both the mobile (m) and stationary (s) phases.

GP™ + RT In Y™™ = GP* + RT In yjx} (2.3-6)

If the solute is at infinite dilution, then Henry’s law is a reasonable choice for the ideal solu-
tion reference state, and y{" = vf = 1. Eq. (2.3-6) now becomes

GP™+ RT In x = GP* + RT In x{ (2.3-7)
x{ 1

In— = —(G®M _GP* 2.3-8

nx{n RT( 1 ) ( )

From chromatography theory, the capacity ratio, k;’, (which is directly proportional to the
partition coefficient) is given by

X{ v vt
k/ = — = ——1 2.3-9
1 B © ( )

where V is the molar volume, V' is the total volume, t; is the chromatographic retention time
of the solute, and t, is the time it takes the carrier gas to pass through the column. The units
of k,” are (moles of solute 1 in the stationary phase)/(moles of solute 1 in the mobile phase).
These units become clear upon including the units in the definition in Eq. (2.3-9).

moles of solute _, volume of phase

x [= , =
=] moles of phase moles of phase

, and V' [=] volume of phase (2.3-10)
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The equality in Eq. (2.3-9) is used to calculate the capacity factor experimentally. Combina-
tion of Egs. (2.3-8) and (2.3-9) gives

, V8 oyum 1  ~om 8
In|k,; Ve VLS] = RT (GP™ - G (2.3-11)
Next we take the partial derivative of Eq. (2.3-11) with respect to pressure. In addition we
assume that
a_| vivim
— =0 2.3-12
[ap[ vbe ( )
Also, recall that
[aG{) A% 2.3-13)
oP |1, ! '
Eq. (2.3-11) now becomes
dlInk,’ 1 dlnV/l
= VMmoo 2.3-14
[ P ]T RT( 1 1) [ P ; ( )

Recall that for Henry’s law, V{ = V", where V" is the partial molar volume of component 1
at infinite dilution. Also, V™ =V, since the mobile phase is essentially pure CO,. Making
these substitutions, Eq. (2.3-14) becomes

olnky 1 - — 1 |dInV,
= — (VM _YSS) ¢ = 2.3-15
[aP]T rr (V1 1)v2 oP |p ( )
Now, \_/f" "™ can be calculated from the expression
m
Vem = im 4| 20YD) (2.3-16)
n;—0 nl p) T,
m
= lim |-n|2Y"| | OB (2.3-17)
n—0 oP n, anl valn
:n2

Substitution of this expression into Eq. (2.3-15) yields

dInk/ 1 . V™ oP ooy 1 [aVz]
= nlim ||— _— + V{7 — | —= 2.3-18
[ ]T [ 1] 901 fym ' Vo 0P 1 ( )

BP RT n;—0 aP n

or

r RT = V,| oP

dlnk/| 5 . [op Vv, Vit 1|9V,
[ P ]T_ RT o0 [EE va, L 9P |1~ AN (2:3-19)
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This is the equation that is used to predict the elution time of a solute through the SFC.

2.3.3 Procedure

The Peng-Robinson EOS is used to calculate the terms in Eq. (2.3-19) (Yonker et al.
1987). The only unknowns during a chromatographic experiment are V™ and 3,,, the Peng-
Robinson binary interaction coefficient between the solute and CO,, as long as the critical pro-
perties, P; and T, and the acentric factor, ®, are known. V™ and §,, can be determined by

measuring the elution times of the solute at several pressures and fitting Eq. (2.3-19) to the
data,

The typical experimental procedure includes making several chromatographic runs for a
selected hydrocarbon at different pressures. In each constant pressure run, the retention time of
the solute and the residence time of the carrier fluid (as measured with methane) is taken
directly from the chromatograph. (Fig. 2.3-3 is an example of one such constant pressure run.)
With these retention times and pressures, the first term of Eq. (2.3-19) can be determined. The
second and fourth terms in Eq. (2.3-19) are calculated with the Peng-Robinson EOS, which
includes the unknown binary interaction parameter, 8;,. The third term in Eq. (2.3-19) is also
unknown. The two unknowns are calculated by regression using the retention times vs. pres-
sure as input. An example fit of Eq. (2.3-19) to actual experimental data is given in Fig. 2.3-4.

2.3.4 Results and Discussion

Although the procedure described in Subsection 2.3.3 should allow determination of the
binary interaction parameter between the solute of interest and CO,, this is not the case in
practice. The reason is that V™ and 8, have a very high statistical correlation. _Fig. 2.3-5
illustrates this high statistical correlation. Fig. 2.3-5 was constructed by calculating V>* using
Eq. (2.3-19) for §;, ranging from 0.5 to 1.5. The n-docosane experiment was chosen for this
figure. It is evident that V™ and 8;, are not independent parameters. This means that these
two values can not be determined simultaneously with high precision from a single set of data.

One possible solution to this problem is to create a correlation to determine V1™* indepen-
dently. This is done by fitting Eq. (2.3-19) to SFC experiments involving hydrocarbons for
which the CO, binary interaction parameters are reported in the literature. For this case, the
regression involves only one unknown, V;™®, The correlation shown in Fig. 2.3-6 presents the
results of these experiments. This correlation plots the value of V;>* obtained from chromato-
graphic experiments at several pressures for normal alkanes ranging from octane (n-Cg) to
dotriacontane (n-Cjp). The experimental values of V™ are listed in Table 2.3-1. The EOS
terms in Eq. (2.3-19) were calculated using binary interaction parameters taken from Deo et al.
(1989). These binary interaction parameters are also listed in Table 2.3-1.

We will now illustrate the use of this correlation. Suppose we wish to know the phase
behavior of a CO,—n-dodecane binary system. Entering the x-axis of Fig. 2.3-6 at 12 (for the
number of carbon atoms in dodecane) yields 590 cm3/mol for V**. From a set of chromato-
graphic experiments for dodecane at varying pressures and this value of V%, regression of Eq.
(2.3-19) yields a binary interaction parameter of 0.094 between CO, and n-dodecane. With
this binary interaction parameter, the Peng-Robinson EOS is used to calculate the phase
behavior of a CO,~-n-dodecane binary system. This calculated phase behavior is shown in a
P-x diagram in Fig. 2.3-7. Also shown is actual phase behavior data determined experimen-
tally by Stewart and Neilsen (1954). The calculated phase behavior agrees fairly well with the
experimental data except in the critical region. [Deo et al. (1989) have shown that the Peng-
Robinson EOS with a binary interaction parameter of 0.1035 accurately matches the experi-
mental data of Stewart and Neilsen (1954).]

o
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Table 2.3-1. Results of regression. The binary interaction
parameters are taken from Deo et al. (1989). The V™* values
are calculated. The exception is Cj,H,g for which V™ was
taken from Fig. 2.3-6 and d;, was calculated.

Binary _
Interaction Vit
n-Alkane Parameter (cm® mol™"

CgH;g 109 470.
CgH; 3 109 473.
CgHyg 109 409.
CioH2 .100 495.
C10H22 .100 570.
C 1 0H22 .100 544,
C 11 H24 .100 545.
CioHys .094 590.
C14H30 110 580.
Ci4H3p 110 589.
CisHs, .093 670.
Ci6Hay .098 682,
Ci6Hy 098 711.
Cl 8H38 104 742.
CpoHyg .093 883.
CyoHyg .093 910.
C3,Hgs 063 1349,
C3yHgg .063 1347.
C3,Hes 063 1345,
Cy,Hgs 063 1330.
CaoHgg 063 1338.
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Figure 2.3-3.

4 6 8 10 12
Elution Time (min)

Example chromatogram of methane and n-docosane at 131°C.
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2000 2500 3000 3500

Pressure (psig)

Figure 2.3-4.  Fit of Eq. (2.3-19) to experimental results for n-docosane at 131°C.
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Application of the correlation of Fig. 2.3-6 to other hydrocarbons is currently being stu-
died. If appropriate values of V", can be estimated for a large enough set of hydrocarbons,
then SFC, then the technique demonstrated here can be applied to hydrocarbon components (or
pseudocomponents), for which there are virtually no binary experimental data in existence.
SFC data would then provide additional experimental constraints for the characterization of an
oil for EOS calculations. Thus, it may be possible to use SFC measurements to augment or
even replace some PVT measurements for crude oil characterization.

2.3.5 Conclusions

(1) A method for determining binary interaction parameters using SFC has been demon-
strated. Additional experimental verification of the technique is needed to determine the
potential accuracy of the method.

(2) Binary interaction parameters of some normal alkanes can be determined using the corre-
lation presented in Fig. 2.3-6.

24 Summary

The results of PVT experiments reported in Section 2.1 indicate that the overall appear-
ance of pressure-composition phase diagrams is not terribly sensitive to differences in composi-
tion of the crude oil in question. Solubility of CO, in the oil is similar for oil from the Was-
son field, for example, and for oil from the Means field despite the fact that the Means oil is
somewhat heavier and contains more heavy normal alkanes, while the Wasson oil is generally
lighter, as the analyses reported in Section 2.2 show. Furthermore, the three-phase region
observed for Means/CO, mixtures appeared at temperatures and pressures quite similar to those
of Wasson (Orr and Jensen 1984). That result is consistent with previous analyses of the
phase diagrams that show that three-phase behavior appears at temperatures above the critical
temperature of CO, when the oil contains enough extractable hydrocarbons. The fact that the
MMP for Means is higher than that of lighter oils with similar phase diagrams, however, sug-
gests that additional information is needed about effects of oil composition on development of
miscibility.

Detailed analyses by GC-MS of samples of CO,-rich and oil-rich phases taken during the
PVT experiments of Section 2.1 were reported in Section 2.2. Those measurements show that
extraction of hydrocarbons by dense CO, correlates better with elution time than with carbon
number. Hydrocarbons such as those containing multiple condensed aromatic rings are
extracted less efficiently than branched alkanes with the same carbon number, for example, and
also elute later in chromatographic separations on the nonpolar columns used. That result sug-
gests that it is quite reasonable to define pseudocomponents based on simulated distillation by
gas chromatography. The analyses also indicate that it is reasonable to estimate the molecular

weight for a given carbon number cut in simulated distillations as that of the corresponding
normal alkane.

Finally, in Section 2.3, a new method for determination of binary interaction parameters
for CO,-hydrocarbon pairs was demonstrated. It makes use of a thermodynamic analysis of
supercritical fluid chromatography with CO, as a carrier. In that procedure, an equation of a
state is used to calculate properties of the mobile CO, phase, and experiments are used to
characterize the interactions of the hydrocarbons with the stationary phase. Phase behavior for
CO,-Cy, mixtures calculated with the binary interaction parameter determined from SFC exper-
iments showed good agreement with experimental data. The agreement obtained suggests that
it may be possible to use SFC analyses to obtain crude oil characterizations for equation-of-

state calculations.
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3. Interactions of Phase Behavior and Flow

Phase behavior makes possible the high displacement efficiency that is observed in suc-
cessful miscible floods. It does so, however, it does because there is a chromatographic
separation of components present in the oil and injected fluid due to the fact that phases
present flow at different rates. In this chapter, we consider several aspects of the interaction of
two-phase flow with component partitioning between the flowing phases.

In Section 3.1, analytical solutions for condensing and vaporizing gas drives are obtained
by the method of characteristics (MOC), and the impact of volume change as components
move between phases is illustrated. In Section 3.2, a simple transformation is used to obtain
solutions for flow in radial systems from those developed previously for linear flow. In Sec-
tion 3.3, we consider the analytical theory of interfering shocks. Such situations occur when a
slug of fluid of some composition is injected, followed by fluid of some other composition.

The final section of this chapter is devoted to experimental observations of the combined
effects of phase behavior, capillary imbibition, and gravity segregation. The experimental
results indicate clearly that there is still much to be learned about the interplay of phase
behavior with the mixing that results from crossflow, whether due to capillary or gravity
forces.

3.1 Effect of Volume Change on Mixing in
Vaporizing and Condensing Gas Drives

Birol Dindoruk

The analytical theory of one-dimensional displacement of multicomponent, multiphase
mixtures was formulated in a systematic way by Helfferich (1981) for systems in which a
given mass of a component occupied the same volume no matter what phase that component
happened to be in. For the liquid-liquid surfactant-oil-water systems considered, that assump-
tion was perfectly reasonable. For gas injection, however, the assumption of no volume
change as a component moves from one phase to the other is less satisfactory. Fig. 3.1-1, for
example, shows results of a slim tube displacement (Orr and Taber 1984) in which CO, break-
through occurred after one pore volume had been injected. That can only occur if volume is
not conserved during the displacement. Dumoré et al. (1984) extended Helfferich’s theory to
ternary systems with volume change, and Monroe et al. (1990) obtained the first solutions for
flow of four component systems. Some investigators have assumed that volume change on
mixing influences the propagation velocity of fluids of given composition but that the composi-
tions of fluids that form during a displacement are not strongly affected (Pande and Orr 1989).
In this section, we describe a detailed test of that assumption.

3.1.1 Model Formulation.

The governing mass balance equation for one-dimensional flow of multiphase, multicom-
ponent mixtures is (Helfferich 1981, Dumoré et al. 1984, Monroe et al. 1990):

d & v 2 .

PSS+ gy Taef = 0 i=ln.. (3.1-1)
where
t = time
X = distance
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Figure 3.1-1. Recovery of Maljamar separator oil from slim tubes by continuous
displacement with CO, at 90°F. Arrows indicate CO, breakthrough.
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= number of phases
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mole fraction of component i in phase j
density of phase j

saturation of phase j

fractional flow of phase j

total velocity

= porosity
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The derivation of equation is based on the following

1. Any phases present reach chemical equilibrium instantaneously.

2. Pressure changes over the displacement length have negligible effect on the phase
behavior.

The displacement process is isothermal.
The fractional flow functions are unique functions of composition.
The porous medium is homogeneous.

Effects of dispersive mixing are neglected.

N AW

The flow is one-dimensional.

The material balance equauons can be written more simply in terms of the local overall
mole fraction of component i, Gl , and the overall flux of component i, F

* * Tp .
Gi =Gi(z) =X x;ip;S; i=1,n,. (3.1-2)
=1

B

P

F =F (z,v)= % xipifi=0 i=1,n. (3.1-3)
]:

—

where z; is the overall mole fraction of component i. The resulting form of the material bal-
ance is

* *

ot ox

=0 i=1,n,. (3.1-4)

In the discussion that follows, we will make use of the dimensionless form of the
material balance equations

BGiy Bl it 315
aT aa— 1= ’nC' ('-)

with the following definitions for distance, time, density and velocity, respectively:

o




Qinjt
AL
pp =
D= —-
! Pini
v
Vp = .
Vinj
where
A = flow area
L = system length
Vinj = injection velocity
Pimi = density of the original fluid in the system
Qinj = injection rate
and

Bp
Gi = X x;PpS;
1
n,
Fi = vp X x;pjpf;
=1

Eq. (3.1-5) was solved by the method of characteristics. In this section only Riemann
problems are considered, those in which the initial composition is constant and fluid of fixed
composition is injected. Those initial conditions can be written

ziinj’ é(O

z(&,0) = (3.1-6)
ziini N & >0

To construct the solution we rewrite Eq. (3.1-5) in terms of a characteristic variable, N = §/7.

4G g, I 3n .
= = .1'
o toan ot 0 i=1, n, (3.1-7)

Here, the derivatives with respect to M are ordinary derivatives since the solution is mapped
onto a single variable. The method of characteristics seeks solutions along characteristic lines;
that is, where the value of the characteristic variable, 1, is constant

= a o _ ]
dn dr pw + d& 3 0 (3.1-8)
or
am
€ __ ot _ )
ot ;31]_ A (3.1-9)
9§

where A is the characteristic composition (wave) velocity.
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If Eq. (3.1-9) is substituted into Eq. (3.1-7), the resulting system of equations is

dG; dF;
“A— + — =0 i=1,n,. 3.1-10
dn dn ! De ( )

The final step in the formulation of the eigenvalue problem is to note that F; and G; are func-
tions of M only through the compositions, z;, and the local flow velocity, vp. Hence we can
write

dFi BFI aVD 21 BF, aZi
_ oh on 1-11
an " am T Z e (3.1-11)

— =3 — —t (3.1-12)

The sums in Eqgs. (3.1-11) and (3.1-12) extend only to n—1, because the mole fractions must
always sum to one, and, hence, the last mole fraction cannot be varied independently. Substi-
tution of Eqs. (3.1-11) and (3.1-12) into (3.1-10) yields

oF, oF, oF, oF | [ dz, )
le aZZ toT ach_l aVD .;l;]—
aF,,c E)‘Fnc aFnc BF,,c dvp
aZl 822 A ach_l aVD L dn J
r ’ ~ . .
aZl aZZ aznc_l dn
A ) ' o ' (3.1-13)
8G,, 9G, 3G, dvp
aZl 822 T ach_l 0 § dn J
which can be written
Fx = AGx (3.1-14)

For a three component system, F and G are 3 x 3 matrices. The eigenvalues correspond
to n.—1 characteristic composition velocities. The last eigenvalue is infinite, which implies that
changes in overall velocity and density propagate instantaneously throughout the system.
Eigenvectors correspond to characteristic directions (paths) in the space (vp — Zy, 23 e 2y 1)

They indicate directions in composition space along which composition variations satisfy the
material balance equations.
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Solution Construction

Composition variations that satisfy Eq. (3.1-14) with the initial data, Eq. (3.1-6), are solu-
tions to the Riemann problem posed. Thus, the solution can be found by integrating along
eigenvector directions to find a set of paths along which compositions are allowed to vary.
The solution route consists of some set of paths that pass through the initial and inlet condi-
tions, and it must then be selected from the infinite set of candidates.

The resulting solution must also be single-valued: fast-moving compositions must lie
downstream of slow moving ones, and only one composition can exist at a given spatial loca-
tion at any time. It is not always possible to satisfy those conditions with solutions that vary
continuously. When it is not, shocks (step changes in composition, phase saturation, and flow
velocity) form part of the solution. It can be shown that shocks always occur when the solu-
tion composition route crosses a phase boundary (Helfferich 1981). A material balance across
a shock indicates that its wave velocity, A, is given by

1T I
g€ _ A = Fi -F 3.1-15
dT 1 GiII—GiI ( . )

where the superscripts I and II refer to opposite sides of the shock. It can be shown
(Helfferich 1981; Dumoré et al. 1984) that the eigenvalue associated with a continuous varia-
tion along a tie line is

df
‘Pgs,

AMiotine = (3.1-16)

In addition, it has been proved that shocks in and out of a two-phase region occur along the
extension of a tie line (Helfferich 1981; Dumoré et al. 1984). Such shocks frequently show a
continuous variation on one side of the shock. If s0, A; = Ajejipe. For additional details of
the complexities associated with shocks, see Monroe et al. (1990).

Relative Permeabilities, Fluid Properties and Phase Equilibria

In order to calculate the fractional flow function (flux function), relative permeability rela-
tionships are needed. In this study, simple functional forms of relative permeabilities were
used.

S
k, = |[—28 "% 3.1-17
® [1. - so,] ( )
1.-S,-8
= |——F8 "% 3.1-18
ka [ 1. — Sy ] (3-1-18)
where
k; = vapor phase relative permeability
ky = liquid phase relative permeability
n, = relative permeability exponent for vapor phase
n = relative permeability exponent for liquid phase
S, = vapor phase saturation
Sor = residual oil saturation
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The relative permeability parameters used in this study are given in Table 3.1-1.

The fractional flow functions for the phases come from Darcy’s law with no gravity and
capillary pressure effects. The fractional flow equation for phase j is given by

X

K
f = 3.1-19
j % kg ( )

W

Phase viscosities were calculated from phase compositions with the correlation of Lohrenz et
al. (1964), version of the Jossi et al. (1962) correlation.

The permeability equations are only functions of the vapor saturation. However, the
saturation is a function of overall composition. For two-phase equilibrium conditions where
gas and liquid are present, the vapor saturation is given by

Sg = v (3.1-20)
V + Py (1-V)
Pi
V = mole fraction of the vapor (gas) phase
Py = molar density of liquid phase
py = molar density of vapor phase

The mole fraction of vapor phase can be calculated from the equilibrium phase composi-
tions.

Zi— Xy
Va —— (3.1-21)
Xiv—Xij1
where
Xj = mole fraction of component i in liquid phase
Xjy = mole fraction of component i in vapor phase

According to Eq. (3.1-20) and Eq. (3.1-21), the phase saturation is a strong function of
the density ratio as well as the mole fraction of the both phases. Therefore, estimation of
correct phase densities is important for the overall performance of the two-phase flow. Mole
fractions and the densities were calculated by Peng-Robinson EOS (Peng and Robinson 1976)
with density corrections given by Deo et al. (1989) of the form suggested by Peneloux et al.
(1982).

For cases in which the assumption was made of no volume change on mixing, the density
of each component was taken to be the pure component density at the displacement conditions.
The molar density of the j'h phase is then given by

(3.1-22)
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Table 3.1-1. Parameters for the Example Problems.

Parameter | Value
Sor 0.1
ng 2.0
n; 2.0
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If this definition is substituted into Eq. (3.1-1), the system of equations can be written in terms
of volume fractions rather than mole fractions. The volume fraction of component i in phase j
is then

XiiP;

Pci

¢ = (3.1-23)

1]

where p.; = molar density of pure component i.

Since the total volume does not change as components move between phases, the total
convective velocity remains constant. Thus, the local velocity is no longer unknown. Instead
it is fixed at the value of injection velocity. The new form of the system becomes:

9 & v 0 & )
22t g g 2afi = 0 i=lacl. (3.1-24)
= F

The solution of the equation system (3.1-24) is similar to the solution of the case of
volume change on mixing. The principal difference is that the order of the eigenvalue problem
is reduced by one because flow velocity no longer varies.

3.1.2 Binary Systems

To illustrate the effects of volume change, we consider first the flow of a simple two-
component system, CO, displacing normal decane (C;o) at 1250 psia and 160°F. At these con-
ditions, density of the components are 0.3030 1b-mole/ft® and 0.2831 lb-mole/ft>, respectively.
Because constant pressure and temperature are assumed, the compositions of the liquid and
vapor phases must be constant, as the Gibbs phase rule indicates. In other words, the displace-
ment takes place on a single tie line. Therefore, a jump from one tie line to another is not pos-
sible, and the shocks occur only at the entrance and the exit of the two-phase region along the
equilibrium tie line. Figs. 3.1-2 to 3.1-5 illustrate the differences between the two solutions for
the CO,-Cyp displacement. In the case of volume change on mixing, the slope of the early part
of the recovery curve is not unity until breakthrough (Fig. 3.1-2a), an indication that there is a
change in the injected volume, behavior that is similar to that shown in Fig. 3.1-1 at a pressure
of 552 and 6.89 MPa. However, the slope is unity when the volume is conserved (Fig. 3.1-
2b).

The details of the composition and saturation profiles are shown in Figs. 3.1-3 and 3.1-4.
In both cases, the general form of the solution is the same. There is a leading shock similar to
that observed in the Buckley-Leverett solution for displacement of oil by water. In addition,
there is a trailing shock, behind which all the Cj, has evaporated into the vapor phase.
Between the two shocks is a zone of continuous variation. Values of compositions and satura-
tions at key points in the profiles are also given in Tables 3.1-2 and 3.1-3.

The most obvious difference between the volume change (VC) and no volume change
(NVC) cases is in the velocity of the leading shock. It moves substantially faster in the NVC
case. The primary reason for that difference is shown in Fig. 3.1-5. Ahead of the leading
shock, the flow velocity is only about 65% of the injection flow velocity in the NVC case.
That occurs because CO, dissolved in the liquid phase left behind the leading shock in this
immiscible displacement occupies less volume that it would in the vapor phase. Note, how-
ever, that total flow velocity does not change as the overall composition varies along a tie line,
because phase compositions, and, hence, phase densities remain fixed. In the NVC case the
flow velocity is everywhere the same.

The strengths of the shocks in the composition (Fig. 3.1-3) and saturation (Fig. 3.1-4)
profiles also differ, as the values shown in Tables 3.1-2 and 3.1-3 show. The leading shock in




- 50 -

Table 3.1-2. MOC Solution of Binary Case with Volume Change on Mixing
at 160°F and 1250 PSIA,

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
CO; Cio (moles) | 1/PV

Injection 1.0000 { 0.0000 { 1.0000 1.0000 1.0000 0.0000
Gas

Trailing 0.8694 | 0.1306 | 0.9835 0.7883 0.6650 0.0441
Shock

Continuous | 0.8694 | 0.1306 | 0.9835 0.7883 0.6650 | 0.0441
Variation | 0.7273 | 0.2727 | 0.9835 0.4275 0.2847 | 0.9139

Leading 0.7273 | 0.2727 | 0.9835 0.4275 0.2847 0.9139
Shock

Initial 0.0000 | 1.0000 | 0.6393 0.0000 0.0000 | 0.9139
Oil

Table 3.1-3. MOC Solution of Binary Case with No Volume Change on Mixing
at 160°F and 1250 PSIA.

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
CO; Cio (moles) | 1/PV

Injection 1.0000 | 0.0000 | 1.0000 1.0000 1.0000 | 0.0000
Gas

Trailing 0.8993 | 0.1007 | 1.0000 0.7497 0.7450 0.0699
Shock

Continuous | 0.8993 | 0.1007 | 1.0000 0.7497 0.7450 | 0.0699
Variation | 0.7642 | 0.2358 | 1.0000 0.3895 0.3836 1.2086

Leading 0.7642 { 0.2358 | 1.0000 0.3895 0.3836 1.2086
Shock

Initjal 0.0000 | 1.0000 | 1.0000 0.0000 0.0000 1.2086
Oil




-51-

a) 009 —
0.8 —
0.7

006 — .

OIL RECOVERY (PORE VOLUME)
e
n
[

i | | | i l |

0.5 1 1.5 2 2.5 3 3.5
DIMENSIONLESS TIME (PORE VOLUME)

b) 0.8
0.8 —

0.7
0.6 -
0.5
0.4 |-

0.3

OIL RECOVERY (PORE VOLUME)

0.2 -

001 w

l ] ! | I i ]

Figure 3.1-2.

0.5 1 1.5 2 2.5 3 3.5
DIMENSIONLESS TIME (PORE VOLUME)

Oil recovery curves for displacement of Cyy by CO, at 1250 psia and
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the CO, concentration profile is weaker in the VC case, but the reverse is true for the satura-
tion profiles. Comparison of the values for V, the vapor mole fraction in Tables 3.1-2 and
3.1-3 indicate that V is larger in the NVC case, as it must be, when the CO, concentration is
larger. The saturation values are modified by the phase densities, however, as Eq. (3.1-20)
indicates. Hence, differences in phase densities in the two cases account for the reversal of the
strength of the saturation shocks. Similar reasoning applies to the trailing shock.

Figs. 3.1-2 to 3.1-5 indicate that for this binary displacement, the largest difference
observed is in breakthrough time. Differences in shock strengths were relatively small, and, of
course, the composition path followed is essentially independent of volume change because
only one tie line is available.

3.1.3 Ternary Systems

In this section, we examine the behavior of four cases described in Table 3.1-4. The
differences in displacement behavior that are observed for two injection gases, CO, and
methane (C,) are considered in the first two cases, both vaporizing gas drives. The third case
shows the effect of a lower displacement pressure in a vaporizing gas drive. The last case is a
condensing gas drive.

Case 1: CO, Injection at 1250 psia

Composition routes for the VC and NVC cases are compared in Fig. 3.1-6 for injection
of pure CO, at 1250 psia and 160°F into a mixture containing 20 mole percent butane (C,) and
80 mole percent C;y. Composition profiles are shown in Fig. 3.1-7 and saturations and flow
velocities in Fig. 3.1-8. Effluent composition and recovery curves are reported in Figs. 3.1-9
and 3.1-10. Additional details of the solutions are given in Tables 3.1-5 and 3.1-6.

In both the VC and NVC examples, the solution begins with a leading shock from the
initial composition to a point on the tie line that passes through the initial composition when
extended. Behind the leading shock is a zone of continuous variation along the same tie line.
That zone is terminated by a shock, with intermediate velocity, from the initial tie line to the
tie line that passes through the injection composition. The intermediate shock is required
because all paths that connect the initial and injection tie lines violate the rule that wave velo-
city must increase monotonically from inlet to outlet. Trailing the intermediate shock is a zone
of constant state. It forms because the intermediate shock velocity differs from the tie-line
eigenvalue at the composition on the injection tie line. A second zone of continuous variation
then separates the zone of constant state from the trailing shock.

In these ternary displacements, therefore, two key tie lines are involved in the solution,
the initial and injection tie lines, so named because their extensions pass through the initial and
injection compositions. As in the binary displacement example, volume change does not affect
the qualitative appearance of the solutions. Breakthrough occurs when the leading shock
reaches the outlet, as Fig. 3.1-9 indicates. Recovery of C, is complete when the intermediate
shock arrives at the outlet, and all the C,q is recovered when the trailing shock does so. The
trailing shock moves so slowly, however, that such recovery by evaporation is impractical.

In this ternary example, the effects of volume change are similar to those observed in the
binary example. As Figs. 3.1-7 and 3.1-8 and Tables 3.1-5 and 3.1-6 show, VC slows all the
shocks, because the local flow velocity is reduced ahead of the leading shock. The velocity
change across the leading shock is much larger than for any of the other shocks. As in the
binary case, the flow velocity does not change during composition variations along a given tie
line, because phase compositions and molar densities are fixed on a given tie line. The
recovery curves shown in Fig. 3.1-10 also indicate that the predictions of displacement
behavior are more optimistic for the NVC case. Thus, for displacements in which some oil is
left behind in the transition zone, the NVC assumption yields composition routes that are
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Table 3.1-4. Initial and Injection Data for the Ternary Example Cases.

Initial Pressure Injection
Comment Composition psia Density
(moles) Ib — mole/ ft3
CASE 1 CO4 Cy Clio
0.0000 { 0.2000 | 0.8000 1250 0.2831
CASE 2 Ch Cs Cio
0.0000 | 0.2000 | 0.8000 1675 0.2755
CASE3 | CO, Cy Cio
0.0000 | 0.2000 | 0.8000 800 0.1521
CASE 4 | CO. Cy Cio
0.0000 | 0.2000 | 0.8000 1250 0.3215
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Table 3.1-5. MOC Solution of Ternary Case with Volume Change on Mixing
at 160°F and 1250 PSIA, (CASE 1).

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
CO2 4 C1o (moles) 1/PV
Injection | 1.0000 | 0.0000 | 0.0000 | 1.0000 1.0000 1.0000 | 0.0000
Gas
Trailing | 0.8694 | 0.0000 | 0.1306 | 0.9835 0.7883 0.6650 | 0.0441
Shock
Continuous | 0.8694 | 0.0000 | 0.1306 | 0.9835 0.7883 0.6650 0.0441
Variation | 0.8397 { 0.0000 | 0.1603 | 0.9835 0.7260 0.5855 0.0873
Zone of | 0.8397 | 0.0000 | 0.1603 | 0.9835 0.7260 0.5855 0.0873
Constant
State 0.8397 | 0.0000 | 0.1603 | 0.9835 0.7260 0.5855 0.4104
Intermedi- | 0.7588 | 0.0680 | 0.1732 | 0.9947 0.5716 0.4086 0.4104
ate Shock
Continuous | 0.7588 | 0.0680 | 0.1732 | 0.9947 0.5716 0.4086 0.4104
Variation { 0.7236 | 0.0741 | 0.2022 | 0.9947 0.4600 0.3061 0.9044
Leading | 0.7236 { 0.0741 | 0.2022 | 0.9947 0.4600 0.3061 0.9044
Shock
Initial 0.0000 | 6.2000 } 0.8000 | 0.6735 0.0000 0.0000 | 0.9044
Oil
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Table 3.1-6. MOC Solution of Ternary Case with No Volume Change on Mixing
at 160°F and 1250 PSIA, (CASE 1).

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
CO, C, Cio (moles) 1/PV

Injection 1.0000 | 0.0000 | 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas

Trailing 0.8993 | 0.0000 | 0.1007 | 1.0000 0.7497 0.7450 0.0699
Shock

Continuous | 0.8993 | 0.0000 | 0.1007 | 1.0000 0.7497 0.7450 0.0699
Variation | 0.8807 | 0.0000 | 0.1193 | 1.0000 0.7005 0.6953 0.1127

Zone of 0.8807 | 0.0000 | 0.1193 | 1.0000 0.7005 0.6953 0.1127
Constant

State 0.8807 | 0.0000 | 0.1193 | 1.0000 0.7005 0.6953 0.5852

Intermedi- | 0.7939 | 0.0619 | 0.1442 | 1.0000 0.5235 0.5108 0.5852
ate Shock

Continuous | 0.7939 | 0.0619 | 0.1442 | 1.0000 0.5235 0.5108 0.5852
Variation | 0.7592 | 0.0679 | 0.1729 | 1.0000 0.4220 0.4096 1.1682

Leading 0.7592 | 0.0679 | 0.1729 | 1.0000 0.4220 0.4096 1.1682
Shock

Initial 0.0000 | 0.2000 { 0.8000 | 1.0000 0.0000 0.0000 1.1682
Oil
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Figure 3.1-6. Composition routes for displacement of a CsCro
mixture by pure CO, at 1250 psia and 160°F:
a) Volume change on mixing b) No volume
change on mixing.
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CO, at 1250 psia and 160°F: a) Volume change on mixing
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-63 -

oo Cs+ Cio
0.8 : _

07 _
ClO ______ f e cccaeanema. . .-
008 — -

005 — ’ p—
004 ~— 4 p—
0.3 — ‘ -

002 — ’

CUMULATIVE PRODUCTION (PORE VOLUME)

0.1~/ / -

009 -
008 — ) -—

0.7 |- -

005 _ ‘ . -
0.4 — ‘ ]
0.3 — -

0.2 |- J¢ — —

0.1 /

CUMULATIVE PRODUCTION (PORE VOLUME)

2 3
DIMENSIONLESS TIME (PORE VOLUME)

Figure 3.1-10. Recovery curves for displacement of a C4-C,, mixture by pure
CO, at 1250 psia and 160°F: a) Volume change on mixing
b) No volume change on mixing.




-64 -

qualitatively similar to those observed with volume change, but the timing of recovery changes
substantially. For this case, at least recovery is always lower at a given injection time when
volume change is present.

Case 2: C, Injection at 1675 psia

Fig. 3.1-11 shows composition routes for displacement of the same initial oil composition
used in Case 1 by pure C; at 1675 psia and 160°F. At those conditions, the molar density of
C, is approximately the same as that of CO, at the conditions of Case 1. Qualitatively, the
solutions are very similar to those obtained for Case 1, but there are significant quantitative
differences. Figs. 3.1-12 to 3.1-15 show composition and saturation profiles, effluent compo-
sitions and recovery curves for Case 2, and additional details are given in Tables 3.1-7 and
3.1-8. The solutions still include three shocks, and all three shocks move more rapidly when
volume is conserved.

It is clear, however, that displacement by C, is less efficient than displacement by CO,,
even though both displacements were immiscible. In Case 2, the leading shocks move more
rapidly than in Case 1 (compare Fig. 3.1-7 with 3.1-12, for example), and recovery by C; is
lower, as comparison of Figs. 3.1-10 and 3.1-15 indicates. In this case, the difference in
behavior is primarily due to the difference in solubility. CO, is substantially more soluble as
comparison of the phase diagrams in Figs. 3.1-6 and 3.1-11 shows. when CO, is the injected
fluid, the oil phase left behind the leading shock contains less oil (and more CO,) than does
the oil phase left behind when C; is injected. In addition, flow velocity is also affected less
for C,, as Fig. 3.1-13 shows. In Case 2 the flow velocity ahead of the leading shock is about
73% of the injection velocity (Table 3.1-7), while the corresponding value for CO, is 67%.
Thus, the performance of the displacement by C; was less sensitive to the effects of volume
change. Calculations performed for nitrogen injection at 1890 psia and 160°F, at which condi-
tions the molar density of nitrogen was again approximately the same, confirm the trend: the
solubility of nitrogen is still lower and the difference between VC and NVC cases is still
smaller.

Case 3: CO, Injection at 800 psia

To confirm that it was a combination of changes in solubility and density that explained
the differences in displacement behavior between Cases 1 and 2, additional solutions were cal-
culated for pure CO, displacement of the same original oil composition at a lower pressure,
800 psia, and 160°F. At those conditions, the solubility of CO, in the oil was lower, as com-
parison of Figs. 3.1-6 and 3.1-16 shows, and the density of the injected CO, was also lower
(see Table 3.1-4).

The combined effects of the changes in phase behavior and fluid properties are illustrated
in the Figs. 3.1-16 to 3.1-20 and Tables 3.1-9 and 3.1-10. The qualitative features of the solu-
tions are similar to those of Cases 1 and 2: three shocks separated by two zones continuous
variation (spreading waves) and one zone of constant state. In this case, the trailing shocks in
both the VC and NVC cases move more slowly than they did in either of the two previous
cases, because the solubility of Cyq in the CO, is lower at 800 psia, and, hence, evaporation of
residual C,, takes longer.

The velocity behavior of the leading shock is more complex. In the NVC case, the lead-
ing shock velocity is between those observed for Cases 1 and 2. At 800 psia, the Case 3 dis-
placement is less efficient than Case 1, and more oil is left behind the leading shock. In addi-
tion, less CO, is dissolved in that oil, so more CO, is available to create a fast-moving vapor
phase. The NVC leading shock in Case 3 moves more slowly than in Case 2, because the
solubility of CO, at 800 psia is still higher than that of C; at 1675 psia (compare Figs. 3.1-11
and 3.1-16) and because the viscosity of CO, is slightly higher.




Table 3.1-7. MOC Solution of Ternary Case with Vo

- 65 -

at 160°F and 1675 PSIA, (CASE 2).

lume Change on Mixing

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
C1 C4 ClO (moles) l/PV
Injection | 1.0000 | 0.0000 | 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas
Trailing | 0.8231 | 0.0000 | 0.1769 | 0.9952 0.7930 0.7237 | 0.0239
Shock
Continuous { 0.8231 | 0.0000 | 0.1769 | 0.9952 0.7930 0.7237 | 0.0239
Varjation | 0.7322 | 0.0000 | 0.2678 | 0.9952 0.6677 0.5787 0.0859
Zone of | 0.7322 | 0.0000 | 0.2678 | 0.9952 0.6677 0.5787 0.0859
Constant
State 0.7322 | 0.0000 { 0.2678 | 0.9952 0.6677 0.5787 0.3497
Intermedi- | 0.6136 | 0.0946 | 0.2918 | 1.0003 0.5213 0.4115 0.3497
ate Shock
Continuous | 0.6136 | 0.0946 | 0.2918 [ 1.0003 0.5213 0.4115 0.3497
Variation | 0.5228 | 0.1102 | 0.3670 | 1.0003 0.3512 0.2580 1.2641
Leading | 0.5228 [ 0.1102 [ 0.3670 | 1.0003 0.3512 0.2580 1.2641
Shock ‘
Initial 0.0000 | 0.2000 | 0.8000 | 0.7320 0.0000 0.0000 1.2641
Oil
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MOC Solution of Ternary Case with No Volume Change on Mixing
at 160°F and 1675 PSIA, (CASE 2).

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
C1 C4 Clo (moles) l/PV
Injection | 1.0000 | 0.0000 { 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas
Trailing | 0.8476 | 0.0000 | 0.1524 | 1.0000 0.7737 0.7628 0.0305
Shock
Continuous | 0.8476 | 0.0000 | 0.1524 | 1.0000 0.7737 0.7628 0.0305
Variation | 0.7718 | 0.0000 | 0.2282 | 1.0000 0.6558 0.6418 0.0956
Zone of | 0.7718 | 0.0000 | 0.2282 | 1.0000 0.6558 0.6418 0.0956
Constant
State 0.7718 | 0.0000 | 0.2282 | 1.0000 0.6558 0.6418 0.4328
Intermedi- | 0.6461 | 0.0890 | 0.2649 | 1.0000 0.4934 0.4664 0.4328
ate Shock
Continuous | 0.6461 | 0.0890 | 0.2649 | 1.0000 0.4934 0.4664 0.4328
Variation | 0.5533 | 0.1049 | 0.3418 | 1.0000 0.3330 0.3095 1.4436
Leading | 0.5533 | 0.1049 | 0.3418 | 1.0000 0.3330 0.3095 1.4436
Shock
Initial 0.0000 | 0.2000 | 0.8000 | 1.0000 0.0000 0.0000 1.4436
0il
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Table 3.1-9. MOC Solution of Ternary Case with Volume Change on Mixing

at 160°F and 800 PSIA, (CASE 3).

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
COz C4 Clo (moles) l/PV
Injection | 1.0000 | 0.0000 { 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas
Trailing | 0.7962 | 0.0000 | 0.2038 | 0.9973 0.8385 0.6452 | 0.0124
Shock '
Continuous | 0.7962 | 0.0000 { 0.2038 { 0.9973 0.8385 0.6452 0.0124
Variation | 0.6854 | 0.0000 | 0.3146 | 0.9973 0.7000 0.4497 | 0.0687
Zone of | 0.6854 | 0.0000 { 0.3146 | 0.9973 0.7000 0.4497 | 0.0687
Constant
State 0.6854 | 0.0000 | 0.3146 | 0.9973 0.7000 0.4497 | 0.2673
Intermedi- | 0.5808 | 0.1034 | 0.3158 | 1.0023 0.5639 0.2999 0.2673
ate Shock
Continuous | 0.5808 | 0.1034 | 0.3158 | 1.0023 0.5639 0.2999 0.2673
Variation { 0.5188 [ 0.1137 | 0.3675 | 1.0023 0.4059 0.1845 | 0.8874
Leading | 0.5188 { 0.1137 | 0.3675 | 1.0023 0.4059 0.1845 0.8874
Shock
Initial 0.0000 | 0.2000 | 0.8000 | 0.5460 0.0000 0.0000 0.8874
Oil
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Table 3.1-10. MOC Solution of Ternary Case with No Volume Change on Mixing

at 160°F and 800 PSIA, (CASE 3).

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
CO, Cy Cio (moles) 1/PV
Injection 1.0000 | 0.0000 | 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas
Trailing | 0.8538 [ 0.0000 | 0.1462 | 1.0000 0.8041 0.7468 | 0.0220
Shock
Continuous | 0.8538 | 0.0000 | 0.1462 | 1.0000 0.8041 0.7468 | 0.0220
Variation [ 0.7615 | 0.0000 | 0.2385 | 1.0000 0.6613 0.5840 | 0.0968
Zone of | 0.7615 | 0.0000 | 0.2385 | 1.0000 0.6613 0.5840 | 0.0968
Constant
State 0.7615 | 0.0000 | 0.2385 | 1.0000 0.6613 0.5840 [ 0.4253
Intermedi- | 0.6417 | 0.0932 | 0.2651 | 1.0000 0.5004 0.4134 0.4253
ate Shock
Continuous | 0.6417 | 0.0932 | 0.2651 | 1.0000 0.5004 0.4134 | 0.4253
Variation | 0.5709 | 0.1050 | 0.3241 | 1.0000 0.3576 0.2814 | 1.2401
Leading {0.5709 | 0.1050 | 0.3241 | 1.0000 0.3576 0.2814 | 1.2401
Shock
Initial 0.0000 { 0.2000 { 0.8000 [ 1.0000 0.0000 0.0000 | 1.2401
0il
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Figure 3.1-11. Composition routes for ternary C;-C4-Co
system at 1675 psia and 160°F:
a) Volume change on mixing
b) No volume change on mixing.
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1675 psia and 160°F: a) Volume change on mixing b) No volume change on
mixing.
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Figure 3.1-15. Recovery curves for displacement of a C;-C,o mixture by pure C

at 1675 psia and 160°F: a) Volume change on mixing
b) No volume change on mixing.
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Figure 3.1-16. Composition routes for displacement of a
C4-Cyo mixture by pure CO, at 800 psia and
160°F: a) Volume change on mixing
b) No volume change on mixing.
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When there is volume change, however, the ordering of leading shock velocities changes.
The leading shock velocity in Case 3 is the slowest of the three. In that case, the solubility of
CO; in the undisplaced oil is still relatively high, and the density change as the CO, dissolves
is much larger. The increased change in volume as the CO, dissolves is enough to compensate
for the decreased solubility. Thus, at the lower pressure, volume change has a significant
impact on the timing of oil recovery. As in the previous cases, the NVC assumption leads to
optimistic recovery estimates.

Case 4: CO,-C, Injection at 1250 psia

Composition routes for injection of a gas mixture containing 90 mole percent CO, with
10 mole percent C4 are compared for the VC and NVC cases in Fig. 3.1-21. The initial oil
composition was the same as in the previous cases. This case is a condensing gas drive, in
contrast to the vaporizing gas drives of the previous cases. Composition, saturation and flow
velocity profiles are given in Figs. 3.1-22 and 3.1-23. Effluent compositions and component
recovery curves are given in Figs. 3.1-24 and 3.1-25. Details of compositions and velocities at
key points are reported in Tables 3.1-11 and 3.1-12.

Comparison of corresponding plots for Case 1 and Case 4 reveals several key differences.
First, the leading shock is not the limit of a zone of continuous variation. Hence, there is a
zone of constant state that trails the leading shock. Second, there is a continuous variation
along a nontie-line path from the injection tie line to the initial tie line, in place of the inter-
mediate shock obtained in the vaporizing gas drives. The nontie-line path departs from the
injection tie line at a point at which the two finite eigenvalues are equal. That point, labeled a,
is clearly visible in Figs. 3.1-22 and 3.1-23, because there is a change in slope of the continu-
ous profiles.

The effect of volume change is similar to that observed in the vaporizing gas drives. The
qualitative form of the solutions is the same, but all the wave speeds are larger in the NVC
case, and there are some minor differences in shock strengths (see Tables 3.1-11 and 3.1-12).

3.1-4 Discussion

The solutions presented here confirm that volume change on mixing has the largest
impact on the timing of recovery, but the amount of recovery is also affected. Qualitative
features of the solutions such as the number of shocks, the positions of spreading waves, self-
sharpening waves and zones of constant state are not affected, however.

The examples presented were for cases near the immiscible limit shown in the binary
CO,-Cyg displacement. For pure CO, or C; injection, volume change becomes less important
as miscibility is approached. As the amount of C,4 in the original oil is increased, or as the
pressure is increased, the velocities of the leading and trailing shocks approach each other.
They are equal when the initial composition lies on the extension of the tie line through the
plait points. As miscibility is approached, the amount of oil left behind the leading shock is
reduced, and, hence, the total amount of volume change is also reduced. Furthermore, as pres-
sure is increased the contrast in density between injected component in the vapor phase and in
the liquid phase decreases. Thus, volume change will have greatest effect at intermediate pres-
sures where solubility of injected fluid in the oil is reasonably high and where there is a
significant contrast between the density of vapor and liquid phases.




- 80 -

Table 3.1-11. MOC Solution of Ternary Case with Volume Change on Mixing
at 160°F and 1250 PSIA, (CASE 4).

Composition Total Gas Amount | Wave
Comment (moles) Velocity [ Saturation | of Gas | Velocity
C02 C4 ClO (moles) 1/PV
Injection | 0.9000 [ 0.1000 [ 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas
Trailing 0.7991 [ 0.1539 | 0.0470 | 0.9757 0.7814 0.6510 0.1154
Shock
Continuous | 0.7991 | 0.1539 [ 0.0470 | 0.9757 0.7814 0.6510 0.1154
Variation | 0.7580 | 0.1758 | 0.0662 | 0.9757 0.6494 0.4915 | 0.3994
Nontie- 0.7580 | 0.1758 | 0.0662 | 0.9757 0.6494 0.4915 | 0.3994
line path | 0.6952 | 0.0792 | 0.2256 | 0.9593 0.3572 0.2235 | 0.5079
Zone of 0.6952 | 0.0792 | 0.2256 [ 0.9593 0.3572 0.2235 0.5079
Constant
State 0.6952 | 0.0792 | 0.2256 | 0.9593 0.3572 0.2235 | 0.8801
Leading | 0.6952 | 0.0792 [ 0.2256 | 0.9593 0.3572 0.2235 | 0.8801
Shock
Initial 0.0000 | 0.2000 | 0.8000 | 0.6774 0.0000 0.0000 | 0.8801
0il
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Table 3.1-12. MOC Solution of Ternary Case with No Volume Change on Mixing
at 160°F and 1250 PSIA, (CASE 4).

Composition Total Gas Amount | Wave
Comment (moles) Velocity | Saturation | of Gas | Velocity
CO, Cy Cio (moles) | 1/PV
Injection | 0.9000 | 0.1000 | 0.0000 | 1.0000 1.0000 1.0000 0.0000
Gas
Trailing 0.8192 | 0.1431 | 0.0377 | 1.0000 0.7461 0.7295 0.1744
Shock
Continuous | 0.8192 | 0.1431 | 0.0377 | 1.0000 0.7461 0.7295 0.1744
Variation [ 0.7826 { 0.1627 | 0.0547 | 1.0000 0.6078 0.5871 0.5511
Nontie- 0.7826 | 0.1627 | 0.0547 | 1.0000 0.6078 0.5871 0.5511
line path | 0.7188 | 0.0750 | 0.2062 | 1.0000 0.3027 0.2920 0.6985
Zone of 0.7188 [ 0.0750 | 0.2062 | 1.0000 0.3027 0.2920 0.6985
Constant
State 0.7188 [ 0.0750 | 0.2062 | 1.0000 0.3027 0.2920 1.1412
Leading 0.7188 | 0.0750 | 0.2062 | 1.0000 0.3027 0.2920 1.1412
Shock
Initial 0.0000 | 0.2000 | 0.8000 | 1.0000 0.0000 0.0000 1.0000
0il
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Figure 3.1-21. Composition routes for displacement of a
C4-C;p mixture by a CO,-C, mixture
(condensing gas drive) at 1250 psia and
160°F: a) Volume change on mixing
b) No volume change on mixing.
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Figure 3.1-22. Composition profiles for displacement of a C4-C;o mixture by a CO,-C4 mix-
ture (condensing gas drive) at 1250 psia and 160°F: a) Volume change on
mixing b) No volume change on mixing.
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Effluent mole fractions for displacement of a C4-Cyp mixture by a
CO,-C, mixture (condensing gas drive) at 1250 psia and 160°F:
a) Volume change on mixing b) No volume change on mixing.
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Figure 3.1-25. Recovery curves for displacement of a C4-C; mixture by a
CO,-C4 mixture (condensing gas drive) at 1250 psia and 160°F:
a) Volume change on mixing b) No volume change on mixing.
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3.1-5 Conclusions

One-dimensional conservation laws arising in enhanced oil recovery have been solved for
binary and ternary systems analytically. The solutions include the phase behavior through the
Peng-Robinson equation of state. The following conclusions have been drawn from the solu-
tions presented.

(1) Volume change on mixing changes composition paths only slightly, but can change flow
velocity drastically.

(2) Volume change has greater effect when the density of the injected gas is much lower
than that of the oil.

(3)  Volume change has smaller effect when the solubility of injectant in the oil is low.

(4) No volume change on mixing is a good assumption if the injectant has weak partitioning
with the initial oil.

(5)  Breakthrough recoveries are higher when volume is conserved.

3.2 Theory of Three-Component, Two-Phase Flow in
Radial Systems

Russell Johns and Birol Dindoruk

The solutions presented in Section 3.1 were for linear flow. In some situations, however,
it is desirable to have available solutions for radial flow. For example, analytical solutions
would be useful for testing of compositional simulators applied to radial flow systems. In this
section, we show how solutions for linear flow can be transformed to represent radial flow.

Welge et al. (1962) showed that the Buckley-Leverett analytical solutions can be
transferred to radial one-dimensional systems using a simple transformation. We review that
transformation here to set the stage for the extension to multicomponent, multiphase flow. We
then illustrate the use of the transformation with several comparisons of linear and radial flow.

3.2.1 Buckley-Leverett Flow

Eq. (3.2-1) is the appropriate material balance equation under the assumptions stated in
Section 3.1. If that equation is applied to water and oil, which have no mutual solubility, the
result is the familiar Buckley-Leverett equation,

0Sy OVy

'—at—' + '—a—x—' = 0. 3.2-1)

In this dimensional equation, S,, is the water saturation, v,, is the water macroscopic
velocity, x is the linear distance, and t is the time.

Consider the transformation of Eq. (3.2-1) into a more useful radial form. We start by
writing the radial form of the Buckley-Leverett equation,

Sy, 1 9vw)
ot r Jr

¢ = 0. (3.2-2)




- 88 -

Eq. (3.2-2) is complicated by the fact that the second term is dependent on the radial dis-
tance, r.Q However, the macroscopic water velocity is related to the radial distance as
—;’1;;1—]. Hence, the equation can be simplified. Once substituted, the dependence on the

radial distance is partially removed, and the resulting equation is
oSy + Qigj Jfy -0,
ot 2nth or

where Qjy; is the injection volumetric flow rate, h is the reservoir thickness, and f,, is the frac-
tional flow of water at a given water saturation.

Vw =

¢ (3.2-3)

As with many analytical solutions, it is desirable to present the results in dimensionless
form. For the one-dimensional linear equation, we use the dimensionless definitions, Xq = X

L
Qinj t Qinjt
2

and ty = > while for the radial form, we use Iy = —E— and tg = . The parameters A

and L are the cross-sectional area and distance from the injector to producer, respectively.

It is also convenient to express the partial derivatives in terms of water saturation alone.

7 af
This can be done using the chain rule, and defining f = s—w- In dimensionless form, we now

w
have the linear one-dimensional equation,
oS, , 0Sy
— + f—— = 0, 3.2-4
atd aXd ( )
and the radial equation,
oS ' oS
Dw o B . (3.2-5)

oty 2rg drg

Eq. (3.2-4) is easily solved by the method of characteristics (Buckley and Leverett 1942).
The radial equation, however, is still complicated by the radial distance term in front of the
partial derivative. To remove this last complication, a variable substitution is made. Substitut-
ing ;=17 into Eq. (3.2-5), a form similar to the linear version is obtained. The new radial
equation,

Bu ¢ _ 0, (3.2-6)
dtg 0y

is therefore easily solved by the method of characteristics. One simply recognizes that the
radial equation is now linear in form, and, thus, the one-dimensional linear solution can be
used. Once the linear equation is solved, the radial solution is quickly obtained by taking the
square root of the linear distance coordinate. For example, if 80 percent water saturation is
obtained at a linear dimensionless distance of 0.50, the radial transformation would give the
same value of water saturation but at a dimensionless radial distance of 0.71.

For the same pore volumes injected, therefore, the water front has appeared to move
dimensionally further in the radial system. The definitions for dimensionless time (or pore
volumes injected), however, are changed after the transformation. Thus, if the radial system
has a greater pore volume, the water front will actually move slower. The front moves more
slowly since greater volume is contacted as the front advances (the speed of the front is
inversely proportional to the radial distance). Table 3.2-1 gives a summary and comparison of
the linear and radial waterflood equations.



Table 3.2-1. Buckley-Leverett Immiscible Displacement.

LINEAR

¢Q§m Qu = (

RADIAL

¢ Sy i B(g:U) 0

v —_ waz'nl'
w T 2rrh

Oty 2rqg Orqg —
€q = T?l



- 90 -

3.2.2 Multicomponent Multiphase Flow

The detailed derivation of the transformation used in the Buckley-Leverett equations can
be easily extended to multicomponent multiphase flow. This section considers partially misci-
ble systems with two or more phases and components. Two cases are considered: volume
change on mixing and no volume change on mixing.

No Volume Change on Mixing

When injected fluids mix with in situ oil, components of the oil and injectant will be dis-
placed. How the components partition themselves depends on the representation of the phase
behavior. As components readjust to new equilibrium conditions, the resultant volume (hence,
densities) may change. Physically, however, many components do not significantly change
their volume upon mixing. This is especially true for high pressure miscible floods and for the
liquid-liquid systems important in surfactant floods.

If volume is conserved, then the density of a given component, Pci» is the same in all j

phases. Consider the material balance given by Eq. (3.2-1). The linear one-dimensional sys-
tem is,

2 | & S 0 | ¥ 0 3.2-7
—_— YA + — o ): V: = , 2
at j___Zlq)xu p_] f ] ax j=21xlj p] v_] ( )
and for the radial one-dimensional system,
9 - S 10 - rvi| =0 3.2-8
3 }_‘;q)xijpj it T3 jgl,xijpj il = 0. (3.2-8)

Using the same procedure as for the Buckley-Leverett case, the dependence on the radial
distance can be removed from inside the partial derivative. Upon division by the component
density, followed by substitution of the appropriate definitions for the phase velocity vy,
overall component concentration (C;), overall component fractional flow (F), and dimensionless
parameters, the radial equation becomes (see Table 3.2-2),

aG; oF;
%G, L&\ _ (3.2:9)
oty 2ty drg
and the linear equation,
G, R (3.2-10)
atd 8xd B ) '

The definitions of the overall concentration and flux of a given component, C; and F;, are
the same for both the radial and linear equations (Lake 1989).

n,
Ci = Zcij Sj (3.2-11)
=1

Tp
Fi = 3 ¢f
=1
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Table 3.2-2. Miscible Displacement, No Volume Change on Mixing.

LINEAR

N
5 (0 $2ij;5;)+
5= (X ziipiv5) =0

RADIAL

8 N
5 (i ¢195ijpjsj)+
%g_r(zjflxijpjrvj) =0

. —— fz'Qinz’
vj = 27rh

2rq Org
€4 = 'I‘?l
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Just as in the Buckley-Leverett case, we can define a new parameter, £4, to reduce the radial

one-dimensional equation to the same form as the linear one-dimensional equation. The new
radial equation,

i , OB _ 0 (3.2-12)
oy Jeg ’ '

is then linear in form and the square root transformation can be used to obtain the radial solu-
tion. Table 3.2-2 shows the details of the derivation and definitions.

Volume Change on Mixing

When two fluids (i.e., solvent and oil) are combined, the volume of a mixture is not
necessarily conserved. In reservoirs where the solvent density is low (i.e., low pressure
floods), the volume of the mixture may shrink. Physically, the reduced volume results in a
decreased velocity of the solvent and oil fronts. Even with this added complication, the simple
radial transformation can still be applied.

Because the volume is not conserved, the density of a given component is not the same
in all phases. Hence, we cannot divide Eq. (3.2-1) by the component density as we did before.
As a result, new overall concentrations and fluxes, G; and F,, are defined as in Section 3.1.
We begin with the linear one-dimensional equation,

P d |
3 ,Z";Mijp,-s,- * o éxijp,-vj = 0, (3.2-13)

and the radial equation,
J > S 1 0 > =0 3.2-14
5{' . 1¢xijpj j + ?— -IXijperj . (3.2-14)

The phase flow velocity in the linear case is related to the total velocity (v) and phase
fractional flow (f;). Due to volume change on mixing, the total velocity at a given cross-
section of the reservoir can increase or decrease. The change in velocity for the linear case
can be solved by using the MOC (Dumoré et al. 1984; Monroe 1986). For the radial case,
however, we again have the dependence on radial distance inside and front of the second par-
tial derivative. Because the total velocity changes, the total volumetric flow rate, Q, will also

change. Even with this complication, however, a similar substitution (vi= 21Jcr h) can be made

to cancel the radial distance parameter inside the partial derivative. Substituting the appropriate
parameters into the one-dimensional linear equation results in the dimensionless equation,

0 |+ S 9 ¥ f. 0 3.2-15
— 0S| 4+ — so0xF = , 2-
Btd Zl xl] pdj § axd de=zl xl_] pdj j ( )
and the radial equation,
0 |5 S 1 o % f 0 3.2-16
—_ 0S| + — coafl = . 2-
atd Exu pd_] 3 2rd al'd QdFZ] xl_[ pdj j ( )
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Two new dimensionless parameters scaled to the constant injection conditions are
defined: Qg is the dimensionless volumetric flux rate, and Pg; is the dimensionless density (see
Table 3.2-3). To reduce the equations to a simpler form, the parameters, G; and F,, can be
defined as

l].p
Gi = inj de SJ (32—17)
=1

np
Fi = Qa3 xijpgf
=1

These parameters take the place of the overall component concentration and overall component
fractional flow. The linear one-dimensional equation simplifies to,

G, E_, 3.2-18
atd aXd - ) ( (L )
and the radial equation,
G, 1k _ (3.2-19)
atd 2rd ard B ) )

As before, if the substitution €4 = r} is made, the radial equation becomes,

9G; L 0 (3.2-20)
dty oeg -

and the same transformation can be used. The only complexity is that solving the equations by
the MOC is more difficult. Densities must be calculated at each step and the dimensionless
volumetric flux rate (or total velocity) must be included as an unknown (Dumoré et al. 1984;
Monroe 1986), as is outlined in Section 3.1.

3.2.3 Example Solutions

Consider the injection of carbon dioxide (CO,) into a linear core saturated with 80 per-
cent decane (Cyg) and 20 percent butane (C,) at a temperature and pressure of 160°F and 800
psia, respectively. Allowing for volume change on mixing, Fig. 3.2-1 gives the linear and
radial MOC solutions at a dimensionless time of 0.5 pore volumes injected. Three shocks
(discontinuities), two rarefaction waves, and a zone of constant state develop as was shown in
Section 3.1.

In the linear solution, the leading shock has moved a dimensionless distance of approxi-
mately 0.44, the intermediate shock a distance of 0.13, and the trailing shock a distance of
0.004. By applying the square root transformation to the linear solution, the radial solution is
easily calculated. The shocks in the radial solution, for example, have moved to dimensionless
distances of 0.66, 0.36, and 0.06. Assuming that L and h are the same, it appears, therefore,
that the leading shock in the radial solution has moved further. In actuality, this is not the
case. Even though the pore volumes injected are equal (tq = 0.5PV), the definitions of the
radial and linear dimensionless times have changed in the transformation. Considering the
length scales in the two systems, the pore volume in the radial system will be substantially
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Table 3.2-3. Miscible Displacement with Volume Change on Mixing.
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greater. Hence, at the same pore volumes injected, the actual volume injected will be far
greater in the radial system. Furthermore, the velocity of the shocks in the radial system will
decrease rapidly with radial distance (inversely proportional to radial distance). The velocity
decrease occurs because the fluids injected contact substantially more volume as the distance
from the injector increases. One can easily show that the dimensionless velocity (ratio of

actual velocity to injection velocity, _v_) is related to the dimensionless volumetric flow rate
inj
as,

vg = o (3.2-21)

where r,, is the injector wellbore radius and L is the distance from the injector to the producer.

Fig. 3.2-2 gives the linear and radial analytic solutions for the same ternary system but at
a dimensionless time of 1.0 PV. At 1.0 PV, the leading shock in the radial system has slowed
down, while the leading shock in the linear system has moved closer. Ultimately, break-
through of the leading shock will occur at the same dimensionless time for the two systems.

Fig. 3.2-3 shows the radial and linear velocity and saturation profiles. Again, the velocity
in the radial system decreases very quickly. The rapid decrease obscures the change in velo-
city due to mixing effects. Even though volume change on mixing is important to the MOC
solution, the resultant velocity decrease (or increase) may be masked by the radial dependence
of the velocity.

3.2.4 Conclusions

The analysis and extension of Welge’s transformation leads to the following conclusions:

(1) Multicomponent multiphase MOC linear solutions (including volume change on mixing)
can be easily transformed to one-dimensional radial systems. A simple square root
transformation and dimensionless time adjustment can be made.

(2) The velocity in a radial system significantly decreases with increasing radial distance.
This effect overwhelms the velocity changes that occur when volume change on mixing
is allowed.

3.3 Interfering Shocks in Slug Injection Processes

Russell Johns

In most miscible injection processes, solvents are not injected continuously, but are alter-
nated or combined with cheaper fluids as slugs. Examples of real life slug injection processes
are water-alternating-CO, (WAG), methane reinjection with CO, or chase gas injection (N, fol-
lowing CO,). The purpose of this research is to derive analytical solutions for slug injection
processes by relaxing the assumption of constant injection conditions. If analytical solutions
can be developed, then effects of slug injection size and recycling can be quantified.

To illustrate the mathematical issues involved, we consider a simple binary system of
water and alcohol and use the method of characteristics (MOC) to construct the analytical solu-
tion. Water is initially injected into an alcohol-saturated porous medium followed by continu-
ous alcohol injection. Shocks and rarefaction waves from the two injection periods evolve and
ultimately overtake and interfere with each other. This work discusses the resolution of the
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interference between the primary and secondary injection periods and the implications of the
results to oil field slug injection processes.

There is very little previous work on interfering shocks and waves for multiphase sys-
tems. Hewett and Behrens (1989) presented a solution for injection of a solvent slug and
showed that variations in slug size can be scaled to collapse to one curve. Surfactant flooding
was solved analytically by Hirasaki (1981) for a three component system of oil, water, and sur-
factant. The interference problem was solved for a surfactant slug followed by a water drive.
The tertiary system was simplified somewhat by assuming that all tie lines originate from a
single point in hodograph space (i.e., ternary phase diagram). Gorell (1989) showed a tech-
nique to determine the WAG ratio for tertiary miscible displacements for more realistic phase
diagrams. His work, however, assumed that WAG can be treated as if solvent and water were
injected simultaneously. Dria (1988) explored the interference of waves for a one-phase sys-
tem of reactive fluids flowing through a permeable media. Her work did not extend to two-
phase flow and only considered interference of waves separated by constant composition states.
Pope et al. (1978) considered interaction of chemical waves for two immiscible phases. Rhee
et al. (1986) used Riemann invariants to solve one-phase chromatography problems.

The first section discusses the mathematical model and solution techniques (MOC). The
general model as well as the water-alcohol system are presented. The idea of a Riemann
equivalent is detailed in the next section. It is shown that the complete solution to an interfer-
ence problem can be obtained by solving a series of unique Riemann problems. Subsequent
sections present a procedure for obtaining the analytical solution for the water-alcohol system,
Solutions are given for two slug injection sizes using composition profiles and time-distance
diagrams. All slug-size solutions are then shown to collapse to one solution on a time-distance
diagram. Numerical simulation results are presented along with the analytical solutions. The
last section presents the conclusions and important ideas that will be used to solve more com-
plicated three component problems.

3.3.1 Mathematical Model

The appropriate material balance equation is Eq. (3.2-10) derived in section 3.2 with the
assumption that volume is conserved.

— + — =0, i=1, --- ,n,. 3.3-1
o, %y 0, i n; (3.3-1)

Because F; = F;(C;), the second term may be rewritten as,

s n-1 s
JF; _ dF; dCy . (3.3-2)
axd k=1 BCk aXd

One of the component equations can be removed, because the sums of the overall volume

o, n;
fractions and fractional flows are equal to one >Ci=1, ¥ Fi=1|. Eq. (3.3-1) can then be
i=1 i=1

written in matrix form as,

C, +AQ)C,, = 0, (33-3)

T
where C is the vector [Cl ,Ca,\u ,CnH] and A(C) is the matrix,
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r

oF;  OF, oF; )
8C1 aCZ o acnc_l
oF, OF, oF,
oC; dC, T 9Cy
(3.3-4)
oF, oF, oF,
aC; 3C, 7 3Cu

These first-order partial differential equations are hyperbolic and quasilinear. If the initial
and injection conditions are constant, Eq. (3.3-3) is known as a Riemann problem. The solu-
tion to Riemann problems may consist of regions of constant state, rarefaction waves, and
shocks. For one-dimensional Riemann problems, the solution has been shown to be only a
function of the ratio of the independent variables (x/t) (Lax 1957). The eigenvalues of the
matrix A(C) describe the characteristic velocities of the solution while the eigenvectors give the
characteristic directions. Physically, the solution to Riemann problems must follow the velo-
city rule that faster compositions are downstream of slower compositions. In essence, the solu-
tion must be monotonic in wave velocity.

The velocity rule, however, cannot always be satisfied by continuous solutions. Discon-
tinuous solutions or shocks, therefore, are used to satisfy the velocity rule and Eq. 3.3-3.
Shocks are weak solutions that must satisfy the appropriate entropy conditions and Rankine-
Hugoniot jump conditions (Courant and Hilbert 1962; Lax 1957). The jump conditions,

Ao F!'-F¢

1 1

specify the relationship between the speed of the shock and the conditions upstream and down-
stream for component i.

Binary Model

Consider a two-component model consisting of water (H,O) and n-butanol (NBA). This
simple analogue system was chosen so that an experimental test of the theory can be made at
atmospheric pressure. Eq. 3.3-4 for this system reduces to a single equation,

BCHZO + dFHZO aCH20

=0, 3.3-6
aXd dCH20 atd ( )
and the auxiliary equations,
CH20 +Cnpa =1 3.3-D
FH20 + FNBA =1. (3.3-8)

Eq. (3.3-6) clearly shows that the characteristic velocity of the system is given by,
_ dFy,o

(3.3-9)
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Hence, continuous solutions are given by compositions that move with a velocity of A.
Discontinuous solutions, however, move with a velocity A given by the jump condition,

d
_ Fo-Fio (33-10)
Ci,0—Co

where u is for upstream and d is for downstream.

Numerical Solution

A numerical solution was used to verify the analytical results. A simple explicit Euler
scheme is used. Specifically, for the HyO-NBA system. Eq. (3.3-1) can be solved using the
numerical scheme,

Aty
Cﬁ:blk = CI"IIZOk + AXd [Fﬁzok—l - Fﬁzok] ’ (3.3‘11)

where At is the time step, Ax, is the distance step, k is the grid block, and n is the time level.
For most of the numerical results presented in this work, 1000 grid blocks were used. To

maintain stability and accuracy of the solution, a time step one-tenth of the grid block size was
used.

Flow Properties of H,O-NBA System

In a binary system, the phase behavior at constant temperature and pressure is governed
by only one equilibrium tie line. The H,0O-NBA system is partially miscible at atmospheric
temperature (25°C) and pressure (14.7 psia) where the tie line is given by,

CH20,1 = 09127 CNBA,1 = 0.0873, (33-12)

for phase 1, and,

n,0,2 = 0.1751 cnpa, 2 = 0.8249, (3.3-13)

for phase 2. The densities and viscosities for this tie line are given in Table 3.3-1. Assuming
no capillary dispersion, the fractional flow of phase 1 is,

ky/
fi = 2 M (3.3-14)
ki /Wy +kp/
and, hence, for phase 2,
f=1-1, 3.3-15)

where W is the viscosity and k, is the relative permeability of a given phase. Relative permea-
bility data as a function of the wetting phase saturation (phase 2) were taken from Naar et al.
(1962) for flow through unconsolidated glass spheres. Specifically, the data from the drainage
gas-oil curves were selected and fitted (Fig. 3.3-1) to a model of the form kyj= a(sj—-sjc)b
where a and b are best fit values. It is assumed through out the next sections that the drainage
curve is accurate for imbibition as well (i.e., there is no hysteresis).
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Table 3.3-1. Densities and Viscosities of H;O-NBA System.

Volume Fraction | Density (g/em?) | Viscosity (cp)
H,O0 | NBA

1.000 | 0.0000 0.9971 0.8937
0.9127 | 0.0873 0.9864 1.1800
0.1751 | 0.8249 0.8440 2.8500
0.0000 | 1.0000 0.8061 2.5600
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The wetting-phase saturation is determined from the tie line by,

Cxpa—C
S, = CNBA CNBA" . (3.3-16)
NBA,2 ™ “NBA,1

The overall fractional flow can be determined from the expressions given above and Eq.
(3.2-11). Fig. 3.3-2 shows the overall fractional flow as a function of overall water composi-
tion (solid line) for the H,O-NBA system. The one-phase region has a slope of unity on the
plot, while the two-phase region has a ‘S’ shape. The dashed lines in Fig. 3.3-2 give the
shocks or discontinuities that occur in the analytical solution. The shock solutions will be dis-
cussed in detail below.

3.3.2 Riemann Equivalent

If both initial and boundary conditions are constant, the problem represented by Eq. (3.3-
6) is called a Riemann problem. In slug injection processes, however, the boundary conditions
change. Hence, slug injection solutions are not given by Riemann problems. Nevertheless, for
binary systems, the solution to slug injection problems can be found by separating the problem
into a series of distinct Riemann problems. Each separate Riemann problem is known as a
Riemann equivalent (Dria 1988).

Riemann equivalents can be mapped most easily on time-distance diagrams. Time-
distance diagrams display the characteristics of the solution. Characteristics describe the posi-
tion and time at which a composition is propagated. For the problems of Eq. (3.3-6), the
characteristics will be lines on the time-distance plot and will carry a constant value of compo-
sition. A shock, for example, is represented by a line on the time-distance diagram where the
slope is equal to the inverse velocity of the shock. Therefore, if we know the velocity of a
shock and the time and distance in which it originated, we can draw a line that gives its posi-
tion with time and distance. Composition profiles and histories can then be easily obtained
from a time-distance diagram.

Consider the hypothetical time-distance diagram of Fig. 3.3-3 in which there are three
shocks separated by three constant states (regions 1, 2 and 3). Suppose a fluid of composition
R2 is injected at time zero into a core saturated with a fluid of composition R3. As long as the
injection and initial conditions remain constant, this is a Riemann problem. The solution to
this Riemann problem is shown to be a shock moving at unit velocity separated by constant
states of composition R2 and R3. The shock is represented on the time-distance diagram by a
line originating at the origin with a slope of unity. At a later time, however, a second injection
period (slug) of composition R1 begins. The overall solution can no longer be represented by
a Riemann problem, but must now be composed of distinct Riemann problems or Riemann
equivalents. The second injection period is treated as if the core is completely saturated with
composition R2. Thus, the solution is given by another Riemann problem with initial composi-
tion R2 and injection composition R1. The solution to this Riemann problem is a new shock
separated by constant states of composition R1 and R2. Due to the jump conditions, however,
this new shock travels at a faster velocity and, if not already produced at the outlet of the core,
will ultimately interfere (at t, and x.) with the first shock of unit velocity. At interference, the
region given by composition R2 no longer exists, and the solution becomes that of a Riemann
problem with initial conditions of composition R3 and injection composition R1. A third
shock results which has an intermediate velocity given by the jump conditions. Because no
more slugs are injected, this shock will continue on indefinitely and is the long-term solution to
this hypothetical slug injection problem.

The complete solution, then, is composed of three shocks and three constant states.
Three Riemann problems were solved to determine the complete solution. Each of these three
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Figure 3.3-3.

DISTANCE

Hypothetical time-distance diagram showing the idea of a Reimann equivalent.



- 107 -

distinct Riemann problems is known as a Riemann equivalent, because the injection and initial
conditions of the overall problem are not constant.

Fig. 3.3-4 demonstrates the same idea, but for a more complex situation in which the
Riemann solution consists of multiple shocks separated by constant states. For this more com-
plex case, multiple intersections occur that create many Riemann equivalents. Ultimately, the
characteristics may sort themselves out resulting in a late time solution, as Fig. 3.3-5 illustrates.

3.3.3 Analytical Solutions for H;O-NBA Slug Injection

Consider the Riemann problem for injection of water (H,O) into a core initially saturated
with n-butanol (NBA). The solution is obtained from the F vs. C plot of Fig. 3.3-2. If the
velocity rule and conditions are be satisfied, a trailing shock (denoted JH) must occur from the
injection condition (J) to the tangent composition (H), and a leading shock, GA, from the
tangent composition (G) to initial condition (A). These tangent shocks (shown by dotted lines
in Fig. 3.3-2) connect the one-phase and two-phase regions. The jump conditions (Eq. 3.3-10)
give the velocities of the shocks. The velocities are the slopes of the dotted lines in Fig. 3.3-2.
The leading shock (GA), therefore, has a faster velocity than the trailing shock (JH). Between
compositions G and H, the solution is continuous, and the compositions move at a velocity
given by Eq. (3.3-9). These velocities vary continuously from the trailing shock velocity to the
leading shock velocity to form a rarefaction (or spreading) wave, HG. The wave is also a cen-
tered wave (Fig. 3.3-6), because it emanates from a central point (the origin) and spreads from
the leading shock to the trailing shock.

Fig. 3.3-6 shows the solution to the Riemann problem for continuous water injection.
Shocks are given by heavier solid lines while characteristics of the rarefaction wave are given
by lighter solid lines. The characteristics are plotted such that the distance between them is
proportional to the composition they carry. A composition and saturation profile (dashed line
in Fig. 3.3-6 is shown in Fig. 3.3-7 at a dimensionless time of 0.5 pore volumes injected
(PVI). The numerical solution is also presented and shows excellent agreement with the
analytical solution.

Injection of a 0.5 Pore Volume Slug

Next, we consider injection of NBA into the core after injection of a slug of 0.5 pore
volumes of water. The solution is given by a Riemann equivalent with initial composition J
and injection composition A. This is the reverse of the previous water_injection case, and,
thus, two tangent shocks and a centered rarefaction wave (DJ, AC, and CD as shown in Fig.
3.3-2) are created. The rarefaction wave originates from the point at ty = 0.5 and x4 = 0.0 on
the time-distance diagram of Fig. 3.3-8. Eventually, however, interference will occur because
the velocities of these new shocks and waves are greater than those of the initial shocks and
waves. The leading shock DJ is the first to overtake the trailing shocks JH at t; = 0.688 and
X4 =0.265. At ty=0.6 PVI, for example, the leading shock is about to overtake the trailing
shock (Fig. 3.3-9).

When the shock DJ overtakes the shock JH, the region of constant state J no longer
exists. The upstream composition, therefore, is composition D, while the downstream is com-
position H. The result is a Riemann equivalent with injection_composition D and initial com-
position H (Fig. 3.3-2) given by a centered rarefaction wave DE and a tangent shock EFGH.
The centered wave originates at the point of intersection and spreads from composition E to
composition D. The characteristics of the centered rarefaction wave DE move more slowly
than the new shock, and, hence, will not overtake any more waves. The new shock (EFGH),
however, has a large velocity and will continue downstream overtaking the rarefaction wave,
HG. Fig. 3.3-10 shows an enlargement of the shock interaction area.
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As the shock overtakes the rarefaction wave, the downstream composition will change.
For example, in Fig. 3.3-10, the shock EFGH will first overtake the characteristic carrying a
composition slightly smaller than H (denoted H-). Hence, a new Riemann equivalent is
created instantaneously in time with initial composition H— and injection composition E (Fig.
3.3-2). The result is a tangent shock to composition E+. Hence, a new composition E+ is
created which is the injection composition for the next Riemann equivalent. This process of
successive Riemann equivalents is repeated until a noncentered rarefaction wave is created.
The noncentered rarefaction wave has characteristics that emanate from the upstream side of
the shock. Ultimately, the last Riemann equivalent will give a tangent shock with upstream
composition F and downstream composition G.

As the shock EFGH moves downstream, the shock velocity increases slightly due to the
changing downstream condition. As a result, the shock will curve slightly in the time-distance
diagram. To determine the shock path, a second-order Runga-Kutta scheme was used. For
example, at the first intersection, the jump condition gives the velocity of the shock for
upstream composition E and downstream composition H. The slope of the shock in the time-
distance diagram is then known, and an equation for the shock line can be determined (Fig.
3.3-10). The shock line is then extended up to the next downstream characteristic H-. Because
the Riemann equivalent gives the upstream condition (E+), a new velocity at that location can
be determined from the jump conditions. To give a second-order estimate, the shock velocity
from the first intersection and the next intersection are averaged to give a corrected velocity.
This corrected velocity is then used to determine the slope of the shock line from the first
intersection. The shock path is constructed numerically by repeating this process.

Thus, the upstream composition is determined by tangent shocks to the overall fractional
flow curve, which are solutions to successive Riemann equivalents. The noncentered wave is
created because new upstream compositions arise as the shock progress downstream. Charac-
teristics from the noncentered wave originate on the upstream side of the shock. In terms of
Helfferich’s coherence theory, the noncentered wave region is the only region that is not
coherent (Helfferich 1981).

Fig. 3.3-11 shows the complete solution to a water slug injection of 0.5 PV. The lightly
dashed lines on the time-distance diagram separate various rarefaction waves. As is seen, the
leading shock GA reaches the core outlet at a time of approximately 0.8 PVI. Hence, the lead-
ing shock is not overtaken by the quickly approaching upstream shock EFGH.

Composition and saturation profiles are shown in Figs. 3.3-12 and 3.3-13 for dimension-
less times of 0.7 and 0.9 PVI. The agreement between the numerical solution and the analyti-
cal solution is excellent. In order to verify the accuracy of the shock locations, ten thousand
grid blocks were used to compute the solution shown in Fig. 3.3-13.

Injection of a 0.1 Pore Volume Slug

Now consider the same H,O-NBA system, but with a slug size of only 0.1 pore volumes.
The solution of the problem is similar to the previous case and can be determined by the same
methods (Fig. 3.3-14). Now, however, there will be three shock-shock intersections. The result
of the first intersection is exactly the same as the previous solution, but occurs earlier at
tqy=0.138 and x4 = 0.053. Unlike the previous case, however, the resulting shock EFGH has
more time to move downstream, and, thus, it will overtake the leading shock GA. The leading
shock has not exited the core because the slug size is substantially smaller. Intersection of
these two shocks occurs at ty = 0.217 and x4 = 0.270. Fig. 3.3-15 shows the composition and
saturation profile at t; = 0.2 PVI which is just prior to the second intersection.

~  When the resulting shock overtakes the leading shock GA, the centered rarefaction wave
HG no longer exists. The Riemann equivalent, therefore, becomes the solution with initial
composition A and injection composition F. The result is an indifferent shock BA, a genuine
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Figure 3.3-11. Complete analytical solution for injection of a 0.5 PV water slug.
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shock CDEF, and a constant state region B (Figs. 3.3-2 and 3.3-16). The shock from composi-
tion F to composition B is a genuine shock because it is not tangent to the overall fractional
flow curve on the upstream or downstream side. A region of constant state develops because
the shock velocity is smaller than the velocity at composition B (unity in this case). The con-
tinuous variation from composition B to A is an indifferent shock (or wave) because all the
compositions move with equal velocity (again, unity in this case).

Because the shock CDEF has_slowed significantly (as determined from the jump condi-
tions), the three rarefaction waves (CD, DE, EF) upstream will overtake the new shock CDEF.
Thus, the compositions on the upstream side of the shock are given by the characteristics of
these rarefaction waves. In the same manner as for the shock EFGH, successive Riemann
equivalents are formed with injection conditions varying from composition F- to C and initial
composition B. The solutions to these Riemann equivalents are genuine shocks to composition
B. Because the composition on the upstream side is changing, the velocity of the shock CDEF
continues to slow down as given by the jump conditions. In fact, the last shock from composi-
tion C to B has almost zero velocity (Fig. 3.3-2). The shock path is calculated using the
Runga-Kutta scheme.

Ultimately, the trailing shock, CD, will also overtake the shock CDEF. This will occur at
a dimensionless time of ty = 0.907 and x4 = 0.388 for a slug size of 0.1 PVL. After this time,
the rarefaction waves no longer exist and a new Riemann equivalent is formed. The solution
to the new Riemann equivalent is given by an initial condition of composition B and injection
composition A, and, thus, is simply an indifferent shock AB traveling at unit velocity.
Because there are no new rarefaction waves and both indifferent waves (BA, AB) travel at
equal velocity, no additional interference can occur. Hence, the long-term solution is simply
two indifferent waves separated by a constant state region. The composition in the constant
state region is the equilibrium composition B.

The time-distance diagram of Fig. 3-3.16 shows the complete solution for the 0.1 PVI
slug size. Composition and saturation profiles are shown in Figs. 3.3-17 and 3.3-18 for 0.5
and 1.0 PVL. As before, the numerical results are nearly identical to the analytical solution
except for dispersive effects seen near the indifferent shocks. Indifferent shocks are not self-
sharpening since all compositions move with the same velocity. As a result, numerical disper-
sion effects enhance the dispersion seen for the indifferent waves.

Arbitrary Slug Sizes

The analytical solutions given for the previous two slug sizes can be scaled to give the
solution for an arbitrary slug size. This is true because the corresponding waves and shocks in
both solutions have the same velocities, and, hence, the same slope on the time-distance

diagram. Since only the point of origin has changed, we can scale the time and distance axis
to the slug injection size by

Ty
Tay, = 3 (3.3-17)
and,
X4
Xdlpv = ES" 1y (33-18)

where, SS is the slug size, With this transformation, Figs. 3.3-11 and 3.3-16 collapse onto one
diagram shown in Fig. 3.3-19. Thus, Fig. 3.3-19 is the analytical solution to any slug size
injected. To obtain the time-distance diagram for a particular slug size, just multiply the actual

slug size by the coordinates in Fig. 3.3-19. Table 3.3-2 gives the details of the general analyti-
cal solution.
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Table 3.3-2. Detailed Analytic Solution for Arbitrary Slug Size Injection.

Composition Phase 2 Wave Time-Distance
Comment (Vol. Fraction) Saturation Velocity Location
H20 I‘_{?A _ 1/PV | ta,, | zay,.
Constant State A 0.00 1.00 1.00 - - -
Leading Shock GA u-.695 d-0.00 | u-.305 d-1.00 | u-.295 4-1.00 1.24 - -
Centered Wave HG G-.695 .305 .295 1.24 0.00 0.00
H-.747 .253 .225 .386
Trailing Shock JTH u-.747 d-1.00 | u-.253 d-0.00 | u-.225 d-0.00 .386 - -
Constant State J 1.00 0.00 0.00 - - -
Leading Shock DJ u-.469 d-1.00 | u-.531 d-0.00 | u-.602 d-0.00 1.41 - -
Centered Wave CD D-.469 .531 .602 1.41 1.00 0.00
C-.406 .594 .687 .481
Trailing Shock AC u-0.00 d-.406 | u-1.00 d-.594 | u-1.00 d-.687 .481 - -
Constant State A 0.00 1.00 1.00 - - -
First Intersection - - - - 1.38 .530
Resulting Shock EFGH | u-.511 d-.747 | u-.489 d-.253 | u-.545 d-.225 | 2.42 1.38 | .530
u-.530 d-.695 | u-.470 4-.305 | u-.519 d-.295 2.91 2.17 2.70
Non-Centered Wave EF F-.530 .470 .519 2.91 2.17 2.70
E-.511 .489 .545 2.42 1.38 .530
Centered Wave DE E-.511 489 545 242 | 138 | 530
D-.469 .531 .602 1.41
Second Intersection - - - - 2.17 2.70
Indifferent Shock BA u-.175 d-0.00 | u-.825 d-1.00 | u-1.00 d-1.00 1.00 - -
Constant State B 175 .825 1.00 1.00 - -
Resulting Shock CDEF | u-.530 d-.175 | u-.470 d-.825 | u-.519 d-1.00 .580 217 | 2.70
u-.406 d-.175 | u-.594 d-.825 | u-.687 d-1.00 .088 9.07 3.88
Third Intersection - - - - 9.07 3.88
Indifferent Shock AB | u-0.00 d-.175 | u-1.00 d-.825 | u-1.00 d-1.00 | 1.00 - -
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Figure 3.3-16. Complete analytical solution for injection of a 0.1 PV water slug.
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Fig. 3.3-19 is especially useful because it allows us to see the effects of a changing slug
size. For example, if the slug size is too small, the expected shock fronts will not be seen at
the producer. This is because the shock GA will be overtaken by the shock EFGH. Also, the
shock CDEF will cut off the two-phase region from the producer. To avoid this, the slug size
must be greater than 0.37 PVI (1/2.70) for the H,0-NBA case.

3.3.4 Conclusions

The analysis of slug injection solutions for the binary HyO-NBA system, leads to the fol-
lowing conclusions:

(1) Two component interference problems can be solved analytically using the idea of
Riemann equivalents. The full solution is divided into smaller Riemann problems with
different injection and initial conditions.

(2) Use of time-distance diagrams is essential in the construction of the solution, because the
full solution is no longer a function of x/t only.

(3) Analytical shock paths can be constructed by using simple numerical schemes such as
second-order Runga-Kutta integration. The accuracy of these schemes is excellent.

(4) The analytical solution for all slug sizes can be collapsed to a single time-distance
diagram.

(5)  Slug size can be critical in determining the effluent composition. Hence, it is expected
that slug size will be important in the rate of recovery of hydrocarbons in processes that
rely on component transfer between phases to achieve high displacement efficiency.

3.4 Capillary Imbibition and Gravity Segregation: Interactions
with Phase Equilibrium in Qil/Brine/Alcohol System

David S. Schechter and Dengen Zhou

The mathematical theory discussed in Sections 3.1 - 3.3 deals with one-dimensional flow.
The theory developed is important because it establishes with mathematical rigor the central
role of phase equilibrium in the generation of high displacement efficiency in miscible floods.
It is clear, of course, that flow in oil reservoirs is not one-dimensional, as permeability hetero-
geneity and viscous instability (see Chapter 4) cause nonuniform flow. Extensions of the one-
dimensional theory to include the combined effects of phase behavior and viscous crossflow
between two layers (Pande 1989, Pande and Orr 1989, Pande and Orr 1990a and Pande and
Orr 1990b) indicate that crossflow may have significant impact on displacement performance.
The extended theory demonstrates that while crossflow induces two-phase flow in floods that
would normally be multicontact miscible in one-dimensional flow, the adverse effects of the
two-phase flow are more than outweighed by the benefits of mobilizing oil out of the low per-

meability layer into the faster flow layer and also by a small but favorable reduction in the
adverse mobility contrast between the two layers.

The theory developed to date has only dealt with viscous crossflow, but other physical
mechanisms also induce crossflow: capillary imbibition, gravity segregation, and the slower
processes of transverse diffusion and dispersion. In this section, we examine experimentally
the combined effects of capillary imbibition, gravity driven crossflow, and phase behavior.

The experiments were performed in a vertical core holder with an annulus surrounding
the core. In a typical experiment, the core was saturated with nonwetting phase and the annu-
lar space was then filled with the wetting phase; thus, initiating imbibition. This particular
experimental configuration was the limiting case of nonuniform flow: imbibition from a
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fracture into adjacent matrix rock. While the goal of of this work is to develop understanqing
of the role of crossflow between zones of differing permeability, imbibition and gravity driven
flow is of interest in its own right, given the number of fractured reservoirs in existence.

The principal parameters that determine the rate of imbibition recovery and the total
amount of nonwetting phase produced are: viscosity of the wetting phase, block size and per-
meability and the capillary pressure of the fluid phases in contact. Experiments such as those
by Mattax and Kyte (1962) and Kleppe and Morse (1974) have primarily focused on scaling
the dimensions and properties of the matrix block. They found that imbibition oil recovery
increases as a function of dimensionless time:

%k _o
¢ p,L?

(3.4-1)

where t is the time, k the permeability, ¢ the porosity, ¢ the IFT, u, the water phase viscosity
and L the length of the block. Very little experimental work concerning the influence of phase
behavior on imbibition has been reported. Previously it was assumed that reduction of the
capillary forces by decreasing the interfacial tension would lead to reduced recovery since
capillary pressure was regarded as the motive force during imbibition. However, Cuiec et al.
(1990) observed that the the total recovery of the oil phase increased in the
hexane/water/ethanol system when the equilibrium IFT was decreased below 10 mN/m. It was
also reported that the imbibition rates decreased as the IFT was lowered, yet there was no men-
tion of scaling such behavior to previously developed rate equations. Thus, there appears to be
sparse evidence concerning the effect of phase behavior on scaling imbibition rates.

Scaling of crossflow behavior is an important component of understanding the impact of
crossflow on miscible floods. Imagine a layer of high permeability rock that is swept rapidly
by the injected fluid (CO,, for instance). If the pressure is above the minimum miscibility
pressure (MMP), the CO, will displace nearly all of the oil from the portion of the rock that is
swept. In the adjacent zones, however, uncontacted oil will remain stationary. That oil will be
the wetting phase relative to the CO,-rich phase (Campbell and Orr 1985), and some oil will
presumably imbibe into the swept layer. In addition, IFT’s are likely to vary significantly
through the transition zone in CO, concentration, because CO, displacements at or above the
MMP create composition paths that pass through or near the critical region. Thus, the rate
dependence of capillary crossflow on phase compositions and fluid properties in the transition

zone is of interest in calculations of the effect of that crossflow on composition routes followed
by the flowing fluids.

While the eventual goal is a set of measurements of imbibition behavior in CO,/crude oil
systems, high-pressure experiments are sufficiently time consuming and difficult to perform
that development of an experimental technique at atmospheric pressure seemed a desirable first

step. In the following section, we describe the experimental procedure and the results of
experiments performed to date.

3.4.1 Experimental Apparatus and Procedures

The following set of experiments was performed to investigate imbibition near a plait
point where the IFT’s are very low and the phases are approaching miscibility. Both equili-
brium and non-equilibrium experiments are in progress to determine the relative effect upon
imbibition. A well described ternary fluid system (Morrow et al. 1988) consisting of isooctane,
brine (2% CaCl,) and isopropanol alcohol (IPA) as a tension reducer (see Fig. 3.4-1 and Table
3.4-1) has been utilized for this study. Analyses by gas chromatography (GC) of the equili-
brated phases reported here agree well with Morrow’s data (Table 3.4-2). Two-foot sections of
2.5" diameter Berea sandstone with permeabilities of 15, 100 and 500 md and a 700 md core
of brown sandstone from the Masalan formation are currently under investigation.
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Table 3.4-1. Properties of Equilibrated Phases (Morrow et al. 1985).

Density IFT Viscosity
Tie Line | Difference | (mN/m) | (W./p, )
(g/cm®
1 0.33 38.1 20
2 0.21 1.07 6.25
3 0.11 0.10 371

Table 3.4-2. Compositions of Equilibrated Phases.

Brine Phase (Vol %) Oil Phase (Vol %)

Tie Line
IPA | i—~Cg | Brine | IPA | i-Cg | Brine
1 0 0 100 0 100 0
2 55.3 2.6 42.1 | 11.8 87.6 0.6
3 63.7 | 16.5 19.8 | 264 71.8 1.8




- 130 -

IPA

0 V2 kY] v V] M. V2
[+ 10 20 30 40 50 80 0 80 20 100

Brine i—C8

Figure 3.4-1. Phase diagram for IPA, 2% CaCl, and isooctane (Morrow et al. 1985).
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The experimental procedure begins with vacuum saturation of the cores with either
nonequilibrated or equilibrated nonwetting phase. This is accomplished in a core holder
equipped with an overburden sleeve. The system schematic is shown in Fig. 3.4-2. The core
(which is saturated with 100% nonwetting phase) is then transferred to a plexiglass cell with an
annular space of 1/32" between the side of the core and the wall (Fig. 3.4-3). The air in the
fracture is displaced by the nonwetting phase until the entire core is immersed in the nonwet-
ting fluid. At this point, the wetting phase is introduced into the bottom of the cell, and the
nonwetting phase is displaced from the annular space until the core is completely surrounded.
Flow is discontinued, and the entrance and exit valves are closed. The core is allowed to
remain immersed in the wetting phase until oil production is complete. The volume of
nonwetting phase produced is measured at arbitrary intervals, and a material balance on the
fluids is performed. Thus, the amount of oil recovered by spontaneous imbibition may be
obtained.

3.4.2 Results of Experiments with Equilibrated Fluids

Three different tie-lines have been investigated (i.e., three values of IFT) in experiments
with wetting and nonwetting phases equilibrated prior to the start of the experiment. For
isooctane and brine mixtures containing no IPA, the IFT is 38 dyne/cm (high). For equili-
brated mixtures containing 34% and 44% IPA, the IFT is reduced to 1.0 (moderate) and 0.1
dynes/cm (low), respectively (see Table 3.4-1). The concentration of IPA refers to the volume
of IPA per total volume of all three components. The volume of the two equilibrated phases

was kept equal by varying the amount of IPA added to the aqueous phase and holding the
volume of oil constant.

Figs. 3.4-4 and 3.4-5 demonstrate the effect of changing IFT on ultimate recovery for the
100 and 500 md cores. They show that reducing the IFT increases the ultimate recovery by as
much as 20%. Figs. 3.4-4 and 3.4-5 do not provide unambiguous rate information, however,
because, originally, the oil was allowed to collect in the annular space. As oil was produced,
the interface level moved downward, thereby reducing the area open to imbibition. Figs. 3.4-6
and 3.4-7 are recovery curves for the 500 and 700 md cores obtained when the cores were
completely immersed in the wetting phase during the entire experiment. The oil was collected
at the top of the cell, and the interface level was not allowed to reach the annular space. Thus
the boundary condition remained constant in the second version of the experiment. Continuous
immersion allowed imbibition to proceed much faster than it did in the previous moving boun-
dary experiments, as comparison of the recovery curves for 38.1 mN/m in Figs. 3.4-5 and 3.4-
6 indicate. (Note the difference in the time scales in the two plots). Fig. 3.4-8 shows that
even when the rate of recovery is normalized by the total amount to be recovered, the rate is
still higher for the low tension case. The imbibition rate behavior shown in Fig. 3.4-8 is
clearly inconsistent with the time scale implied by Eq. (3.4-1).

3.4.3 Results of Experiments with Nonequilibrium Fluids

Experiments were also performed to investigate nonequilibrium effects on imbibition. In
this case, the core was saturated with pure isooctane and immersed in an aqueous alcohol solu-
tion. Unlike equilibrium studies, in which the volume of oil produced equaled the volume of
wetting phase imbibed, the oil produced in the nonequilibrium situation contained some alcohol
that partitioned into the oil phase from the brine phase. Therefore, all oil produced was
analyzed by gas chromatography, so that appropriate mass balances could be performed. In all
the nonequilibrium experiments, oil phase collected in the annulus, and hence recovery rate

was probably reduced somewhat, as was observed in similar experiments described in Section
3.4-2.
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Figure 3.4-3. Schematic of plexiglass core holder.
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Figure 3.4-4.  Oil production during imbibition experiments with equilibrated fluids in a
Berea sandstone core with permeability k = 100 md. In these experiments
produced oil phase collected in the fracture, reducing the area available for
imbibition.
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Figure 3.4-5. Oil production during imbibition experiments with equilibrated fluids in a
Berea sandstone core with permeability k = 500 md. In these experiments
produced oil phase collected in the fracture, reducing the area available for
imbibition.
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Figure 3.4-6. Oil production during imbibition experiments with equilibrated fluids in the
500 md Berea core. In these experiments produced oil collected above the
top face of the core, allowing the core to be immersed continuously in the
wetting phase.
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Figure 3.4-7. Oil production in a brown sandstone core from the Masalan formation with
a permeability of k = 700 md. In these experiments, produced oil collected
above the top face of the core, allowing the core to be immersed continu-
ously in the wetting phase.
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Figure 3.4-8.  Scaled imbibition rates for the oil production curves in Fig. 3.4-7.
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Fig. 3.4-9 compares results of two experiments with fluids at equilibrium with two exper-
iments not at equilibrium in the 500 md core. Experiment 1 was the no-alcohol reference case
in which the IFT is high. Experiment 2 was the equilibrated case at the low value of IFT 0.1
mN/m). In experiment 3, the core was saturated with a single-phase mixture of 45% IPA -
55% i-C8 (note that all concentrations in this section are in volume fractions) and immersed in
an imbibing fluid of pure brine. For experiment 4, the core was initially saturated with pure
isooctane and immersed in the equilibrated wetting phase with a high alcohol concentration
(Table 3.4-2, wetting phase composition at 0.44 volume fraction IPA). The amount of oil pro-
duced in experiments 3 and 4 does not include the alcohol transferred to the oil phase.

The differences between curve 1 and curves 2 and 4 in Fig. 3.4-9 show again that
increasing the alcohol concentration in the wetting phase (decreasing the IFT) increases the
total volume of oil recovered by imbibition. Furthermore, comparison of curves 2 and 4 indi-
cates that if a high concentration alcohol solution is allowed to imbibe into the core saturated
initially with pure isooctane, more oil is produced even though the final equilibrium IFT is the
same. This suggests that IFT gradients caused by compositional imbalances may aid imbibi-
tion mechanisms. In experiment 4, brine phase that imbibed was steadily stripped of its
alcohol as it encountered fresh oil not yet saturated with IPA. Thus, the IFT must have
increased with depth of penetration into the core. Hence, the IFT gradient must have acted to
enhance imbibition. Experiment 3 verifies this idea. Release of oil from the matrix is
adversely affected by causing the IFT gradient to act in the opposing direction for recovery
(i.e. high alcohol concentration in the oil phase).

Fig. 3.4-10 shows results of a similar experiment carried out on the 100 md core. Exper-
iment 1 was again the reference case with no alcohol. Experiment 2 is the equilibrated case at
low IFT (0.1 mN/m). Experiment 3 was not at equilibrium, but the aqueous phase contained
only a dilute alcohol concentration (15%), which according to the phase diagram would
decrease the eventual equilibrium IFT only threefold to about 10 mN/m. Experiment 4 was
performed with the same fluids as with the experiment 4 in the 500 md core, but the lateral
face of the core was covered with a teflon sleeve. Thus, imbibition occurred only through the
top and bottom faces. In this case, the rate of imbibition was slowed considerably, yet the ulti-
mate recovery eventually exceeded the equilibrium case.

3.4.4 Discussion

Conventional interpretations of imbibition regard capillary pressure as the driving force
behind imbibition. For low IFT immiscible phases, one would expect a decrease in capillary
forces and therefore slower mobilization of the nonwetting phase during imbibition. According
to the experiments outlined here, this is not necessarily the case. Indeed, reducing the equili-
brium IFT greatly increases the amount of oil recovered by spontaneous imbibition for the
sandstone cores currently under investigation.

Cuiec et al. (1990) observed that reducing the IFT resulted in a decrease of imbibition
rates. Their results were obtained in tight chalk with permeabilities between 1 and 3 md;
whereas, the results presented here are from sandstone cores with much larger permeabilities.
The following analysis suggests that buoyancy will dominate in the high permeability regions
investigated in the experiments described and capillarity in the low permeability studies of
Cuiec et al. This suggests that a crossover occurs between capillary and gravity driven imbibi-
tion which is dependent on the average pore size, the pore size distributions, and the phase
behavior of the fluids considered. Therefore, we may classify imbibition for three differing
regions: capillary dominated, gravity dominated, and a region where both forces affect imbibi-
tion.
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Figure 3.4-9. Comparison of equilibrium and nonequilibrium imbibition for the 500 md
core.
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Figure 3.4-10. Comparison of equilibrium and nonequilibrium recovery data for the 100
md core.
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Capillary Pressure Dominated Imbibition

Consider a trapped oil droplet free from gravity effects. The criterion for stability within
porous medium is that all curvatures of this oil droplet are equal; otherwise, it changes its
shape to attain a state of minimum free energy.

Jl = JZ = Ji (34-2)

where J is the curvature of an oil interface suspended in an aqueous medium within the pore
space. In the sandstone cores studied here, the core is not in capillary equilibrium. Instead,
brine phase will imbibe into some pores, while oil is displaced from others. Pore sizes vary
considerably, of course, so the aqueous wetting phase imbibes into the small pores and forces
the oil out of the larger pores. In the analysis that follows, we assume that the driving force
for imbibition is given by

P, =40(1/D; - 1/D,) cosd (3.4-3)

where 0 is the contact angle at the solid surface, D; is the diameter of the pore in which the
water is imbibing and D, the pore diameter in which the oil flows out.

Now consider the simple material balance illustrated in Fig. 3.4-11 for imbibition into a
core with square cross section. Water imbibes from the ends of the core, and oil is expelled
by countercurrent flow. For this simple analysis, we assume that the displacement is piston-
like. The flow velocities of the oil and water phases are

Qw kkr, dPy, oPy,
—_ = - —— —= = - —_ 3.4-4
A Mw OX ox ( )
9o kkro 9P, Py,
— = - = - —_— 3.4-5
A Ko Ox Ao ox ¢ )

where A is the area open for imbibition, k is the permeability, k,, and k., are the relative per-
meabilities of oil and water, 1, and W, are the viscosities of the phases, and A, and A, are the
mobilities, and P, and Py, are the pressures in the oil and water phases. The total flow velocity
is

Qo+ qw dP, Py
—_ = - —_— + — 3.4-6
A l{% ox M ox ( )
Because the flow is assumed to be strictly countercurrent, q, = —(w, and hence
P,
% = — .}"_W_ _a_w (3.4-7)
ox A, Ox
From the definition of the capillary pressure, P,, we write
P, dP oP dP
iPl=_ac+ °=____°__7"1_l (3.4-8)
ox ox ox ox A, Ox
Rearrangement of Eq. (3.4-8) gives
oP,
Pw _ 1 c (3.4-9)

9x 1+ A /A, ox
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Figure 3.4-11. Limiting case analysis of capillary dominated imbibition.
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Hence, Eq. (3.4-4) can be written as

Ak dP,
Qw = _Akhy 9P (3.4-10)
1+ Ay/A, Ox
We now assume that the gradient of capillary pressure can be estimated as
OP; _ docos®| 1 _ 1| _ i:_ (3.4-11)
ox X D, D, X
A material balance on water yields, then
P*
Ak Te g = ¢A(swf—swi] dx (3.4-12)
1,1 x
M Ao

where Sw; and Sw; are the initial and final water saturations. Eq. (3.4-12) can be integrated to
yield

*x

kP, P

Ly [swf—swi] x2 (3.4-13)
1,1 2

Mo Ao
Because the imbibition process is complete when x =L/2, Eq. (3.4-13) can be rewritten in
terms of the fractional recovery, R = 2x/L, as

8k P,
._c(_l..*.i

L2 A A

where AS = S,¢ — Sy;i. Eq. (3.4-14) can be rearranged to give

) 1P = g ASR? (3.4-14)

1P =

2
— 2 ¢ = R? (M+1) (3.4-15)

where M = A,/ A,

To verify Eq. 3.4-15, we made a comparison with the experimental data presented by
Cuiec et al. (1990) for low-permeability chalk samples. The main parameters of the chalk
samples are listed in Table 3.4-3. The values of the pore diameters shown in Table 3.4-3 were
estimated from reported pore size distribution data. For the calculations that follow, cos® was
assumed to be 1.0. For a 20-cm length of core, the gravity force, P, = AhApg is about 3% of
the capillary force, P, = 46 (1/D; — 1/D,). One data point was used to determine the value of

1 + €L in Eq. (3.4-15). Then the remainder of the recovery could be calculated. The

M .

value obtained for le— + % was 0.07. That value is close to what could be observed
0

for water with and endpoint ky, near 0.1. Thus, the value obtained is consistent with typical

sandstone relative permeability data. Fig. 3.4-12 shows the comparison of the predicted and

experimental data for different chalk samples.
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Table 3.4-3. Chalk Core Data from Cuiec et al. (1990).

Sample No. | Length (cm) | k (md) Pg/P. | Ap(g/ce)

Sample 1 20.0 6.4 0.028 0.3
Sample 2 9.0 3.7 0.013 0.3

Table 3.4-4. Core Properties for Calculated Recovery Curves Shown in Fig. 3.4-14.

N—l Do L Ap (o]
B (cm) (m) | (g/em®) | (mN/m)

0.1 | 1.0x102 | 267 | 3000 20.0 1.0
02 | 1.0x102 | 267 | 300.0 40.0 1.0
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Figure 3.4-12. Comparison of theory with data of Cuiec et al. (1990).
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Fig. 3.4-13 details scaling of Cuiec’s IFT data for a single core. These results are in rea-
sonable agreement with only a single parameter adjusted to obtain the relative permeability
data. The agreement confirms that for very small gravity effects, imbibition may be scaled
according to Eq. (3.4-1) or the version of it obtained here, Eq. (3.4-15).

Gravity Dominated Flow

When gravity effects are much larger than capillary pressure effects, another limiting case
solution can be constructed. Again, we assume that the displacement is piston-like, but this
time the flow is cocurrent, not countercurrent. All the water phase enters the core at the base
and all oil exits the core at the top. The flow rate in the water phase is

@ = - Akxw[ﬁll + pwg] (3.4-16)
ox

At any given time, t, the flow rate of water, qy, is everywhere the same, though q, does
change with time, of course. Hence, Eq. (3.4-16) can be integrated to yield

P, = [—pwg— ]x + C (3.4-17)

Qw
AkA,,
The constant C; can be evaluated as C; = pygL at x = 0. Similarly for the oil phase,

dpP,
Qo = —Akhs | == + pog (3.4-18)

and integration gives

q
P, = ["'pog - Ak;\.

The constant C, is determined as follows: We assume that the pressure in the water phase is

x + Cy (3.4-19)

zero at x = L, while the pressure in the oil phase is slightly higher, P, = 4D_G’ the capillary

(o]
pressure required for oil to leave large pores at the top of the core. The result is

9 o
= - — .4-2
P, {pog + y o}(L x) + 4Do (3.4-20)

Because the flow is cocurrent, q, = qy, and we take the oil and water phase pressures at the
water-oil front to be equal. Hence, Egs. (3.4-17) and (3.4-20) can be solved for the water flow
rate as a function of the front position, x.

[¢)
A L ~x) — 4——
pg(L—-x) )

Qw = " x° (3.4-21)
L- +
AKA,  AK)\,

where Ap = py—1p,.

The expression for qy in Eq. (3.4-21) can now be used in a material balance on water,
which gives
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Figure 3.4-13. Comparison of Eq. (3.4-15) with data of Cuiec et al. (1990).
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Apg(L—x)—4§—
> dt = ¢ASdx (3.4-22)

L—x+ X

kK, = KAy,

which can integrated to give

1-Ng!

_ 3.4-23
1-N3'R ( )

5% = (1-M)Ng! + [M+(1-—M)N§1] ln[

where
D,LApg

Np =
B 40

R = x/L

kA,Apg

v o_
5 9ASL

Fig. 3.4-14 shows the response calculated according to Eq. (3.4-23) for two values of Ny. The
physical data used are shown in Table 3.4-4. As Fig. 3.4-14 shows, Eq. (3.4-23) predicts that
recovery rate increases as Ng ! decreases, a result that is consistent with the observations shown
in Figs. 3.4-6 and 3.4-7. It must be noted, however, that the derivation of Eq. (3.4-23)
required an assumption that capillary forces played a role only at the core exit. Similar forces
at the water displacement front were ignored, an apparently inconsistent assumption. Thus, it
is clear that additional analysis of flow in the gravity-dominated case will be required.

While there is uncertainty about the cause of the increased rate as IFT is reduced, there is
more information available about the combined effects of low IFT and gravity on the residual
oil saturation eventually reached in each displacement. Morrow and Songkran (1982) deter-
mined that for low IFT systems, buoyancy forces may play a significant role in displacement
mechanisms. The reduction of the residual saturation for rand01121 packings of equal spheres

was correlated with an inverse Bond number defined as Ny = R_ﬁp_g_’ where R is a charac-

teristic particle radius. They reported that residual saturation was unaffected for inverse Bond
numbers above approximately 200. For the displacements described here, values of the Mor-
row and Songkran version of the Bond number were estimated. Particle radii were estimated
with the Kozeny-Carman equation (Morrow and Songkran 1982). Table 3.4-5 shows resulting
values of Nj! for the equilibrated experiments in the three cores described here. Results of
those displacements are shown in Figs. 3.4-4 to 3.4-8. The inverse Bond numbers in Table
3.4-5 suggest that IFT’s were low enough to cause some reduction in residual oil saturation for
all three cores when 6 was 0.1 mN/m, and for the 500 and 700 md cores, 6 = 1.07 mN/m was
low enough to provide some reduction. Thus, the observation of higher ultimate recovery at
low IFT is consistent with the results of Morrow and Songkran (1982) for bead packs, though
the reason for observation of higher recovery rates remains to be explained satisfactorily.
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Table 3.4-5. Inverse Bond Numbers for Core Displacements.

k Ng! Ng! Ng!
(md) | Ap =033 g/em® | Ap =021 g/em® | Ap =0.11 g/em®
¢ = 38.1 mN/m G = 1.07 mN/m 6 = 0.1 mN/m
100 2.5 x 10° 1150 200
500 7900 350 60
700 3500 150 30

Table 3.4-6. Parameters for Nonequilibrium Analysis.

Case # | o; (mN/m) | o, (mN/m)
1 41 41
2 41 13.7
3 41 1.0
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Figure 3.4-14. Effect of reduction in IFT on recovery rate according to Eq. (3.4-23).
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Nonequilibrium Imbibition

Finally, we consider a case in which the water phase enters the core from the bottom and
top faces, and the oil exits from both of the faces as well. For the nonequilibrium condition,
for instance when the core is saturated with pure isooctane and contacted with aqueous phase
with a high alcohol concentration, alcohol will be transferred to the oil phase as the oil con-
tacts the aqueous phase. With increasing penetration, the concentration of alcohol in the aque-
ous phase will decrease. Therefore the IFT, between the oil and water increases as penetration
proceeds. We assume again that the oil will flow from the larger pores as the water penetrates
the smaller pores. This implies that the IFT of the oil flowing from the core is the lowest
while the IFT of the water phase is the largest in the system.

The driving force for imbibition in the nonequilibrium case is

o]
Py = 4‘Gi[i"' 2

(3.4-24)
D; 6D,

where G is the IFT at the waterfront and G, is the IFT at the outlet of the medium. From this
equation, it is noted that Py, (nonequilibrium capillary pressure) is greater than P, for the
equilibrium case. To make the system comparable, we assume that the medium is large
enough that the oil and water phase are in equilibrium on the surface of the core, while at the
water front there is no alcohol in both the oil and water phase. Therefore, the IFT’s at the
outlet and at the waterfront are constants. Equation 3.4-15 may be used by interchanging P,

with P.,. The ratio of recovery in the nonequilibrium to that in the equilibrated experiment is
then

13
1 _ S
Rn Di csiDo
oo _ | i St 3.4-25
R -1 _ L G429
D; D,

Fig. 3.4-15 shows a comparison of oil recovery rates for equilibrium and nonequilibrium Sys-
tems where U = 6;/6,. The principal parameters are listed in Table 3.4-6. It is observed that
with the nonequilibrium system, more oil is produced at a faster rate. Thus, the simple theory
is consistent with the observations reported in Figs. 3.4-9 and 3.4-10.

Scaling Behavior of Imbibition Data

The analyses given above were based on the assumptions that the displacement was dom-
inated either by gravity or by capillarity. In many displacements, however, both driving forces
will contribute. The limiting case analyses given above can be used, however, to bound the
transition from capillary-dominated to gravity-dominated flow. In the discussion below, we
make use of still another form of a Bond number,

Ny = ‘/E_LGAR& (3.4-26)

We also define a characteristic time as
= Ly,
o'k

(3.4-27)



- 153 -

0.5

0.4

0.2 ¥

0.1 4

6 Recovery (%0OIP)

~~-Equil. U=1 = Non-Eq.U=3 —4 Non-Eq. U= 40

1 i 1 i 1 1

0 20 40 60 80 100 120
Time (min)

140

Figure 3.4-15. Imbibition for fluids not in equilibrium.
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The time scales of Eqs. (3.4-15) and 3.4-23) for capillary and gravity-dominated flows can be
rescaled by the characteristic time of Eq. (3.4-27). The resulting dimensionless time scales are

2
g = LF 9AS R?(M+1) (3.4-28)
t 4kmx/E[—1——i
Di Do

We assume now that the permeability is related to an average pore diameter by
k=v¢ Dg 3.4-29)

where v is a constant. Substitution of Eq. (3.4-29) into (3.4-28) gives

2
(P = AS RY (M+1) (3.4-30)
D, D; 8
Heo ¥ |1 D,
i ()

According to Eq. (3.4-30), the dimensionless time scale is independent of Nf;. Similar manipu-
lations of Eq. (3.4-23) yield another dimensionless time scale for gravity-dominated flow.

4k
I-——)

_ Ny D

tgrav=__17 ®AS (1-M)R + 948 | ¢AS ANk (1 1\4) in B Do
NB kro kI'o kro DO B 1— 4\jk -R

Ng D,

(3.4-31)
At a given value of R, the leading terms of Eq. (3.4-31) are linear in (Nl; L

Fig. 3.4-16 is_a plot of experimental values of tp = toVR/L? Mo required to achieve
R = 0.5 against (Nl; y L According to Eqs. (3.4-30) and 3.4-31), the dimensionless time at
R = 0.5 should be constant at high values of (Ng !, and should be proportional to (Ng y!at
low values. The limited data in Fig. 3.4-16 suggest that most of the experiments here were
influenced by gravity effects. The two separate estimated curves shown are for the two
different boundary conditions used in the experiments. Though data in the transition region are
sparse, the points shown suggest a region of constant t; with increasing (Ng )™ with the cross-
over occurring in the neighborhood of (N; )y = 40.

The experiments and simple analyses prescribed here indicate that much remains to be
learned about the interplay of capillary and gravity-driven crossflow, especially when composi-
tional effects of phase behavior also act. The results obtained thus far, however, indicate that
in some circumstances at least, the combination of low IFT and gravity segregation can lead to
substantial crossflow of wetting phase. Because crude oil is likely to be the wetting phase in
comparison with CO,, at least, and because low IFT’s are likely to occur in some regions of
CO, floods as near-critical mixtures arise from the multiple contact miscibility mechanism, it is
possible that significant amounts of oil that otherwise would be unswept can be contacted by
crossflow.
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Figure 3.4-16. Dimensionless time required for recovery of half the movable oil. BC 1
refers to cases in which the core was completely immersed in wetting
phase. BC 2 refers to cores that were partially immersed.
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3.4.5 Conclusions

A series of experiments at atmospheric pressure have been presented in order to assess
the effect of phase behavior on imbibition phenomena. The experimental work and analysis
described is intended as a precursor to imbibition investigations at high temperatures and pres-
sures which are associated with low IFT phase behavior of CO,/crude oil systems. The fol-
lowing conclusions can be drawn from the work performed:

(1) Conventional scaling for the imbibition process is valid only for capillary-dominated
imbibition. However, for many sandstones, both gravity and capillary forces are respon-
sible for imbibition recovery. Hence, more theoretical and experimental work is required.

(2) For reservoirs with relatively high permeabilities, reduction of the IFT between immisci-
ble phases will enhance both recovery rates and final oil production during imbibition.

(3) Imbibition of nonequilibrium fluids is very different from fluids at equilibrium. None-
quilibrium systems are able to produce more oil at a faster rate than an equilibrium sys-
tem using the same amount of chemicals if the IFT gradient is in the appropriate direc-
tion.

3.5 Summary

The theory and experiments described in this chapter are part of a systematic investiga-
tion of the relationships between physical mechanisms that act and interact to determine dis-
placement performance in miscible floods. The theoretical analysis by the method of charac-
teristics (MOC) in Section 3.1 shows, for example, that while qualitative features of solutions
are similar, analyses that ignore the effects of volume change on mixing overestimate recovery
at pressures below the minimum miscibility pressure (mmp). Timing of recovery is also incon-
sistent with physical observations when volume change is ignored. Thus, the more complex
theory that includes the flow velocity variations induced when volume is not conserved gives a
more accurate picture of the physical mechanisms.

The analysis of Section 3.2 indicates that analytical solutions obtained for linear one-
dimensional flow can be transformed easily to give solutions for flow in radial systems. The
radial solutions are of value because they delineate the relative importance of flow geometry
and volume change. Because the solutions are for dispersion-free flow, they also permit direct
evaluation of the impact of numerical dispersion in finite difference simulations of similar com-
positional problems.

An example of the determination effects of numerical dispersion was given in Section
3.3. There, fine-grid finite difference solutions were obtained to check analytical solutions for
the theory of interfering shocks in slug injection processes. That theory, when extended to
three or more components, will be the basis for rational optimization of slug sizes. In the past,
dispersion effects were emphasized in slug sizing. Because it focuses on convective
phenomena, which probably dominate in many reservoir flows, the extended theory promises to
be a much more realistic tool for slug design.

The interplay of phase equilibrium and crossflow was examined in a series of displace-
ment experiments in sandstone cores. The experiments indicate that surprisingly rapid and
high total recovery is obtained through a combination of gravity segregation and capillary imbi-
bition when interfacial tension (IFT) is low in the analog oil/water/alcohol systems used. The
results obtained to date suggest that capillary and gravity-driven crossflow may be more impor-
tant than was thought previously. Furthermore, recovery processes for fractured reservoirs
based on low IFT’s may be feasible and should be investigated.
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4. Viscous Fingering and Reservoir Heterogeneity

The experiments and analyses of Chapters 2 and 3 dealt with the interplay of phase
behavior and multiphase flow in a variety of settings. In this chapter we turn to the question
of the influence of viscous instability on displacement performance in miscible floods. In this
chapter we ignore effects of phase behavior as we examine flows that are not one-dimensional.

In many, if not most, miscible floods, fluid with relatively low viscosity displaces more
viscous oil. An inevitable hydrodynamic instability results, as has long been known (Blackwell
et al. 1959). The initiation of the instability in homogeneous porous media has been studied
extensively via linear stability theory (see Tan and Homsy 1986 for relevant references). In
field-scale miscible floods, however, the most important portions of the flow occur long after
the initiation period, a time when the assumptions of linear stability theory are no longer valid.
For such flows, numerical solutions to the flow equations are required. Examples of the
variety of numerical approaches that have been used to examine the problem are given by
Christie and Bond (1987), Tan and Homsy (1988), and Araktingi and Orr (1988).

In this chapter we examine two questions:

(1) Do particle-tracking simulations represent accurately the growth of viscous fingers in
heterogeneous porous media?

(2) For displacements in real porous media, what dominates the flow pattern: the permeabil-
ity distribution or the viscous instability?

The simulator used is an extension of that developed by Araktingi (1988). In Section 4.1
we compare simulations with flow visualization experiments performed in glass bead packs in
an attempt to answer the first question. In Section 4.2 we use the particle-tracking simulator to
examine sensitivity of the growth of fingers to representation of boundary conditions and to
examine finger growth in a porous medium for which measured permeability data are available.

4.1 Experimental Investigation of Viscous
Fingering in Heterogeneous Porous Media

David C. Brock

Given the complexity of miscible displacements at field scale, some sort of numerical
simulation will be required for predictions of process performance. In this section we attempt
to verify experimentally the physical representation of viscous instability used in the particle-
tracking simulator developed by Araktingi (1988). Details of the formulation of the current
version of the simulator are given in Section 4.2. If it can be shown that the simulator
represents accurately the relevant physical mechanisms, then the simulator can be used to
explore scaling issues. Because numerical simulations are the only technique available for
predictions of the performance of large-scale flows, it is especially important that an experi-
mental test of simulator accuracy be performed. This section describes such a test.

4.1.1 Experimental Apparatus and Procedures

To test the simulation representation of the combined effects of viscous instability and
permeability heterogeneity, flow visualization experiments were performed in two-dimensional
packs of glass beads. Properties of fluids used in displacement experiments are reported in
Table 4.1-1. Dimensions of a typical flow model are shown in Fig. 4.1-1. The relatively thin
bead pack (thickness 6.4 mm) is contained between glass plates. Inlet and outlet headers dis-
tribute fluid in such a way that the flow is nearly linear. In the model shown in Fig. 4.1-1,
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Table 4.1-1. Densities and Viscosities of the Fluids Used in the
Experiments.

FLUID density | viscosity
glem? cP

Light Mineral Qil 0.836 23.
Medium Mineral Qil 0.854 46.
Huid F 0.854 0.58

Fluid G 0.836 0.58
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two layers with different permeabilities were created with beads of two diameters (0.23 and
0.46 mm). Permeability of a sphere pack can be estimated from the Blake-Kozeny equation as

dZ2 ¢

150 1-¢2

(4.1-1)

According to Eq. (4.1-1), the permeabilities of the layers were 46 and 182 Darcies. In the dis-
placements described below, the model was horizontal and fluids used had matched densities.
Hence, gravity did not influence displacement performance.

A schematic of the flow system is shown in Fig. 4.1-2. In a typical displacement, oil
containing a dye (Automate Red B) was injected into the model containing undyed oil, and the
entire displacement was recorded on videotape. Video images were digitized to yield 512 x
480 arrays of integer intensities from O to 255. Intensities were calibrated pixel by pixel by
performing displacements with mixtures of dyed and undyed fluid of known composition.
Hence, video images could be converted to composition maps. From such maps, the location
of the contour of 50% concentration of the injected fluid could be located as a function of dis-
placement throughput.

Each flow model was packed (Brock 1990) using a combination of vibration and capillary
and physical compaction in an attempt to create layers with uniform permeability. Displace-
ments with fluids with matched viscosity and density indicated, however, that the presence of
some local variations in permeability was unavoidable. Fig. 4.1-3 shows results of such a dis-
placement for the model of Fig. 4.1-1, reported as the location of the displacement front at
intervals of about 30 seconds. If the layers had been perfectly uniform, then piston-like fronts
would have moved through each layer. While on average, fronts in the lower (high permeabil-
ity) layer, moved about four times faster than those in the low permeability layer, the irregular-
ity of the fronts shown in Fig. 4.1-3 indicates that the local flow velocity varied to some extent
within each layer. Because the displaced and injected fluids were identical except for the pres-
ence of dye, the flow velocity variations must have been due to local permeability variations.

4.1.2 Estimation of Permeability

If measurements or estimates of the local pressure gradient are available, then successive
contour positions of the type shown in Fig. 4.1-3 can be used to estimate local permeability.
In the experiments described here, pressures were measured only at the inlet and outlet.
Hence, only the average pressure gradient was known, though for the nearly linear flow, that
estimate was certainly reasonable. Local flow velocities were determined from the contour
data. The spacing between successive contours determines the minimum length scale on which
permeability variations can be detected. To reduce the impact of noise in the concentration
determination, the contours were smoothed by local averaging of the composition data. For
each permeability block, the smoothed concentration was taken to be the average of the meas-
ured block concentration with the average of the eight surrounding block concentrations.
Evenly spaced points were then selected along each contour, and vectors were drawn from
each point along the direction of the pressure gradient. The local frontal velocity was meas-
ured from the length of the vector between successive contours and the time difference. The
permeability at each vector position is then given by Darcy’s law

k Vil
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The porosity was estimated by a material balance on the area between successive contours.
For sphere packs, the porosity varies only slightly, so the corrections due to porosity variations
were also small. Permeabilities estimated from the contour data in Fig. 4.1-3 are shown in Fig.
4.1-4. As expected from the Blake-Kozeny equation, the measured permeabilities in the fast
layer were approximately four times those of the slow layer (note that the positions of the fast
and slow layers in Fig. 4.1-3 have been reversed in Fig. 4.1-4). Apparently, there is a ridge of
slightly higher permeability close to the boundary between the layers. Otherwise, the per-
meabilities show relatively small variations that are due, presumably, to local heterogeneities in
the packing.

The technique described here allows the use of flow visualization data to improve esti-
mates of local permeability obtained from the Blake-Kozeny equation, but it is not without lim-
itations. For example, the layers used here were parallel to the flow direction, and hence the
difference in permeability was immediately obvious in the flow visualizations. If the layers
had been arranged transverse to the direction of flow, the flow visualizations would have
shown no distortion of the fronts. Either more detailed pressure data or, alternately, flow in
the transverse direction would have been required to detect the permeability variations in such
a case. If such data were available, then the technique demonstrated here could also be used to
interpret flow visualizations obtained by X-ray tomography of core samples, for example.

4.1.3 Viscous Fingering in Heterogeneous Porous Media

Flow visualization experiments were performed in bead packs with four permeability dis-
tributions illustrated in Fig. 4.1-5. The first model was homogeneous; the others included
heterogeneities created with sections of large and small beads. In each model, displacements
were performed at three viscosity ratios (M = 1, M = 40, and M = 80) and at three different
flow rates. Properties of fluids used are summarized in Table 4.1-1. Detailed descriptions of
all the experimental results are given by Brock (1990). Here we illustrate typical results and
compare them with simulations of the experiments.

Homogeneous Model

Results of an unstable displacement at an injection flow rate of q = 6cm>/min and a
mobility ratio of M = 40 are shown in Fig. 4.1-6. Early in the displacement, at 0.05 PVI,
fingers started to grow (Fig. 4.1-6a). Because injection took place through a slotted baffle, the
displacement started with 15 fingers. Already at 0.05 PVI, the 15 fingers were no longer in
evidence. Instead, approximately seven fingers had formed. At 0.10 PVI (Fig. 4.1-6b), fingers
were still evolving, and one finger at the lower edge had moved ahead of the others, due to the
higher permeability there. By 0.20 PVI (Fig. 4.1-6d), only four main fingers remained.
Although the total number of fingers was decreasing, fingers were continually being created as
well as destroyed. As tips spread, they were seen to split into smaller fingers (Fig. 4.1-6¢).
Most of the fingers that were formed in this way, however, did not grow, but instead were
shielded from growth by larger fingers. At 0.20 PVI (Fig. 4.1-6d), coalescence of fingers left
behind isolated unswept zones. By 0.30 PVI, four fingers persisted, with the longest growing
in the higher permeability zone along the lower edge of the model.

Results of a simulation of the displacement are shown in Fig. 4.1-7. In that simulation,
the dispersion and longitudinal dispersion coefficients were set from the correlations of Pozzi
and Blackwell (1963) as D, = 0.15x10° cm?/s and D, = 3.6x10° cm?/s. The finger growth
mechanisms identified in the experiment were also seen in the simulations. Of the many
fingers that formed initially, only six remained at 0.115 PVI (Fig. 4.1-7c). The fingers in the
simulation clearly show spreading at the tips. By 0.25 PVI (Fig. 4.1-7e), there were two main
fingers, one in the middle and one along the lower edge, and at 0.30 PVI, most of the other
fingers were coalescing into the wakes of the main fingers. In a perfectly homogeneous model,




- 164 -

Permeability distribution estimated from the front position of Fig. 4.1-3 for

the two-layer model of Fig. 4.1-1.

Figure 4.1-4.




- 165 -

30.5 cm

7.6cm

0.46 mm diameter beads

0.23 mm diameter beads

Figure 4.1-5. The four models used in experiments.
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pvi=0.05

pvi=0.10

Figure 4.1-6(a-c). Injected fluid concentrations in an experimental displacement at M=40
and q=6 ml/min in the homogeneous model.
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pvi=0.20

| pvi=0.25

Figure 4.1-6(d-f). Injected fluid concentrations in an experimental displacement at M=40
and q=6 ml/min in the homogeneous model.
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pvi=0.05

pvi=0.10

Figure 4.1-7(a-c). Simulated concentration distributions for a dlsplacement at M=40 in
the homogeneous model.
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\ Figure 4.1-7(d-f). Simulated concentration distributions for a displacement at M=40 in
the homogeneous model.
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one would not expect simulated fingers to match the locations of experimental fingers, because
finger locations are determined by random perturbations. Here, there was a slightly higher per-
meability detected along the lower edge. That higher permeability was responsible for the
strong finger growth along the lower edge in experiment and simulation. At 0.20 PVI, the
similarity of the appearance of the front in the experiment (Fig. 4.1-6f) and simulation (Fig.
4.1-71) is striking. Both had a dominant finger along the lower edge, with three or four slower
fingers.

Penetration rates—the rates at which the tips of fingers advanced—did not show such
good agreement. Fig. 4.1-8 shows a comparison between the experiment and simulation of the
base case at 0.30 PVI. In the experimental fingers, a low concentration had penetrated farther
than in the simulation. In the experiment, however, much of the finger showed low concentra-
tions of injected fluid. Comparison of the cross-sectional averaged compositions (Fig. 4.1-9)
indicates that the largest discrepancy is indeed in the low (<15%) concentrations, while the rest
of the concentrations match much better. Comparison of the 20% contours (Fig. 4.1-10), for
example, gives satisfactory agreement. Fig. 4.1-11 is a comparison of effluent composition in
experiment and simulation. The experiment had breakthrough at 0.28 PVI, and effluent com-
position rose steadily thereafter. The simulation did not break through until 0.38 PVI. How-
ever, its effluent curve rose rapidly until it reached the experimental curve at 0.50 PVI, at an
effluent composition of approximately 25%. Thereafter, the curves agreed well. Thus, agree-
ment between the experiments and simulations was poor only at low concentrations. While the
difference could imply a shortcoming in the method with which the simulator handles low con-
centrations, it is more likely that the difference arose from limitations of the experiment. It is
probable that in the porous model, a higher permeability existed along the faces where glass
beads met flat glass plate. Such a high permeability zone could cause an apparent low concen-
tration to move quickly, while the rest of the solvent in the bulk of the pack moved more
slowly at predictable rates determined by the porous media.

Two-Layer Model

Fig. 4.1-12 shows results of the unstable displacement at M = 40 and q = 6 cm?/min in
the two-layer model. As early as 0.05 PVI (Fig. 4.1-12a), two fingers had already formed
from the many fingers initially present. By 0.1 PVI (Fig. 4.1-12b), the finger near the interface
dominated flow in the fast layer. Spreading and splitting was evident, especially in the slower
finger. The slow layer was nearly stagnant, due to the high mobility fluid filling the high per-
meability layer. Later, at 0.15 PVI (Fig. 4.1-12c), the smaller finger began to coalesce into the
wake of the long finger. Much later, at 0.3 PVI, injected fluid contacted most of the fast layer,
and growth in the slow layer was virtually stopped. The simulation of that displacement is
shown in Fig. 4.1-13. As in the experiment, flow occurred mainly in the fast layer with a sin-
gle main finger established at 0.05 PVI (Fig. 4.1-13a), with two small fingers also growing.
By 0.15 PVI (Fig. 4.1-13c), the main finger grew along the layer interface, with a single
smaller finger growing below. The smaller finger coalesced into the main finger at 0.20 PVI
(Fig. 4.1-13d). Also as in the experiments, hardly any flow occurred in the slow layer. The
correspondence of finger positions in the experiment and simulation is striking, with the main
finger near the layer interface and the secondary finger coalescing below, and almost no pene-
tration into the slow layer.

High Permeability Streak Model

Displacements were performed in a model with uniform permeability except for a thin
higher permeability streak from inlet to outlet (streak model). The same bead sizes were used
as in the two-layer model. Thus, the streak had approximately four times higher permeability
than the rest of the model. While the permeability contrast and direction of layering are the
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| Figure 4.1-8.  Comparison of the appearance of fingers in the simulation (a) and
| experiment (b) for a displacement at M=40 and q=6 ml/min in the
homogeneous model.
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Figure 4.1-9.  Comparison of cross-sectional averaged compositions in experiment and
simulation of a displacement at M=40 and q=6 ml/min in the homo-
geneous model.
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Figure 4.1-10.

Comparison of the 0.2 concentration contour in experiment (a) and
simulation (b) at M=40 and q=6 ml/min in the homogeneous model.
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Comparison of the effluent composition curves in experiment and
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pvi=0.05

Figure 4.1-12(a-c). Injected fluid concentration in an experimental displacement at
M=40 and q=6 ml/min in the two-layer model.
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Figure 4.1-12(d-f). Injected fluid concentration in an experimental displacement at
M=40 and q=6 m!/min in the two-layer model.
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pvi=0.05

pvi=0.15

Figure 4.1-13(a-c). Simulated concentration distributions for displacement at M=40 in the
two-layer model.
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pvi=0.30

Figure 4.1-13(d-f). Simulated concentration distributions for displacement at M=40 in the
two-layer model.
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same as in the previous model, the high permeability streak is thin, with width approximately
0.1 of the total width. Fig. 4.1-14 shows results of a displacement at M = 40. Very quickly,
at 0.025 PVI, flow began in the streak (Fig. 4.1-14a) as two fingers grew along the layer inter-
faces, presumably due to crossflow. Not much later in the experiment (0.05 PVI, Fig. 4.1-
14b), more of the streak was flooded with the higher mobility fluid, and a single "finger" had
spread and coalesced to occupy the entire streak. At 0.10 PVI (Fig. 4.1-14d), injected fluid
broke through. Note also that crossflow had carried small amounts of injected fluid into the
surrounding slow zone. Much later, at 0.50 PVI (Fig. 4.1-14f) displacement in the slow zones
continued to be pulled slowly toward the high-permeability streak by crossflow.

Simulation results are shown in Fig. 4.1-15 for this model. As in previous cases, the per-
meability field estimated from the matched mobility displacement was used for the simulations.
The simulation shown in Fig. 4.1-15 is nearly identical to the experiment. The main finger
progressed quickly down the high permeability streak, while little flow occurred in the slow
layer. Penetration rates in the simulation (Fig. 4.1-15b,c) were closer to those of the experi-
ments, but the finger was still not as diffuse as the experimental finger. The simulator showed
the same small amount of invasion into the slow layers.

Random Checkerboard Model

The previous heterogencous models had layers extending completely from inlet to outlet,
so that permeabilities in the flow direction were highly correlated at a scale of the total model
length. To examine the effects of permeability heterogeneities that have shorter correlation
lengths, a model consisting of blocks of different-sized beads (checkered model) was built.

First, a permeability field was created. The smallest feasible block sizes were 1-inch
squares, leading to 36 blocks, 12 in the flow direction, but 3 in the transverse direction. A
permeability field was created by generating a 12-by-3 pattern using the software of Mishra
(1987). The program generates a log-normally distributed permeability field, then imposes spa-
tial correlation using the moving circle averaging technique. For use in this system of only
two bead sizes, blocks with permeability values higher than the mean were assigned high per-
meability, and those under the mean were assigned low permeability. The resulting ideal per-
meability field is shown in Fig. 4.1-5, where the light blocks represent high permeability and
the dark blocks represent low permeability.

A matched mobility displacement was run in the model. The gray-scale visualization of
the displacement is shown in Fig. 4.1-16. At 0.05 PVI (Fig. 4.1-16a), fast and slow stable
fronts had begun in the first blocks. As flow continued, the front curved to follow the high
permeability path, first upward at 0.10 PVI (Fig. 4.1-16b) and back downward at 0.15 PVI
(Fig. 4.1-16¢c). Recall that the model was horizontal during the flow experiments, so "upward"
and "downward" refer to the composition maps drawn, not the models themselves. At 0.20
PVI (Fig. 4.1-16d), the finger encountered the end of closely connected high permeabilities and
began to move across the low permeability gap to meet the closest high permeability zone
ahead of it. Note that a stable front continued to grow in the slow entry zone. This frontal
profile is an example of a permeability induced instability. The fluids were of matched mobil-
ity, using the same fluid except for dye, so there was no tendency for viscous fingering. How-
ever, the heterogeneities caused a front which appeared fingered. After crossing the low per-
meability zone, the fastest finger followed the high permeability path (0.40 PVI, Fig. 4.1-16e;
0.60 PVI, Fig. 4.1-16f). Also at 0.60 PVI, other slow flow that started in the slow entry zone
extended into a secondary finger. In contrast to the unstable displacements, the secondary
finger did not coalesce because there was no mobility difference to cause viscous crossflow.

Results of the displacement with M = 40 and q = 6 cm®/ min are reported in Fig. 4.1-17.
Initially, the flow was similar to the matched mobility case. It took only until 0.03 PVI (Fig.
4.1-17¢), however, for the fast flow to move through the two high permeability entry blocks.
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Figure 4.1-14(a-c). Injected fluid concentration in an experimental displacement at M=40
and q=6 ml/min in the streak model.
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Figure 4.1-14(d-f). Injected fluid concentration in an experimental displacement at M=40
and q=6 ml/min in the streak model.
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Figure 4.1-15(a-c). Simulated concentration distributions for displacement at M=40 in the
streak model.
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pvi=0.30

Figure 4.1-15(d-f). Simulated concentration distributions for displacement at M=40 in the
streak model.
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pvi=0.05

pvi=0.10

pvi=0.15

Figure 4.1-16(a-c). Injected fluid concentration in an experimental displacement at M=1
and q=6 ml/min in the checkered model.
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Figure 4.1-16(d-f). Injected fluid concentration in an experimental displacement at M=1
and g=6 ml/min in the checkered model.
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pvi=0.01

pvi=0.02

pvi=0.03

Figure 4.1-17(a-c). Injected fluid concentration in an experimental displacement at M=40
and q=6 ml/min in the checkered model.
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pvi=0.04

pvi=0.06

Figure 4.1-17(d-f). Injected fluid concentration in an experimental displacement at M=40
and g=6 ml/min in the checkered model.
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Because of the small flow width, no distinct fingers formed. At 0.04 PVI, (Fig. 4.1-17d), the
fast finger made the upward turn as did the finger in the stable case. Instead of simply turning
back down to the closest high permeability block, as did the finger in the stable case, the tip
split, with one finger following the lower path and one following the upper (Fig. 4.1-17e,f).
As flow continued, some viscous fingers developed through tip splitting (Fig. 4.1-17g), but the
dominant fingers clearly followed the same high permeability paths as did the flow in the
stable case. Thus, in this case as well, the location and pattern of fingering was strongly
influenced by the permeability distribution, though viscous instabilities also added an overlay
of fingers on the flow pattern seen for M = 1.

Fig. 4.1-18 shows results of the numerical simulation of the flow in the random checker-
board model. In the simulation, the displacement front moved quickly in the fast inlet blocks
(Fig. 4.1-18a). At 0.10 PVI (Fig. 4.1-18b), the finger followed the same path as the dominant
finger in the experiments, but without the tip split seen there. As flow progressed, at 0.15 PVI
(Fig. 4.1-18c¢) the main finger continued to follow the high permeability path, and some split-
ting was seen. By 0.25 PVI (Fig. 4.1-18¢), despite the fact that the early tip split did not
occur, the fingers look very similar to those in the experiment (Fig. 4.1-17h). Again, the
experiment had diffuse fingers, while the simulator gave fingers with higher solvent concentra-

tions. Thus, in this case as well, the simulations showed reasonable agreement with experi-
mental observations.

4.1.4 Discussion

The three heterogeneous models were designed to examine the effects of three types of
heterogeneity. Since all were created with only two sizes of beads, the permeability contrasts
were the same in all models. Differences were in overall variance of the permeability field and
geometry of heterogeneities. The two-layer and checkered models had roughly equal areas of
high and low permeability, while the streak model had only a small amount of high permeabil-
ity and therefore a smaller variance of permeabilities. Both the two-layer and streak models
had permeability correlation lengths equal to the flow length. The checkered model had
roughly a 3.8-cm correlation length, /8 of the flow length.

In the layer and streak models, the flow was virtually all in the high permeability layer.
In the two-layer model, the layer was wide enough that viscous fingers could form. In the
streak model, there was no room in the narrow high permeability layer for splitting to occur.
Flow in both did not deviate greatly from the overall flow direction. In the checkered model,
finger paths curved so fingers could follow high permeability paths. The permeability field in
each case affected the fingering patterns. Specifically, the appearance of the displacements was
dictated not only by the permeability contrast but by the way in which the high permeabilities
were connected. Both the two-layer and checkered models were characterized by flow deter-
mined by the permeability field, with viscous fingering superimposed. Thus, these models
should be categorized as in the transition between viscous-dominated and heterogeneity-
dominated regimes. The flow in the streak model did not display viscous fingering within the
high permeability streak, because the width of the streak was not large enough for viscous
fingering to develop. In that case, the flow was dominated by the permeability distribution.

While the model displacements described here were not completely scaled to represent
reservoir scale flows, some of the observations made above may have important ramifications
for field-scale displacements. The experiments and simulations showed that a fairly mild,
four-to-one permeability contrast was enough to have a significant impact on the form and
location of fingers. Both the experiments and simulations indicate that, in addition to permea-
bility contrast, the geometry and connectivity of high- and low-permeability zones will strongly
influence unstable flow. Thus, an important question is: To what extent does permeability
variation dominate unstable flow patterns in field-scale displacements? The answer to that
question has important implications for simulation of large-scale flows. If a reservoir is like
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Figure 4.1-17(g-1).

Injected fluid concentration in an experimental displacement at M=40
and q=6 ml/min in the checkered model.
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pvi=0.05

pvi=0.10

Figure 4.1-18(a-c). Simulated concentration distributions for displacement at M=40 in the
checkered model.
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Figure 4.1-18(d-f). Simulated concentration distributions for displacement at M=40 in the
checkered model.
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the high permeability streak model with heterogeneity acting so strongly that it determines
fingering, with only a faint overlay of viscous fingers, then a simulator would have to calculate
only plug flow within a specific layer. If, however, the reservoir somewhere between that
observed for the homogeneous and checkered models where heterogeneities affect finger loca-
tions and paths, but the flow is also influence by viscous fingers, accurate simulations of pro-
cess performance might also require a more detailed representation of finger growth. Thus, it
will be important to determine, probably by simulations, which length scales of heterogeneity
and what levels of permeability contrast are most important to flow at reservoir scales. The
results presented indicate that the simulation technique used here adequately models the transi-
tion from viscous-dominated to permeability-dominated unstable flow, and, therefore, it is a
logical choice for such an investigation.

4.1.5 Conclusions

The experimental and numerical simulation results given here for stable and unstable dis-
placements lead to the following conclusions:

(1) In homogeneous porous media, viscous fingers grow by spreading and splitting at their
tips. Fingers that outpace others nearby shield them from further growth and some
fingers are eliminated by coalescence into the wake of faster moving fingers. Hence, in
rectilinear flow, at least, the number of fingers declines as the flow progresses. Numeri-
cal simulations show similar mechanisms and numbers of fingers.

(2) In heterogeneous porous media, fingering patterns develop along the same streamlines
followed during flow at unit mobility in the same porous medium.

(3) Even a relatively modest permeability contrast of 4:1 is sufficient to dominate flow if the
high permeability is arranged in long thin layers.

(4) Particle-tracking simulations of unstable flows reproduce with reasonable accuracy the
transition from instability-dominated to permeability-dominated flow.

4.2 Simulation of Viscous Fingering in
Heterogeneous Porous Media

Hamdi Tchelepi

In this section, we examine again the interaction between heterogeneity and viscous insta-
bility, this time with numerical simulations. This interaction dictates the number, size, shape
and location of the dominant fingers in a miscible displacement. The ultimate goal is to del-
imit the regions of "viscous-dominated" and "heterogeneity-dominated” displacements. First,
the particle-tracking numerical model is briefly described. Second, the influence of the inlet
boundary condition on the resulting flow patterns is investigated. Third, the permeability data
set of Giordano et al. (1985), as well as two data sets derived from it are used in simulations at
various mobility ratios in order to study the combined effects of viscous instability and hetero-
geneity.

4.2.1 The Numerical Model

A random-walk technique is used to model dispersion in porous media (Araktingi 1988).
The approach is based on the idea that dispersion is a random process at the microscopic level.
Particles are used for a discrete representation of the displacing fluid. In a flow field, a particle
experiences a net movement comprised of two components each corresponding to a certain
type of motion. One component is the result of a deterministic convection motion along the
local mean flow direction dictated by the pressure field. The other component is due to a
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probabilistic random motion related to the flow length and the longitudinal and transverse
dispersivities. It can be shown that the dispersion-convection equation governing miscible dis-
placement can be written as a Fokker-Planck equation if terms containing spatial second-order
derivatives of the dispersion coefficients are neglected. Solutions of the Fokker-Planck equa-
tion are represented in the form of a random walk experiencing the two types of motion
described above. Due to the fact that dispersion is modeled as a random component, equiprob-
able realizations of the random dispersion component are possible through different sequences
of random draws. Hence, the solutions obtained are probabilistic.

The mathematical model is based on the following assumptions:
(1) Two miscible components, flow in two dimensions.

\
|
l (2) Fluids are incompressible and first-contact miscible, and may have differing densities and
| viscosities.

(3) There is no volume change on mixing, and the viscosity of mixtures is given by the
quarter-power blending rule.

sibilities is applicable.

|
' (4) The local flow velocity is given by Darcy’s law, and harmonic weighting for the transmis-
(5) Velocity variations at scales smaller than the grid block can be represented adequately by
longitudinal and transverse dispersivities. And, if warranted, diffusion can be similarly
included.
In two dimensions, the material balance equation for the injected solvent is the
convection-dispersion equation.

d aC aC d aC aC
ax [Dxx ax Doy |t ‘a;["w?ay‘ * Pryy
aC aC _ -
u, = uy 3y =q “4.2-1)

The entries in the dispersion tensor are assumed to be related to the local flow velocity through
the diffusion coefficient, Dy, and the longitudinal and transverse dispersivities, oy, and O,

2 2
Uy uy

Dy = 0p— + or—— + D, (4.2-2)
u u
w2l

Dyy = GTT + (XLT + D, 4.2-3)

uxuy
ny = Dyx = (o — ag) u (4.2-4)

The form used here is that described by Kinzelbach (1988). Eq. (4.2-1) can be rewritten in the
following form
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u, and uy* are corrected velocities given by
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and the flow velocities, u, and uy are given by Darcy’s law
Y
M 9x
4.2-7)

k|dp
Uy == — - P8
where x is horizontal, and y is aligned vertically and taken to be positive downward.

If the terms containing spatial second-order derivatives of the dispersion tensor com-
ponents are neglected, then Eq. (4.2-5) is a version of the Fokker-Planck equation (Kinzelbach
1988). Solutions of the Fokker-Planck equation have been shown to result from a random
walk of the type used here in the limit as the number of particles grows large (Ito 1951). The
displacement of each particle in the random walk is given by

* u u
Xp(t + At) = x,(t) + ug At + Z;\2o uAt —ui + Z,\20uAt T’
(4.2-8)

* u. . U
Yp(t + At) = yo(t) + ugAt + Z\2oquAt < — Z\20uAt —=
u u

where Z; and Z, are normally distributed random variables with a mean of zero and standard
deviation of one.

Corrections to the convective velocity components using the dispersion gradient terms
shown in Eq. (4.2-6) are needed to write the material balance Eq. (4.2-1) as a Fokker-Planck
equation. These corrections are usually small compared to the velocities u, and uy. They are
of significance only when the velocities are small, as they are in the vicinity of a no-flow
boundary or a nearly impermeable barrier. In such situations, the dispersion gradient terms of
Eq. (4.2-6) generate velocities that keep the particles moving. Thus, the problem observed by
Araktingi (1988) of high particle concentration buildup near the edges of the simulation field is
alleviated. Another example of similar problems encountered in contaminant transport calcula-
tions is described by Kinzelbach (1988). Those problems were alleviated by the current for-
mulation.

The mathematical model was implemented numerically using an explicit finite difference
scheme on a point-distributed grid. The required input to the numerical model includes the fol-
lowing physical conditions: flow domain dimensions, dispersivities, flow rate, and the mobility
ratio. The following information may be included, if needed: permeability distribution, poros-
ity distribution, diffusion coefficient and densities. Requirements specific to the numerical
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implementation include grid size and the number of particles taken to represent a unit concen-
tration.

The algorithm that implements the model is

(1) Given the current location of fluids of high and low viscosity and the permeability distri-
bution, the continuity equation is solved to obtain the current pressure distribution.

(2) From the pressure distribution, a local flow velocity is calculated for each particle using
Darcy’s law. Determine the time step subject to the current criterion due to the explicit
scheme used. Generate the number of particles corresponding to the amount injected dur-
ing the current time step.

(3) Each of the new and new particles is then moved to a new location in accordance with

Eq. (4.2-8).
(4) Go back to step (1) until the desired displacement time is reached.

4.2.2 The Influence of Boundary Condition Formulation

The numerical model described above was used to simulate stable and unstable miscible
displacements in a rectangular domain. The faces aty = 0 and y = H were defined as no flow
boundaries. At the outlet face (x = L) a constant potential condition was imposed. At the inlet
face (x = 0), a constant total injection rate was specified. Thus, the pressure at the inlet face
varied with time in such a way as to satisfy the rate constraint. A reference pressure in the
first column, say p(0,0), was treated as an unknown. The remaining pressures in the inlet
column of blocks were taken to be related to p(0,0) by the gravity head difference. This
allowed for treating the individual block injection rates in the first column as unknowns. The
rate constraint equation was added to the system of finite difference equations to complete the
definition of the problem. At each time step, the number of particles introduced into a given
entry block was dictated by the rate obtained for that particular block.

This implementation of the boundary condition differs from that used previously (Arak-
tingi 1988, Araktingi and Orr 1988, Araktingi and Orr 1990). In those calculations, the inlet
boundary condition was assumed to be that of a constant total rate that was introduced uni-
formly across the inlet face. This previous implementation of the inlet boundary condition will
be referred to as the "old boundary condition", while the current implementation will be
referred to as the "new boundary condition" in what follows. Note that the two implementa-
tions are identical for the case of a homogeneous porous medium flooded at unit mobility ratio.

Simulations of miscible displacements were performed to test the sensitivity of solutions
to the formulation of the boundary conditions using the permeability field of Fig 4.2-1. The
simulation grid was 58 x 60, and the mobility ratio was M = 80. Both implementations of the
inlet boundary condition were used. Figs 4.2-2 to 4.2-5 are gray-scale representations of the
concentration distribution in the flow domain at different times for the experiment and the old
and new boundary conditions. The mechanisms of shielding, spreading, tip splitting and
coalescence, which control the fingering behavior, are evident in the experiments (Brock 1990).
It is important to note that differences in the absolute levels of concentration between experi-
ment and simulations exist. This is due, at least partly, to the calibration of concentration
derived from the video images in the experiment. No attempt was made here to normalize the
concentrations in the simulations. Moreover, there are regions of low concentrations of
injected fluid in the experiment that lead and surround the major flow regions. This may be
the result of edge flow in the model (Brock 1990), preferential flow where the spherical beads

meet the upper and lower glass plates. Such flow was not modeled in the simulations, of
course.
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\
Figure 4.2-1. Permeability map for the checkerboard model.
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Figure 4.2-2. Concentration gray-scale maps for the experiment, new and old
boundary condition at M = 80, PVI = 0.10.
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Figure 4.2-3. Concentration gray—scale maps for the experiment, new and old
boundary condition at M = 80, PVI = 0.15.
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Figure 4.2-4. Concentration gray-scale maps for the experiment, new and old
boundary condition at M = 80, PVI = 0.20.
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Figure 4.2-5. Concentration gray-scale maps for the experiment, new and old
boundary condition at M = 80, PVI - 0.25.
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Fig 4.2-2, at 0.10 PVI shows clearly that the old boundary condition introduces too much
fluid into the lower section of the inlet face. However, the new boundary condition allocates
the amounts of the injected fluid more appropriately as can be seen when contrasted with the
experimental results. At later times (see for example Fig 4.2-5), that observation is stll true;
moreover, the flow configuration throughout the porous medium differs significantly for the
two boundary condition implementations. This indicates that the pressure gradients in the
mean flow direction are sufficient to cause additional flow of injected fluid once the total
mobility has been increased by the presence of some low viscosity flow. The result is that
crossflow in the inlet region cannot offset the effect of introducing the fluid uniformly across
the inlet face. It is clear that the new boundary condition produces simulations that match

more closely the experimental configuration than those implementing the old boundary condi-
tion.

The distribution of the injected fluid across the inlet face in the new boundary condition
is sensitive to the mobility field in the flow domain while the old boundary condition is not.
Mobility is a function of permeability and viscosity which in turn is determined by the local
concentration. Consequently, the differences in the resulting flow patterns between the two
implementations of the inlet boundary condition are expected to increase as the heterogeneity
and mobility ratio increase.

It is not surprising that at early times, the new boundary condition produces flow
configurations that are in closer agreement with the experiment. However, it is apparent that
the impact is significant throughout the displacement history as can be seen from Figs. 4.2-2 to
4.2-5. In the limiting case of flow in long thin layers, of course, both forms of the boundary
condition will reproduce the same solution. However, experiments usually utilize models of
dimensions comparable to the model shown here. As a result, interpretation of laboratory dis-
placement experiments requires careful implementation of the boundary conditions.

There are differences between the fingering patterns observed in the experiment and the
simulations as can be seen in Figs. 4.2-2 to 4.2-5. The simulations are not aimed at a deter-
ministic description of small scale behavior. After all, the solutions are probabilistic and can-
not be expected to reproduce the exact locations of every small finger. However, understand-
ing the small scale behavior and incorporating the proper physics underlying viscous instability
is essential to the success in predicting behavior at larger scales. We are concerned here with
the major features of fingering for a given set of conditions. These features include the
number, size, location and configuration of the dominant fingers. The comparisons presented
here and in Section 4.1 indicate that the numerical model used here captures these features suc-
cessfully.

4.2.3 Interactions of Heterogeneity and Viscous Instability

To investigate the interaction between the heterogeneity (permeability distribution) and
viscous instability, three data sets were used. Numerical particle tracking simulations for each
of the three sets were performed for three different mobility ratios (viscosity ratios); namely, 1
7.5 and 100.

2

The first data set used in this study is the 2nd Berea Data Set of Giordano et al. (1985).
They took 40 x 40 surface permeability measurements of a 2 ft x 2 ft berea slab. This data set
will be referred to as the original set. The overall variability of the permeability field for this
set produced a coefficient of variation of 0.284. Since this coefficient of variation of the origi-
nal set is low, two new sets were numerically derived from this original set by applying simple
nonlinear transforms. Statistical measures for the three sets are shown in Table 4.2-1. The
new data sets with coefficients of variation (C.V.) of 0.56 and 0.86 will be referred to as the
first and second data sets, respectively. Gray scale maps for the three permeability fields stu-
died are shown in Figs. 4.2-6 to 4.2-8. The banding structure is clear in the three sets.
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Table 4.2-1.  Data Sets Statistics.

Data Sets Statistics

mean Std Dev. C.V
Original Set 55.53 15.78 0.284
First Modified 333.22 188.01 0.564
Second Modified 2145.75 1854.46 0.866
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Figure 4.2-6.
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- 205 -

12000

10000

8000

6000

2000

Figure 4.2-8. Gray-scale map of the permeability distribution for the
second modified data set (C.V. = 0.86).
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Maximum continuity is in the N. 57° W. direction and the minimum continuity is in the N. 33°
E. direction. Two features of the permeability fields shown in Figs. 4.2-6 to 4.2-8 stand out.
The first is a band of distinctively low permeability values that start from about the center of
the left (west) face and extends in the N. 123° E, direction. The second feature is the concen-
tration of high permeability values in the northeastern region of the permeability fields.

Figs. 4.2-9 and 4.2-10 are plots of the normalized variograms in the x (W-E) and y (N-S)
directions, respectively. Note that these directional variograms do not correspond to the major
and minor axes of the anisotropy. Rather, they are taken parallel and transverse to the mean
flow direction of the numerically simulated displacements. There is no clear sill value for the
variograms, an indication of space dependent correlation lengths and an anisotropy that is
imperfect. Interestingly, the normalized variance at a given lag decreases as the overall varia-
bility, indicated by the coefficient of variation, increases for the three data sets subject to inves-
tigation here.

The following conditions apply to all of the simulation results presented here. Each per-
meability block was represented by one grid block. Thus the grid used in the numerical model
was 40 x 40. The longitudinal and transverse dispersivities used were 0.075 ¢cm and 0.0024
cm, respectively. These values are in accordance with those used by Giordano et al. (1985).
A constant rate of injection corresponding to a displacement velocity of 2 ft/day was used.
The injection fluid was introduced across the left (west) face of a given slab and produced
across the right (east) face. The north and south faces were taken as no flow boundaries.

To isolate the influence of the permeability distribution on the flow behavior, simulations
of displacements at unit mobility ratio were performed. Fig. 4.2-11 shows the position of the
50% concentration contour at PVI of 0.4, 0.5, 0.7 and 0.9 for unit mobility ratio displacements
using the permeability field of the original data set. It is obvious that nonuniformities in the
50% concentration contour, which will be referred to as "the front" for convenience, do exist
but are not very pronounced. This is in line with the fact that that the heterogeneity is mild.
However, note the influence of the high permeability region in the northeastern section of the
slab on the shape of the front. Figs. 4.2-12 and 4.2-13 are similar to Fig. 4.2-11, but are for
the first (C.V. = 0.56) and second (C.V. = 0.86) data sets, respectively. The same observations
hold here with a more pronounced influence of the high permeability region on pulling the
front. Moreover, the streak of low permeability mentioned earlier has its signature on the unit
mobility displacements of the first and second data sets.

Next, we consider what behavior might be expected in unstable displacements. If the dis-
placement takes place in a porous medium with strong heterogeneity characteristics at mobility
ratios greater than unity, the nonuniformities in the displacement front observed at unit mobil-
ity ratio will stretch and grow at rates that are dependent on the local viscosity contrast. As a
result, the location and size of the fingers (channels) will be highly correlated with the permea-
bility distribution. On the other hand, if the porous medium is homogeneous, then the random
dispersion component controls the location and scales of the viscous fingers at inception and
throughout the displacement. And different realizations will yield different spatial distributions
of fingers. The differences increase as the mobility ratio (i.e viscous instability) increases. It
is important to note, however, that the scales, numbers and sizes of the fingers will be similar
across the realizations.

Figs. 4.2-12 to 4.2-16 show a series of snap shots of the 50% concentration contour at a
mobility ratio of 7.5 for the original, first and second data sets, respectively. The viscous ins-
tability is clearly illustrated in these figures. For the three permeability fields investigated, the
fastest finger is clearly influenced by the concentration of distinctively high permeabilities in
the northeastern region. Comparison of the three figures indicates that this feature becomes
increasingly prominent as the coefficient of variation increases from the original to the first and
second sets, respectively. The flow behavior and distances of penetration close to the southern
face for the first and second data sets exhibit a correlation with the band of low permeabilities
described earlier.
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Figure 4.2-11. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=1 for the original
Berea data set.
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Figure 4.2-12. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=1 for the first
modified data set.
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Figure 4.2-13. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=1 for the
second modified data set.
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Figure 4.2-14. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=7.5 for the
original Berea data set.
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Figure 4.2-15. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=7.5 for
the first modified data set.
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Figure 4.2-16. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=7.5 for the
second modified data set.
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Similar plots for a mobility ratio of 100 for the original, first and second data sets are
shown in Figs. 4.2-17 to 4.2-19. Fig. 4.2-17 indicates the severity of the viscous instability
and the fact that the influence of the heterogeneity is small. The fingering patterns observed in
Figs. 4.2-18 and 4.2-19, however, still show the influence of the major features of the permea-
bility fields. In spite of the fact that the viscous instability is severe (M = 100), the major
features of the spatial characteristics of the permeability field under consideration have a say in
the location and spatial distribution of the fingers.

4.2.4 Conclusions

The simulation results presented in this section indicate that:

(1) The impact of the boundary conditions on the resulting flow configuration
throughout the displacement history is significant. Thus, simulations of laboratory
scale experiments must model the boundary conditions accurately.

(2) Simulations of stable and unstable miscible displacements in heterogeneous porous
media indicate that there is a competition between heterogeneity and viscous insta-
bility to dominate the flow behavior. Although the heterogeneity was mild in the
three data set investigated, the location and size of the dominant fingers was corre-
lated with the spatial permeability distribution for a mobility ratio of 7.5. Viscous
instability at the high mobility ratio of 100 dominated the displacements in the three
data sets studied. However, the influence of the permeability distribution on the
location and size of the dominant finger was apparent. Thus, the results suggest
that at a given value of mobility ratio, there is some level of heterogeneity that is
strong enough to dominate the flow, and at a given level of heterogeneity, there is
some mobility ratio high enough to add significant viscosity instability to the flow
patterns that arise from the permeability field alone.

4.3 Summary

The results presented in this chapter provide considerable evidence that the physics of
unstable flows can be represented with reasonable accuracy by the particle-tracking simulation
technique developed as part of previous research under this project. Furthermore, the combina-
tion of experimental work and numerical simulation indicates that the transition from flow
dominated by viscous instability to flow dominated by the permeability distribution is also
modeled accurately by the simulations. That result is a useful one, because it implies that the
simulation technique can be used with reasonable confidence to explore the flow behavior of
unstable displacements in field-scale permeability distributions. In the experiments described, a
modest 4:1 permeability contrast was sufficient to dominate flow when the high permeability
was arranged in long thin layers. Because much higher contrasts are common in reservoir
rocks, we speculate, though we cannot yet prove, that many field-scale miscible floods will be
dominated by permeability distributions. Work in progress now is aimed at quantifying the
relative importance of instabilities and permeability distributions for realistic porous media.
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Figure 4.2-17. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=100 for the
original Berea data set.
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Figure 4.2-18. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=100 for
the first modified data set.
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Figure 4.2-19. The 50% concentration contour at 0.4, 0.5, 0.7 and 0.9 PVI at M=100 for the

second modified data set.
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5. Summary

The range of physical mechanisms discussed in this report is the direct result of the com-
plexity of miscible flood processes. It is well known by now that phase behavior, or more
accurately, the transfer of components between phases, can produce very high local displace-
ment efficiency, in one-dimensional flow at least. When flow is not one-dimensional, however,
additional complexities play important roles. Viscous instability and local variations in per-
meability and porosity cause local variations in flow velocity. Those variations affect sweep
efficiency, of course, but they also can interact with the component transfers that control local
displacement efficiency. If crossflow occurs between zones of low and high flow velocity, the
resulting mixing can induce two-phase flow, even though the displacement would have been
miscible if the flow had been one-dimensional. If there is any difference in mobility, then
viscous crossflow will inevitably occur, and if two or more phases coexist, then capillary
forces will also contribute to crossflow. In addition, density differences can drive transport
transverse to the average flow direction.

The goal of the work presented here is to develop accurate quantitative representations of
all those physical mechanisms, so that a quantitative picture of the scaling of the interactions
can be constructed. Because the full process is too complex for any one graduate student to
attack, we have chosen to examine subsets of the overall problem. Throughout the research
effort, we have made use of a combination of experiments and theory to tackle the scaling
questions. We have chosen that approach because we believe that experimental verification of
the mathematical representations is an essential part of the process.

The research presented is divided into three overlapping areas. In the first, phase equili-
brium experiments combined with detailed chromatographic analyses of the hydrocarbon mix-
tures were used to study the effect of crude oil composition on the efficiency of extraction of
hydrocarbons by dense supercritical CO,. The experiments showed that hydrocarbons that
contain multiple aromatic rings are extracted less efficiently than straight chain or branched
chain alkanes with the same number of carbon atoms. Fortunately, such hydrocarbons also
elute late in chromatographic analyses on nonpolar columns, so that a crude oil can be con-
veniently divided into pseudocomponents for equation of state calculations based on elution
time. In other words, the experiments showed that components that elute together also parti-
tion approximately together, and hence grouping components by elution time makes sense.

Additional experiments to investigate the use of supercritical fluid chromatography for
characterization of crude oils were performed. In those experiments, CO, was used as the car-
rier. A thermodynamic analysis of retention time behavior indicates that it may be possible to
use chromatography data to obtain CO, binary interaction parameters for hydrocarbon fractions
in crude oils. The technique was demonstrated for a pure hydrocarbon. The interaction
parameter for CO, with dodecane (C;,) was determined from elution time data, and the phase
behavior of binary mixtures of C;, with CO, was predicted with the Peng-Robinson equation
of state. The agreement observed between predicted phase behavior and measured values was
good enough to suggest that characterization of crude oils by supercritical fluid chromatogra-
phy is feasible.

The second area of investigation is the interaction of phase behavior with flow. New
analytical solutions by the method of characteristics were presented. The first set showed the
sensitivity of calculated composition paths and oil recovery to the representation of phase den-
sities. The comparison of solutions obtained based on the assumption of no volume change as
components move between phases with similar solutions including the effects of volume
change showed that the no volume change analysis produces optimistic predictions of oil
recovery behavior. Thus, the more complex solution which includes volume change is pre-
ferred. In addition, a relatively simple manipulation was demonstrated by which solutions
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obtained for flow in linear systems can be transformed to give solutions for flow in radial sys-
tems.

The theory of slug injection processes was also examined by the method of characteris-
tics. Solutions for binary mixtures were presented that demonstrate how the effects of interfer-
ing shocks can be calculated. When the techniques are extended to systems with more com-
ponents, the analysis will be the basis of a rational theory of slug sizes based on convective
effects rather than dispersive phenomena.

The interplay of phase behavior, capillary forces, and gravity segregation was investigated
in a series of core displacement experiments. The experiments showed that increased recovery
results when the interfacial tension was lowered by the addition of alcohol to oil/water mix-
tures. In addition, the presence of interfacial tension gradients was shown to aid or impede
recovery depending on the direction of the gradient. Those results suggest that crossflow due
to the combined effects of gravity and capillary forces may be important in systems that show
low interfacial tensions. Because successful miscible floods do generate low tensions over a
portion of the transition zone, the transverse transport associated with low tension crossflow
can evidently be important in flow systems with high enough permeability. The experimental
results also suggest that it may be possible to design efficient recovery processes for fractured
reservoirs based on the use of low interfacial tensions.

In the third area, the combined impact of reservoir heterogeneity and viscous instability
was investigated experimentally and computationally. Displacement experiments performed in
glass bead packs showed that even mild permeability contrasts can have a significant effect on
the form and location of viscous fingers. If high permeability zones are long and relatively
thin, then the permeability can dominate the flow completely. Numerical simulations with a
particle tracking technique showed good agreement with the experimental observations, though
careful attention to the details of the implementation of the inlet boundary condition was
required. The simulations reproduced mechanisms observed in experiments in homogeneous
media, and also represented well the transition from instability-dominated flow to
permeability-dominated flow. The simulations and experiments suggest that in many field
situations the distribution of low viscosity fluid will be controlled by the permeability distribu-
tion. Additional calculations to establish whether that conjecture is true are underway. The
agreement observed between experiments and simulations indicates that such an investigation
of scaling issues can be undertaken with confidence that the particle tracking simulations
represent with reasonable accuracy the important physical mechanisms.

As with any research effort that investigates complex competing and interacting physical
mechanisms, this one raises as many questions as it answers. While much remains to be done
to develop a comprehensive analysis of scaling of miscible floods, the research effort described
here represents significant progress toward a detailed description of the factors that control mis-
cible flood performance at field scale.
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