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ABSTRACT 
 

The objective of this project is to create a user definable and customizable fuzzy expert 

system tool to dramatically speed local and regional play analysis and to reduce subse-

quent drilling risk. This general tool will not require significant knowledge of computer 

programming, and will guide users through the process of building a successful expert 

system to evaluate plays from field to basin scale using public and/or private data and 

their own or public data and knowledge. To demonstrate the effectiveness of the tool, a 

secondary objective of analyzing the Pennsylvanian play of southeastern New Mexico is 

being performed. Public data has been organized for an analysis of this outstanding, by-

passed-pay play, which will provide an example of the usage of the system while simul-

taneously providing a significant opportunity for identifying new reserves. 

 

Four major tasks are to be performed in order to accomplish the project goals. Task 1 is 

the development of a customizable fuzzy expert system (CFS), with the ability to self-

generate software and fully customize integral components of the expert system for non-

computer programmers. Task 2 is the development of interfaces to simplify the goals of 

Task 1.  The creation of wizards to aid in the work flow process will make expert system 

development both quicker and easier. In Task 3 the system will be validated using the 

Pennsylvanian carbonate play of SE New Mexico.  Development of this bypassed pay 

play will aid in the creation of wizards to assist users in Task 2. An ongoing effort in 

Tech Transfer comprises Task 4, as the ultimate test of the successful program will re-

quire that it is widely available and utilized. 
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EXECUTIVE SUMMARY 
 

The objective of this project is to create a user definable and customizable fuzzy expert 

system tool to dramatically speed local and regional play analysis and to reduce subse-

quent drilling risk. Two particular challenge for this general tool is that it must not re-

quire computer programming skill, and that it will instead use software wizards and 

highly adaptable software subsystems to guide users through the process of building a 

successful expert system to evaluate plays from field to basin scale using public and/or 

private data and their own or public expertise. To demonstrate the effectiveness of the 

tool, an analysis of the Pennsylvanian play of SE New Mexico, a play with significant 

potential for bypassed pay, is being used as a test case during the design and testing 

phases of the system. 

 

In the first project year a large set of rules that form default settings based on play type 

and dimensions was gathered using the Delphi method. These rules were used to populate 

databases with rules, variables, and fuzzy sets that can be defined or redefined on de-

mand.  Preliminary software that allowed customization using a graphical interface to 

add, subtract or modify rules based on the user’s were also developed.    A prototype of 

the scalable and adaptable inference engine was completed, and the initial data for an 

outstanding, bypassed-pay play, the Pennsylvanian play in New Mexico, were collected.  

 

In the second project year Work continued on making fuzzy sets and rules scalable and 

easily configured, as well as self-checking for conflicts and consistency. Software devel-

opment resulted in a prototype of the CFS system which is currently in in house testing 

(alpha testing) of software components, evaluation of the efficiency of the integration of 

software components, and in production of preliminary expert systems. The software is 

ready to be tested and modified by a small group of future users (beta testing) in the final 

project year. Completion of data collection for the Pennsylvanian play, including organi-

zation of maps and data for testing of the CFS software, at the end of year 2 will will al-

low generation of an example of the usage of the system while simultaneously providing 

a significant opportunity for identifying new reserves.  
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This second report contains a summary of progress to date, problems encountered, and 

plans for the next year and future progress. The emphasis of this report is on work com-

pleted during the second project year, January 2006 through March 2007.  

 

REPORT DETAILS 
 

1. Introduction 
 

Four major tasks must be accomplished to complete the project goals: Progress on these 

four tasks will be discussed in the remainder of this report. Task 1.0 is the development 

of a customizable fuzzy expert system (CFS) with the ability to self-generate software 

and fully customize integral components of the expert system for non-computer pro-

grammers. Task 2.0 is the development of graphical user interfaces and wizards to sim-

plify the goals of Task 1.0 by using wizards that allow users to quickly and easily build 

and customize the system.  Task 3.0 represents data and rule collection from the Pennsyl-

vanian Carbonate play of southeastern New Mexico and subsequent validation of the util-

ity of the system. A continuous effort in tech transfer comprises Task 4.0, as the ultimate 

test of the successful program will require that it is widely available and utilized.  

 

 

The Gantt chart shown in Fig. 1.1 gives the approximate time distribution of the tasks and 

some of the major subtasks discussed in the remainder of the report. Tasks 1.3 (General-

ized Fuzzy Engine), 2.1 (User Interfaces and Wizards), 2.2 (Expert System Design Wiz-

ards), 3.1 (Collect Data), 3.2 (Application of CFS) and 4 (Web Pages) were active during 

the second project year. Tasks 1.3, 2.1 and 3.1 were completed during the second project 

year. 

 

 

 

 



 - 3 -

 

 

 

       
 

Fig. 1.1. Gantt chart of project tasks. 

 

2. Expert System Development 

 

The primary goal of Task 1 is to create a CFS that can quickly and easily adapt to explo-

ration problems in a wide range of settings, with little–to-significant user input and modi-

fications as required. Task 1 is divided into three main subtasks: Task 1.1 creating a gen-

eralized knowledgebase, Task 1.2 creating databases and self-generating software, and 

Task 1.3 building the generalized fuzzy inference engine. Tasks 1.1 and 1.2 were com-

pleted during the first project year and reported on in the first annual report. Task 1.3 saw 

initial development during the first project year and was completed during the second 

year.  
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Task 2.0 was the focus of the majority of software development work during the second 

project year. Individual software components were implemented using wizard-based de-

sign. The entire workflow for designing and implementing a customized fuzzy expert 

system requires implementation in an easy-to-use fashion. Design specifications neces-

sary to accomplish this were determined to include: 

 

• One overall user interface. Multiple interfaces and starting and stopping programs 

lead to unneeded complexity.  

• Task tracking. The software needs to keep track of where in the workflow the user 

is working. If the software is stopped, then restarted, the workflow begins at the 

point.  

• Multiple layer undo. Users need to be able to revert to older variable definitions 

seamlessly. This adds database complexity.  

• The workflow needs to allow users to easily move between modules. Including: 

o Skipping modules (with automated information adjustment).  

o Returning to previously finished tasks to review and/or change items. 

• Variables need to be able to change type, and keep track of several generations of 

changes.  

• The entire process needs to be as short as an hour for defaults systems (using a 

pre-set pay type). But powerful enough to allow complete customization at field 

to regional scales.  

 

Essentially the user interface allows all of the previously built components to work to-

gether in a seamless, wizard driven environment with guided workflows. A screen shot of 

the interface with all modules active is shown in Fig.2.1.  
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 Fig. 2.1. CFS overall interface with all modules active. 

 

2.1 Generalized Fuzzy Inference Engine—Task 1.3 

 

The generalized inference engine required the ability to access the rule and fuzzy set data 

stored in databases. At the core of the system, the inference engine organizes the rules, 

checks for conflicts and outputs a resulting interpretation, in this case, an estimate of how 

successful a prospect will be. A fuzzy inference engine is not dependent on large amounts 

of specific data and, with properly formed questions, can perform inference with scarce 

data. The challenge for developing this inference engine was allowing a large number of 

variables and ranges to be defined by the user. The software needed to adapt to each 

study based on an analysis of rules, variables, and fuzzy ranges described and stored in 

external database files that can and will be changed on demand by users. This subtask 

required the first two project years and its development during the second year was linked 
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with the database classes developed for subtask 1.2 in order to allow seamless integration 

of data and rules. 

 

Building on the success of the first year prototype  tests, a functional version of the soft-

ware has been completed and has been integrated with user interfaces.  It is anticipated 

that only minor changes to inference software will be required, as the Pennsylvanian data 

is processed using the CFS software. The prototype has been used to replicate the results 

of the Delaware FEE Tool by giving it access to the data already generated for that play. 

Specifics on design and testing of the inference engine were reported in the first annual 

report.  

 

2.2 User Interfaces and Expert System Design Wizards 

 

Interfaces to Populate and Manage Knowledgebase Information 

 

A knowledgebase is defined as a “machine-readable resource for the dissemination of 

information, generally online or with the capacity to be put online,” (May, 2001) and as 

“a collection of facts, relations, procedures etc., which constitute the knowledge about a 

particular domain.” (Hart, 1986). The pre-set knowledge base of the CFS comprises ex-

pert knowledge from interviews, to which is added both user-defined and data-derived 

rules. The knowledgebase of an expert system consists of the rule sets whose input is 

numerical, or will be converted to a numerical format for computer analysis. This nu-

merical data can also be used to generate fuzzy membership functions (or curves) that can 

be used by an inference engine to evaluate the rules using fuzzy logic rather than discrete 

or “crisp” inference techniques. 

 

A key for successful implementation of the CFS is the ability to introduce and assimilate 

user data in a variety of formats and convert them for use by the inference engine. There-

fore, a necessary component is user-friendly wizard-driven software that reviews the 

quantitative data provided by the user and develops fuzzy curves for that data and thus 

aids in development of data derived rules from the user provided raw data.  
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Data-derived rules have to be developed when the user provides only the raw data as in-

put. Therefore, a tool that reviews the quantitative data provided by the user and develops 

initial fuzzy curves for that data was designed. The architecture consists of three key 

modules – Data Cleaning, Normality Testing and Fuzzy Set Definitions. The fuzzy 

curves can be viewed using a separately developed module where they can be viewed and 

modified by the user before being used in their customized expert system. The architec-

ture flowchart is shown in Fig. 2.2. 

 

 
 

 Fig. 2.2 . Stages in the development of a CFS knowledgebase. 

 

 

Data Cleaning Module  

 

The user’s data is first examined in the Data Cleaning module where the data is cleaned 

in two stages—Data Collection and Data Analysis (Xiong, 2006). In the data analysis 

stage, the data cleaning algorithms remove irrelevant or weakly irrelevant objects for the 

purpose of improving the results of data analysis. Detection and removal of errors is not 

the key focus in this stage of data cleaning.  The data analysis can be done with different 

methods: distance-based, density-based and clustering-based. Xiong et al. (Xiong, 2006) 



 - 8 -

described the data cleaning algorithms in the form of outlier detection algorithms. Dis-

tance-based algorithms identify the outliers based on the distance measure. Density-based 

algorithms identify the outliers in data sets with varying densities. Clustering-based algo-

rithms identify the small clusters that are far away from other major clusters as sets of 

outliers. Using these definitions, the selected data-cleaning algorithm falls under the 

category of distance-based data cleaning algorithms. The cleaned data is then passed to 

the Normality Testing module to test the normality of the data.  

 

Data Collection Stage: The data-cleaning algorithm takes user data and calculates two 

ranges, the error range and the warning range. A value outside the error range is typically 

a data entry error, and a value outside the warning range may be a possible data entry er-

ror or an outlier. In order to determine these ranges, the user defines a variable type. The 

types are proportional (decimal or %), nonnegative real, real, integer, whole, and natural. 

 

The warning range is created by using distance-based outlier detection. The mean of the 

data ( x ) and the standard deviation (s) are calculated. The interval ]2,2[ sxsx +−  is then 

computed, which implies that even if the data is not normally distributed, it will contain 

at least 75% of all values regardless of the distribution of the data set. The intersection of 

the interval above and the error range based on the variable type gives the warning range. 

 

Example: Suppose the user wants to enter data for connate water saturation. The data is 

usually represented as a percentage, so the variable type selected is % proportion. The 

error range is thus [0,100].  

 To compute the warning range, suppose the mean of the user’s data is 11% with a 

standard deviation of 6%. The interval built in the second step would be [11-2(6), 

11+2(6)] or [-1, 23]. The intersection of the set [-1, 23] and [0,100] is [0, 23], so this is 

the warning range. 

 A data value of -2% or 105% would fall outside the error range; a pop-up tells the 

user that the value is outside the domain of the data. A data value of 50% would fall out-

side the warning range, so a pop-up will recommend that the user verify the value. A data 

value of 16% would be inside both ranges, and would not raise any flags. 
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Data Analysis Stage: The selected algorithm uses a distance-based outlier detection al-

gorithm based on Xiong et al. (Xiong, 2006). They define a distance-based method as 

follows:  

 “An object in a data set D is a distance-based outlier if at least a fraction α of the objects 

in D are at a distance greater than r.” 

Figure 2.3 describes the pseudocode of the proposed distance-based data cleaning al-

gorithm. r and α are accepted from the user as input. N is the total number of data points. 

x is an one-dimensional array that contains all the N data points. Nr is the number of data 

points that lie within a distance r from the mean. Nα is the number of data points that rep-

resent a fraction α of the N. The For loop traverses the whole array and determines the 

number of data points that lie within a distance r from its mean. The data points are sorted 

with respect to the distance from the mean. The points that are farthest away from the 

mean are considered as noise and hence removed. To do this, the algorithm considers the 

greater of the two, Nr or Nα. The first Nr or Nα (whichever is greater) data items are con-

sidered as clean and the rest are considered as noise. 

 

Nr := 0;
For i:= 1 to N do
Distance[i] :=Mod(x[i] – mean)/sd;
If (Distance[i]< r) then

Nr := Nr + 1;
End If

End For
Sort (X,ascending,distance from mean);
Nα := N * α;
If (Nr < Nα)then
Clean Data Set := X[1.. Nα];

Else
Clean Data Set := X[1..Nr];

End If  
 

Fig. 2.3: Algorithm pseudocode: distance-based data cleaning. 
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Summary and Justification: The selected algorithm has a complexity of O(n) while the 

algorithm proposed by Xiong et al. has a complexity of O(n2). This is because the algo-

rithm by Xiong et al. calculates data items with the least number of neighbors within a 

specified radius and requires two For loops to achieve the same.  The selected algorithm 

in this research is faster than the algorithm by Xiong et al. The drawback of the proposed 

algorithm is that it does not clean data efficiently when the data set is irregular or skewed.   

 

Table 2.1 illustrates the selected algorithm with an example consisting of 20 data items. 

The first column represents the index of the array x. The second column represents all the 

unsorted data elements and their corresponding distance from the mean. The third column 

represents the data elements that are sorted in ascending order of distance from the mean. 

Let the values of the global parameters be as follows: r = 2, α = 0.95. After executing the 

algorithm, it was found that Nr = 18, and Nα = 19. Since Nα > Nr, a clean set consists of 

19 items from the sorted data set. 
Table 2.1.  Results of Distance-Based Outlier Algorithm 

 
                    Mean=15.32, SD=1.68, r=2, Nr=18, α =0.95, Nα =19 

 

Index (i) X[i] Distance from mean X[i] Distance from mean
1 15.75 0.26 15.36 0.03
2 16.16 0.50 15.26 0.03
3 14.97 0.21 15.15 0.10
4 19.25 2.34 15.51 0.12
5 13.35 1.17 15.58 0.16
6 15.51 0.12 15.61 0.18
7 14.15 0.70 14.97 0.21
8 15.26 0.03 15.75 0.26
9 15.36 0.03 16.15 0.49 Nr

10 13.41 1.13 16.16 0.50 Nalpha
11 15.15 0.10 16.45 0.68
12 14.12 0.71 14.15 0.70
13 16.63 0.78 14.12 0.71
14 19.47 2.47 16.63 0.78
15 15.58 0.16 13.86 0.87
16 16.15 0.49 13.41 1.13
17 12.66 1.58 13.35 1.17
18 13.86 0.87 12.66 1.58
19 15.61 0.18 19.25 2.34
20 16.45 0.68 19.47 2.47

Unsorted Sorted according to distance
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The drawback of distance-based algorithms is that they cannot consider points in dif-

ferent densities. 

The experiments are performed using two data sets for normal and not normal data 

with the parameters of r and α changed arbitrarily. The data sets are generated using excel 

having size 100. The normal data set has a mean of 4.9 and standard deviation of 0.99. 

Table 2.2 shows the percentage of data used for normality testing for normal and not- 

normal distributions after filtering the data based on changing the values of r and α. For 

normal data, 68% of the data falls between sx −  and sx + and 96% of the data falls be-

tween sx 2−  and sx 2+ . 

The normal data with r = 1.00 and α = 0.50 filters 32% of the data which makes the 

distribution of the data as not-normal. Thus, parameter selection plays a significant role 

in determining the output of the program. 

 

 

Table 2.2. Experimental Results for the Proposed Data-Cleaning Algorithm 
  

      r 

 

α Normal Data  

Not Normal 

Data 

1.00 0.50 0.68 0.64 

1.50 0.50 0.85 0.89 

2.00 0.50 0.96 0.99 

1.00 0.75 0.75 0.75 

1.50 0.75 0.85 0.89 

2.00 0.75 0.96 0.99 

1.00 0.90 0.90 0.90 

1.50 0.90 0.90 0.90 

2.00 0.90 0.96 0.99 
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Normality Testing Module  

 

Kolmogorov-Smirnov (K-S), Lilliefors, and Shapiro-Wilks are commonly described 

normality tests available in the literature. Kolmogorov-Smirnov is based on maximum 

difference between the sample cumulative distribution and the hypothesized cumulative 

distribution. Lilliefors is an extension of K-S but the mean and SD of the hypothesized 

distribution are estimated from sample data. Shapiro-Wilks has good power properties 

but is difficult to implement. One of the most common used goodness-of-fit tests is the 

chi-square test. The advantage of this test is that it can be used with any type of input data 

(sample, density or cumulative) and any type of distribution function (discrete or con-

tinuous). A weakness of the chi-square test is that there are no clear guidelines for select-

ing intervals, which increases difficulty of implementation for lay users. The test is con-

sidered subjective because it depends on the user-supplied intervals specifications 

(Jankauskas, 1995). The K-S test does not depend on the number of intervals, which 

makes it more powerful than the chi-square test, though it has weaknesses in detecting 

tail discrepancies.  

 

The Normality Test module uses the K-S algorithm to test the normality of the data. It is 

based on the maximum difference between sample cumulative distribution and the hy-

pothesized distribution. The fuzzy set definitions are then derived based on the fuzzy set 

definition algorithms for both normal and not-normal data. The Fuzzy Set Definitions 

module provides the starting point with a number of basic rule sets that apply to a variety 

of formation types. Users can then add to, delete or modify these rule sets. The fuzzy 

curve software allows users to view and modify the fuzzy curves before being used by 

their customized expert system.  

 

Normality Testing: The cleaned data that resulted from the Data Cleaning module is 

given to the Normality Testing module. This is used to test if the data provided by the 

user is normally distributed or not. This section explains the K-S algorithm which is used 
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for normality testing and the illustrations and histograms for the normal and not normal 

data.   

 

Statistical Algorithm—Normal and Not-Normal Data: Figure 2.4 illustrates the Statis-

tics module used in this project. There are different subtasks in the statistics module. The 

user data is read and then analyzed for errors. Then, the data is passed on to the Normal-

ity Test submodule. Here, the data is tested for normality. After this test, the data is la-

beled either as normal or not-normal. The histograms/box plots are drawn as graphical 

output. The labeled data is then passed on to the Fuzzy Set Definition module, which 

generates the definitions for the fuzzy sets. The definitions can be viewed using fuzzy 

curve software. 

 

The Normality Test module uses the K-S algorithm to test the normality of the data. It is 

based on the maximum difference between the sample cumulative distribution and the 

hypothesized cumulative distribution. The algorithm is listed below: 

1. The step cumulative distribution function for the data: SN(x) gives the fraction 

of the data points to the left of a given value of x. It is constant between con-

secutive values of xi and jumps by 1/n at each xi. 
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Statistics Module

Reads / Analyzes Data

Normality test

Parametric statistics Non-Parametric statistics

Task 1.2
Database Generation:

Graphical output

Histograms Box plots

Task 1.2
Database Generation:

Task 2.0 Wizard 
guided project setup

Fuzzy Set 
Definitions

 
 

Fig. 2.4. Overview of the Statistics Module. 

 

2. Cumulative normal distribution function is calculated using the following 

equation: 
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3. With the function P(x) and SN(x), K-S statistic, D is computed as below: 
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4. Then the significance of D is calculated by computing KSQ : 
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This is an infinite series that should converge to a value between 0 and 1. If this value of 

Q is small, the data is not normally distributed (Q < 0.10) is good for these purposes. 
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In step 2 of the algorithm, the formula given does not contain an explicit closed-form so-

lution for calculation of the integral. Abramowiz and Stegun (Abramowicz, 1964) con-

tains an approximation of P(x). Figure 2.5 lists that part of the java code below from 

‘NormalityTest.java’: 

 

public double CNDF(double z)
{

if (z> 6.0) return 1.0;
if (z<-6.0) return 0;
double b1 = 0.31938153;
double b2 = -0.356563782;
double b3 = 1.781477937;
double b4 = -1.821255978;
double b5 = 1.330274429;
double p = 0.2316419;
double c2 = 0.3989423;
double a = Math.abs(z);
double t = 1.0/(1.0 + a*p);
double b = c2 * Math.exp((-z)*(z/2.0));
double n = ((((b5 * t + b4)*t+b3)*t+b2)*t+b1)*t;
n = 1.0 - b*n;
if (z<0.0) n = 1.0 - n;
return n;

}  
Fig. 2.5. Calculation of P(x). 

 

Implementation of the code for normality testing requires validation. Four datasets (two 

normal distributions and two not-normal distributions) were used for the validation proc-

ess. Tables 2.3 and 2.4 show the results of applying K-S test to normal data and not-

normal data, respectively. 
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                    Table 2.3. Normal Data                                                   Table 2.4.  Not-Normal Data 
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Figures 2.6 and 2.7 show the K-S statistic for the normal and not-normal data, respec-

tively. The y-axis in these graphs follows a log-normal scale. In the case of the normal 

data (Fig. 2.6), the maximum distance between P(x) and S(x) is very less. In the case of 

the not-normal data (Fig. 2.7), there is significant difference between the cumulative dis-

tributions. 
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For normal data set
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Fig. 2.6.  K-S statistic for normal data. 

 

For Not normal dataset
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Fig. 2.7. K-S statistic for not-normal data. 
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Figure 2.8 shows the histogram for a larger test set of normal data having mean 4.9 and 

standard deviation of 0.99. It has the shape of a bell curve. 
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Fig. 2.8. Histogram for normal data. 

 

Figure 2.9 shows the k-s statistic for normal data. It is a lognormal scale graph having the 

values of S(x) and P(x). The x-axis has the number of data points, which is 100. It is ob-

served that the difference between S(x) and P(x) is the minimum for the normal data. 
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Fig. 2.9. Illustration of k-s statistic for normal data. 
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Figure 2.10 shows the histogram for the not- normal data having mean 36.46 and stan-

dard deviation of 30.65. Figure 2.11 shows the k-s statistic for not-normal data. It is a 

lognormal scale graph having the values of S(x) and P(x). The maximum difference be-

tween P(x) and S(x) is large in case of not-normal data. 
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Fig. 2.10. Histogram for not-normal data. 
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Fig. 1.11. Illustration of k-s statistic for not-normal data. 
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These examples illustrate the need for the fuzzy curve generation software to understand 

the data distributions, and then address normal and not- normal data in the curve selec-

tion process. Values of the K-S statistic provide a ready measurement of which approach 

to take when generating fuzzy sets for user-provided data streams 

 

 Fuzzy Curve Generation Module: 

 
Fuzzy Set Definition Algorithm—Normal Data: The empirical rule states that normally 

distributed data has 68% of its data points between sx ± , 95 % between sx 2± and 99% 

of the data between sx 3± . If data is from a population that is normally distributed, fuzzy 

curves are drawn as in Fig. 2.12 with end point values from b0 to b9. 

 
Fig. 2.12. Fuzzy curves for normal data. 

Note:

sxbsxbsxbsxbxbsxbsxbsxbsxb 38,27,6,2/5,4,2/3,2,21,30 +=+=+=+==−=−=−=−=  

 

It is observed that 68% of all data points will fall between b2 and b6, 95% of all data 

points will fall between b1 and b7 and 99% of all data points will fall between b0 and b8.  

 
Fuzzy Set Definition Algorithm—Not-Normal Data: In this case, a cumulative fre-

quency distribution chart is developed and the frequencies determine the shape of the dis-

tribution. The variable n is the sample size, m is the number of bins or classes, bj is the 

boundary of the bin, fj is the frequency for each bin, and r is the range xn- x1. The follow-

ing steps illustrate the algorithm: 

1. First the boundaries of the bins {bj} are calculated as follows: 
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2. All the frequencies are initialized to 0 before calculating the frequency for each 

bin: 

For i = 1 to n 

For j = 1 to m 

1
1
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jj

jij

ffthen

bxbif
 

next 

 

3. Large frequencies are determined by comparing the frequency at each bin with the 

sum of mean frequency and standard deviation. The mean and standard deviation 

of the {fi} are calculated using the equation 
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4. The large frequencies obtained from the inequality fi sff +≥  determine the 

shape of the fuzzy curve. In the cases where the above inequality is true, the fuzzy 

curve is drawn with a trapezoid. In the cases where it is false, the fuzzy curve is 

drawn as a triangle.  

 

The different cases of not- normal data based on the high frequency bin are explained 

with the help of an example. The highlighted frequencies are above the sum of the mean 

and the standard deviation. 
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Case 1: The data has two non-adjacent bins where the frequency is “high.” Table 2.5 

shows the frequency at each bin having lower and upper bound. There are two high fre-

quency bins, 21 and 17, which are not adjacent. 
 

 

 

Table 2.5. Frequency at Each Bin Having Two Non-Adjacent High Frequency Bins 

 

 
 

Figure 2.13 shows the fuzzy curves for the not-normal data where there are two high fre-

quency bins that are not adjacent. 

 

 
Fig. 2.13 Fuzzy curves for not-normal data having two non-adjacent high frequency bins. 

 

Case 2: The data has two adjacent bins where the frequency is “high.” Table 2.6 shows 

the frequency at each bin with its lower bound and upper bound. There are two high fre-

quency bins, 21 and 19, which are adjacent to each other. 
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Table 2.6. Frequency at Each Bin Having Two Adjacent High Frequency Bins 

 
 

Figure 2.14 shows the fuzzy curves for the not-normal data having two adjacent high fre-

quency bins. The adjacent high frequency bins merge into a single curve. 

 

 
Fig. 2.14. Fuzzy curves for not-normal data having two adjacent high frequency bins. 

 

Case 3: The data has one high frequency bin. Table 2.7 shows the lower bound, upper 

bound and frequency at each bin. There is one high frequency bin (Jankauskas, 1995). 

Figure 2.15 shows the fuzzy curves for the not-normal data having one high frequency 

bin.  
 

Table 2.7. Frequency at Each Bin Having One High Frequency Bin 
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Figure 2.15 Fuzzy curves for not-normal data having one high frequency bin. 

 

Case 4:  The data has no high frequency bins and data is uniformly distributed. Table 2.8 

shows the frequency at each bin with its lower and upper bound. There are no high fre-

quency bins. Figure 2.16 shows the fuzzy curves of the not-normal data having no high 

frequency bins. 

 

Table 2.8. Frequency at Each Bin Having No High Frequency Bins 

 

. 

 

 
Fig. 2.16. Fuzzy curves for not-normal data with no high frequency bin. 

 

It is observed that when the bins have high frequency, the curves are trapezoidal, with 

a horizontal top line connecting the lower and upper boundaries of the bins. If the bins do 
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not have a high frequency, the curves are triangular, with an apex at each bin endpoint. 

When there are two or more high frequency bins that are adjacent, the curves merge into 

one curve. 

 

Fuzzy Curve Generation Software: Implementations of the fuzzy curve generation have 

been completed. The Fuzzy Curve Generation module generates fuzzy curves for normal 

data and not-normal data with minimal or intensive user interaction. Figure 2.17 shows a 

screen capture of software generated fuzzy curves for a normal data set.  

 

 
Fig. 2.17. Fuzzy curves for the normal data. 

 

The not-normal data set has different cases based on the high frequency which are ob-

tained after the filtering of data using data cleaning algorithm. Again, several cases or 

types of curve distributions are presented for the purpose of illustrating the concepts. 

 

Case I: The size of the not-normal data after data analysis is 64, the sum of mean and 

standard deviation is 12.48. Table 2.9 has the lower bound and upper bound for each bin 

and its frequency. There are two high frequency bins whose value is greater than the sum 

of mean and standard deviation. In this case, two adjacent high frequency bins results in a 

single large curve covering the range of data for the two high frequency bins. Figure 2.18 

shows the result of merging the two adjacent  high frequency bins. 
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Table 2.9. Frequency of Each Bin When Size Is 64 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.18. Fuzzy curves for the not-normal data having adjacent high frequency bins. 

 

Case II: Size of the not-normal data after data analysis is 75; the sum of the mean and 

standard deviation is 8.64. Table 2.10 has the lower bound and upper bound for each bin 

and its frequency. There are two nonadjacent high frequency bins whose value is greater 

than the sum of mean and standard deviation. Figure 2.19 shows these two high fre-

quency bins that are not adjacent. Again, a bin without high frequency has curves  which 

are triangular, with an apex at each bin endpoint.  

Lower 

Bound 

Upper 

Bound 

Frequency

6.00 12.78 19 

12.78 19.56 14 

19.56 26.33 2 

26.33 33.11 4 

33.11 39.89 6 

39.89 46.67 2 

46.67 53.44 7 

53.44 60.22 3 

60.22 67.00 6 
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Table 2.10. Frequency of Each Bin When Size Is 75 (Case II) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2-19. Fuzzy curves for not-normal data having two nonadjacent high frequency bins. 

 

Case III:  The size of the not-normal data after data analysis is 100; the sum of the mean 

and standard deviation is 11. Table 2.11 has the lower bound and upper bound for each 

bin and its frequency. The frequency at each bin is equal to the sum of mean and standard 

deviation. Figure 2.20 shows the fuzzy curves for the not-normal data where there is a 

single frequency bin. It is observed that when there are two or more high frequency bins 

that are adjacent, the curves merge into one curve. Note this is a very unlikely scenario.  
 

Lower 

Bound 

Upper 

Bound 

Frequency

13.00 21.22 9 

21.22 29.44 8 

29.44 37.67 8 

37.67 45.89 8 

45.89 54.11 9 

54.11 62.33 8 

62.33 70.56 8 

70.56 78.78 8 

78.78 87.00 8 
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Table 2.11. Frequency of Each Bin When Size Is 75 (Case III) 

 

 

 

 

 

 

 
 

 

 

 

 
 

 

 

 
 

Fig. 2.20. Fuzzy curves for the not-normal data having one high frequency bin. 

 

 

 

 

Lower 

Bound 

Upper 

Bound 

Frequency

1.00 12.00 11 

12.00 23.00 11 

23.00 34.00 11 

34.00 45.00 11 

45.00 56.00 11 

56.00 67.00 11 

67.00 78.00 11 

78.00 89.00 11 

89.00 100.00 11 
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User Interface for Fuzzy Curve Software 

 

The sequential flow of the Fuzzy Set Panel has four panels attached to it which allow the 

user to view curves and modify, add or delete fuzzy sets. The Fuzzy Set Panel is the main 

panel developed to allow the user to navigate between each of the panels. Figure 2.21 

shows the Variable Select Panel, which allows the user to select a fuzzy variable to work 

with. The fuzzy curves can be viewed or modified using the panel.    

    
Fig. 2.21. Screenshot of the variable select panel. 

 

Each step in the Fuzzy Set module was implemented as a sequential flow, which allows 

the user to select the options in the Fuzzy Set Operations Select Panel (Operations Panel). 

Figure 2.22 shows the operations panel in which the following actions take place when 

the “next” button is clicked: 

a. When the View Fuzzy Curves option is selected in the Operations Panel, the user can 

view the fuzzy curves and the control goes back to the Operations Panel. 

b. When the View Fuzzy Sets option is selected the user can view the Fuzzy Sets, view 

the Fuzzy Curves and then control goes back to the Operations Panel. 
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c. When the Add Fuzzy Sets option is selected the user can view the Add Fuzzy Sets 

panel, view the fuzzy curves and then control goes back to the Operations Panel. 

d. When the Delete Fuzzy Sets option is selected the user can view the Delete Fuzzy 

Sets panel where the user can delete the fuzzy set, view the updated fuzzy curves and 

then control goes back to the Operations Panel. 

 
Fig. 2-22. Screenshot of the Fuzzy Set Operations Panel. 

 

Figure 2.23 shows the Fuzzy Curves Input Panel, which shows the fuzzy curves for the 

selected variable. Users can view the fuzzy curves, parameters and change the member-

ship type to Gaussian by selecting a fuzzy set. Figure 2.24 shows the Fuzzy Sets Input 

Panel, which contains the fuzzy sets and parameters of the selected variable. The user can 

modify the fuzzy sets by clicking the “Modify a set” button after changing the parame-

ters. Figure 2.25 shows the Add Fuzzy Set Input Panel where users can add a Fuzzy Set 

Name with parameters and membership type to the selected variable. Figure 2.26 shows 

the Delete Fuzzy Set Panel where users can delete a fuzzy set of the selected variable. 
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Fig. 2.23 Screenshot of the Fuzzy Curves Input Panel. 

 

 
Fig. 2.24.  Screenshot of the Fuzzy Sets Input Panel. 
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Fig. 2.25. Screenshot of the Add Fuzzy Sets Input Panel. 

 

 
Fig. 2.26. Screenshot of the Delete Fuzzy Sets Input Panel. 
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Summary - Interfaces to Populate and Manage Knowledge Base Information 

 

A user-friendly tool was developed for the CFS, which allows the user to build the know-

ledgebase. To integrate this process into the existing CFS software, Java was used as a 

programming language. The construction of the knowledgebase was identified as an im-

portant process of knowledge engineering. The architecture consists of three modules: 

data cleaning, normality testing, and fuzzy curve generation. 

The two stages in which data cleaning is performed were identified as the data collec-

tion stage and the data analysis stage. A distance-based algorithm for data cleaning was 

proposed and analyzed. Subsequently, it was implemented, validated, and integrated into 

the main project. A K-S test was implemented to test the normality of the data. To give 

reasoning to a knowledgebase, fuzzy curves are important. The Fuzzy Set Definition al-

gorithms are implemented for both normal and not-normal data. The fuzzy set definitions 

for not-normal data has four subcases. The fuzzy curves are viewed and modified using 

the fuzzy curve software. The interpolation algorithms, kriging algorithm and inverse dis-

tance weighted algorithms were also implemented. 

This software, when implemented with the CFS package of software and wizards will 

aid in knowledgebase construction using efficient knowledge engineering techniques. 

2.3 Data Management Subsystem  

This project task involved creating a data management subsystem for the Customizable 

Fuzzy System (CFS). The data management subsystem for the CFS provides the user 

with the ability to perform a number of critical operations such as: view, modify, add and 

search, etc. on a binary data file. The data management subsystem operates on a binary 

data file (created by another module), which is in a tabular format using user-defined 

variables/properties, and default data. The integrity of the table format in the binary data 

file is strictly maintained with the use of white space in every user-defined vari-

able/property of every record. The data management subsystem provides the functionality 

to add/delete/update a specific column in a binary data file. It also provides the function-
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ality to add/delete/update a specific record in a binary data file. While the core software 

was largely completed during the first year, it was necessary to create user interfaces and 

links to wizards for other tasks. For this reporting period the work falls under Task 2.1 - 

Expert System Design Wizards.   

 

Binary data formats were selected in response to potential user concerns that they would 

be forced to use particular relational database software. Noncommercial databases such 

as MySQL still require licensing fees if used for commercial purposes. In addition, non-

commercial software presents a potential security risk that system administrators might 

find unacceptable. A final concern was updating software versions as a number of differ-

ent and potentially incompatible releases for public domain software exist which could 

limit the functional portability of project-developed software.  

 

Binary datafiles are compact and supported by all computer architectures which might 

use CFS software (computers capable of running  aJava Virtual Machine). One issue that 

needed to be resolved was a method to swiftly search large binary tables. The work pre-

sented here represents our solution to that problem. Figure 2.27 shows the main interface 

screen of the resulting data management subsystem. 
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Fig. 2.27. Data management subsystem interface. 
 
 
The data management subsystem utilizes a modular design. Figure 2.28 shows the archi-

tecture of the data management subsystem. The modules of the data management subsys-

tem include the following: 

 
 Data Retrieval Module 

 Data Modification Module 

 File Conversion Module 

 Data Module 

 Interface for the Customizable Fuzzy System (CFS) 
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Fig. 2.28. Data management subsystem architecture. 

CFS Interface 
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Performance Analysis of the Binary Search Algorithm 

 

Since it was expected that the data file could be very large, exceeding 50,000 records in 

many cases, searching for a specific record could be very time-consuming, particularly as 

the use of proprietary database software was precluded for the project. For this purpose a 

performance analysis, on an existing data set exceeding more than 60,000 records, was 

carried out using two experiments, sequential search and the binary search algorithm. The 

goal of this analysis was first to determine how effective the binary search algorithm 

could be in searching a particular record as compared to a sequential search in the entire 

binary data file. Second, if the binary search algorithm could reduce the search time sig-

nificantly, then it should be adopted as the primary search algorithm for the data man-

agement subsystem. In both these experiments, the location (latitude and longitude) at-

tributes were used to determine the exact record position of any particular data in the 

binary data file. In order to compare the results for both methods, a timer was set, which 

calculated the search time. After analyzing the results of both experiments it was apparent 

that the binary search algorithm reduced the search time well enough to allow the use of 

binary data tables in the project.  

 

Sequential Search Experiment and Results: In the first experiment, the entire binary 

data file was searched sequentially for a particular location. A timer was started just be-

fore the search was to be carried out on a particular record in the binary data file. As the 

record was found the timer stopped and the time for the sequential search was recorded. 

Average times for three sequential searches for four different locations (latitude/longitude 

pair) are shown in Fig 2.29. 

 

The results, as expected, were that as the record occurrence in the binary data file contin-

ued to increase, the search time also kept on increasing. The record pair 32.01417, -

103.625 occurred early in the binary data file, whereas the record pair 32.80995, -

103.8722 occurred later in the binary data file. For records sufficiently down the file the 

search time could be as long as 10 seconds, which was deemed unacceptable. 
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Fig 2.29. Performance analysis sequential search. 

 

Binary Search Algorithm Experiment and Results: In the second experiment, a binary 

search algorithm was used to search for a particular record. A binary search algorithm is a 

technique for finding a particular value in a linear array by ruling out half the data at each 

step (bi-section). It was observed that the binary search algorithm considerably reduced 

the search time for a particular location. Initially, an index was created on the column 

“Latitude” of the binary data file. The index was created with two immediate values sepa-

rated by a gap of 50 values. That is if the latitude values were sequential, starting from 1, 

then the index values would be 1, 51, 101, 151... and so on. After testing, the index tech-

nique, with a gap of 50 between two subsequent values, was found to be the most effi-

cient record finding technique for the data set.  

 

The binary search algorithm works by first determining the latitude range for the re-

quested location within the binary search tree that is created out of the “Latitude”-based 

index file. Once the latitude range is determined the next step is to find an exact match 

for the latitude and longitude pair. Doing a sequential search, starting from the first re-

cord in the earlier determined latitude range, completes this operation.  
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In order to test the performance gain compared with the sequential search, a similar ex-

periment was carried out. A timer was started just before the range of the value being 

searched was determined in the binary search tree. Once this range was determined, a se-

quential search was carried out for the searched value starting from the first record in the 

range in the binary data file. As the record was found the timer stopped and the time for 

the search was recorded. Average times for three searches, using binary search tree for 

four different locations (latitude/longitude pair), are shown in Fig. 2.30. These locations 

are the same as those used in the sequential search algorithm test. 

 

 
Fig 2.30. Performance analysis binary search. 

 

The above results show that the binary search not only outperforms the sequential search 

for the problem but that the results were fast enough to justify the binary search algorithm 

as the primary search algorithm for the data management subsystem. For each CSF bi-

nary data file, an index file must be created and maintained as data is added or removed. 
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Index File Creation and Results: Seven different index files were generated before fi-

nally selecting one as the optimized one for the data management subsystem. Binary files 

of similar sizes should experience roughly similar search times and require roughly simi-

lar gaps. This will allow automation of the indexing process for CFS users. The seven 

different index files were created from the “Latitude” variable/column with a gap of 1, 

25, 50, 100, 200, 400 and 800. That is a gap of 25 means that the 1st, 26th, 51st, 76th and so 

on records are stored in the index file with a gap of 25 between two subsequent values. 

Figure 2.31 is a screenshot of the index files with block sizes 25, 50, 100 and 800 respec-

tively. 

 

 
Fig 2.31. Index files with a gap of 25, 50, 100 and 800. 

 

Since the data set on which the data management subsystem has to operate is potentially 

large, a sequential index file might not work efficiently. The way this process works is to 

first create a binary search tree for the index values from one of the index files. Starting 

from the index file, which has a gap of 1, the first step is to determine the range of the 
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latitude value for the data set. A timer is started just before the range of the latitude value, 

from the latitude/longitude pair, is determined in the binary search tree. Once this range is 

determined, a sequential search is carried out for the searched value starting from the first 

record in the range in the binary data file. As the record is found the timer stops and the 

time for the search is recorded.  

 

Several experiments were conducted on different latitude/longitude pair values from the 

binary data file. Three tests were conducted on a particular latitude/longitude pair and the 

time it took to search a record in the binary data file using all of the seven index files was 

recorded. Thus, for a particular value, 21 tests were conducted. Then the average of the 

three tests was calculated for a particular index file to determine the time it takes to 

search a record in the binary data file. Below is a graph showing the time taken to search 

latitude/longitude pair values (32.01417, -103.625), (32.39334, -104.55) and (32.80995, -

103.8722) for all the seven sparse index files.  

 

It was observed that for the index file having block sizes 50 the search time was the 

minimum. That led to the selection of the index file having block size 50 as the primary 

index file for the data management subsystem, as shown in Fig 2.32. 

The data management subsystem also provides the user the ability to convert the binary 

data file to text (.txt) format. The file conversion makes it possible to export data for use 

outside the data management subsystem. On initiation, the data management subsystem is 

provided with a binary data file generated by a separate wizard in another module. For 

better data integrity, the oil reservoir data is stored in a binary format. A snapshot of the 

data file on which the data management subsystem operates is shown in Fig 2.33. Each 

column in the data file represents a variable in the data management subsystem. The data 

management subsystem operates on these columns by performing different operations on 

them. 
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Fig. 2.32. Index files search time for different set of values. 

 

 
 

Fig. 2.33. Data management subsystem, binary data file. 
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The initial format of the columns of the binary file, in each row/record, is shown in Table 

2.12. The first five columns in Fig 2.34 are specific to the location of a reservoir. These 

five columns are not a part of the snapshot in Fig 2.33. 

Table 2.12. Data Management Subsystem, Binary File Format 

Column-Name Data Type Size in 
Bytes 

 Int 4 
X-Coordinate Int 4 
Y-Coordinate Int 4 
Latitude Double 8 
Longitude Double 8 
MinDistance Double 8 
DepthAtProspect Double 8 
DepthAtNearestWell Grid# 8 
. 
. 

. 

. 
. 
. 

STDDeviation Double 8 
HighPredProd Double 8 

 
 

Each row in the binary data file is a complete record of all associated values with a par-

ticular location. After the user modifies, adds, deletes, or updates any column of the data 

file, through the data management subsystem, the size of a record in each row changes 

accordingly. The overall effect is to alter the size of the file; a representative file used for 

development purposes contains more than 60,000 records and occupies approximately 

12MB of disk space. 

 
Data Retrieval Module 

 

The Data Retrieval module of the data management subsystem lets the user re-

trieve data from the data file on the basis of supplied parameters. There are different ways 

through which data can be retrieved. The view data screen (Fig 2.34) gives the user three 

choices to retrieve and display the data. The three options are: By Grid, By Latitude / 

Longitude and Browse All Data. When the user selects any of these options, the requi-

site controls are enabled and the others are disabled. 
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Fig 2.34. Data Retrieval module, By Grid option. 
 

In Fig 2.34 the radio button to view the data on the basis of Grid# is selected. Now 

the user can enter the Grid# (as shown) before pressing the Next button. If data corre-

sponding to the Grid# is available, the entire row/record will be displayed as in Fig 

2.35, otherwise an appropriate message regarding the data unavailability will be dis-

played. The user can also choose to examine the data using the latitude and longitude 

values of the reservoir. In Fig 2.36 the user has selected to view the data using the 

latitude/longitude pair 32.01052/-103.1395.  
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Fig. 2.35. Data Retrieval module output. 

 
 

Fig. 2.36. Data Retrieval module, By Latitude/Longitude option. 
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The user can also elect to examine the entire data file at once using the “Browse All 

Data” option. The Browse All Data option is currently being re-implemented using 

Java pipe and thread concepts to optimize load times. The entire process is averaging 

30–60 seconds depending on hardware. This is understandable as fetching the entire 

data set from the binary data file (60,000 records test data) is quite an enormous task. 

However, after the implementation of the pipe and thread concepts, the data should be 

retrieved much faster. Initially, the main application thread first retrieves the first 100 

records. At that point a pipe is created. On the receiving end of the pipe is the main 

application, waiting for the next chunk of records (100 or less records). On the other 

end of the pipe another thread is created that sequentially requests the next chunk of 

100 records (from the Data module) until the entire binary data file gets exhausted 

and all the records are retrieved. Fig 2.37 shows the screens through which the data is 

displayed using the Browse All Data option. 

 

 
 

Fig. 2.37. Data Retrieval module, All Data result. 
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Data Modification Module 
 
The Data Modification module is an important part of the data management subsystem 

for the CFS that allows users to make and save changes to the data file for their projects.  
 

Add Variable/Column: The Add Variable/Column functionality provides the user with 

the ability to add more variables/columns to the existing data management subsystem bi-

nary data file. The effect resembles the addition of an attribute to an existing table in a 

relational database at run-time. A drop-down list of all the variables/columns along with 

their data types is pulled from a look-up file generated by another module. Only those 

variables/properties that are not a part of the current binary file are displayed in the drop 

down list of the Add Variable/Column module. If the user wants to add another column 

to the data file structure then the Add Variable option is selected on the main screen (Fig 

2.38). This will take the user to the Add Variable main screen as shown in Fig 2.39. 
 

 
Fig. 2.38. Data Modification module, Add Variable option. 
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Fig. 2.39. Data Modification module, Add Variable screen. 

 

In Fig 2.39 the user has elected to add the column “NewColumn” with data type “int”. 

After the user presses the Next button the data file’s initial data and format (Fig 2.33 and 

Table 2.12) change to that shown in Fig 2.40 and Table 2.13 respectively. 

 

 

 
Fig. 2.40. Data management subsystem, binary data file after Add. 

 

NewColumn:  default value -99999 
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Table 2.13. Data Management Subsystem, Binary File Format after Add 
 

Column-Name Data Type Size in Bytes 
Grid# Int 4 
X-Coordinate Int 4 
Y-Coordinate Int 4 
Latitude Double 8 
Longitude Double 8 
MinDistance Double 8 
DepthAtProspect Double 8 
DepthAtNearestWell Double 8 
. 
. 
.

. 

. 

.

. 

. 

.
STDDeviation Double 8 
HighPredProd Double 8 
NewColumn Int 4 

 
 
Update a Variable/Column: If the user wants to update the data contained within a col-

umn to the data file structure Variable then the user would select the Update Variable fea-

ture on the main screen (Fig. 2.41) before pressing the Next button. This functionality 

provides the user with a drop-down list of all the variables/columns that are currently 

available in the binary data file. In the Update variable screen, the user is prompted to 

select a column from the drop-down list before pressing the Next button. In Fig. 2.42 the 

user has selected the column “MinDistance” for updating. 

 

The next screen is the data file selection screen (Fig. 2.43). The user in this case selects a 

text file whose data values need to be updated in the main binary data file. This text file 

can contain any number of records ranging from 1 to the maximum record size of the bi-

nary file. After the user makes this selection the data management module processes the 

request and the data in the binary data file is updated for the corresponding records in the 

text file. The system alerts the user by displaying an appropriate message that the modifi-

cations are completed. 
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Fig. 2.41. Data management subsystem, Update option. 

 

 
Fig. 2.42. Data management subsystem, Update Variable screen. 
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Fig. 2.43. Data management subsystem, Data File Selection. 
 
 
Delete a Variable/Column: If the user wants to delete a column from the binary data file 

structure then the user would select the Delete Variable option on the main screen before 

pressing the Next button. In the Delete Variable main screen the user then selects a col-

umn that is to be deleted from the list of provided columns. When the user presses the 

Next button, the column is deleted and the user is notified about the modification. In Fig. 

2.44 the user wants to delete the column “DepthAtProspect”. After the user presses the 

Next button, the data file’s data and format are changed to those shown in Fig. 2.45 and 

Table 2.14 respectively. 
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Fig. 2.44. Data management subsystem, Delete Variable screen. 

 
Fig. 2.45. Data management subsystem, binary data file after Delete. 

 
Table 2.14. Data Management Subsystem, Binary File Format after Delete 

 
Column-Name Data Type Size in Bytes 
Grid# Int 4 
X-Coordinate Int 4 
Y-Coordinate Int 4 
Latitude Double 8 
Longitude Double 8 
MinDistance Double 8 
DepthAtNearestWell Double 8 
. 
. 
. 

. 

. 

. 

. 

. 

. 

STDDeviation Double 8 
HighPredProd Double 8 
NewColumn Int 4 
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File Conversion Module 
 

The data management subsystem includes the function of converting the main binary data 

file to a text file (Figs. 2.46 and 2.47). this allows export of  data into other programs, 

such as excel or a relational database. 

 

 
Fig. 2.46. Binary to text conversion—Confirmation Dialog. 

 
 

 
Fig. 2.47. Binary to text conversion—Notification Dialog. 

 
 
Data Module Summary 

 

The Data Module is local to the data management subsystem. It is not accessible from 

outside the data management subsystem. Only the Data Retrieval, Data Modification, File 

Conversion and Interface for the Customizable Fuzzy System modules can access the 

Data Module. It is generally expected the database will be populated automatically and 

the only need of a user would be to remove or add specific data streams. Wizards to ac-

complish these tasks will be available for less computer-savvy users.  

 

Interface for the Customizable Fuzzy System (CFS): The data management subsystem 

is an independent application. However, the data management subsystem is developed for 

data management of the CFS. There has to be a means through which the CFS can com-
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municate with the data management subsystem. For this purpose, APIs (application pro-

gramming interfaces) have been designed to allow communication with the CFS. 

 

Summary—Data Management Subsystem  

The data management of the drilling data, a core component of the CFS, requires robust 

implementation for the success of the CFS. The data management subsystem, with its 

user interface, provides a platform from where operations on the CFS’s binary data are 

performed efficiently and accurately. The binary data file is kept in a tabular format using 

user-defined variables/properties and default data. In order to maintain the integrity of the 

entire binary data file, white space is used in every user-defined variable/property of 

every record. The data management subsystem is designed in different modules where a 

particular functionality is restricted to that specific module.  

 

The data management subsystem with all the current features in place is working as ex-

pected. The data retrieval module retrieves and displays the data for the requested grid#, 

latitude/longitude pair and the entire data file successfully.  

 

The data modification’s Add Variable/Column module successfully lists the columns that 

are not part of the data management system’s existing binary data file. Once the user se-

lects to add a particular column that column with its data type is added to the entire bi-

nary data file with a default value. The Update Variable/Column functionality updates a 

particular variable/column of the binary data file. The functionality accomplishes the task 

by first allowing the user select a variable/column from an existing binary data file. Sec-

ond, the functionality allows the user to select a text file whose values need to be updated 

in the main binary data file. An appropriate message, confirming the modifications are 

complete, describes the success of the functionality. The Delete Variable/Column module 

successfully processes the user request and deletes a variable/column specified by the 

user from the entire binary data file. 
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The file conversion module successfully converts the data management subsystem’s en-

tire binary data file into a text file. The success of the module is verified by comparing 

the original text file with the text file generated by the file conversion module. 

 

The data module, internal to the data management subsystem, deals with all the process-

ing on the binary data file requested by the data retrieval, data modification and file con-

version modules. The module is verified with the successful working of the data retrieval, 

data modification and file conversion modules. 

 

The interface for the CFS is tested by integrating the data management subsystem with 

the entire customizable fuzzy system. All the data management subsystem’s modules 

work as specified with the customizable fuzzy system after the integration. 

2.4 Acquiring and Converting Mapped Data 

 

The knowledgebase is built using the pre-existing answer base for play type, user pro-

vided data at specific locations and interpolated user provided data. An important feature 

is the ability to assimilate digital map data and to map both input data and CFS results. 

Figure 2.48 illustrates how the CFS utilizes digitally mapped data in the construction of a 

knowledgebase utilizing user-provided data interpolated over a geographic region. Addi-

tion of Wizard-based software for processing such data and requests is scheduled for the 

third project year. The algorithm development and associated code was completed in the 

second project year. 

Knowledge 
Base

Inference 
Engine Output

Geostatistical
Algorithm

Data Cleaning
Algorithm

Optional
Preprocessing

Commercial 
Interpolation 
Algorithms

User data 
interpolated to 

run in batch 
mode

Input 
Maps

 
Fig. 2.48. Use of map data in knowledgebase generation for the CFS. 
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Geostatistical Analysis 

 

The geostatistical algorithms—ordinary kriging and Inverse Distance Weighted (IDW)— 

were developed to interpolate the unknown values over the region based on the measured 

values at the specified locations. The IDW algorithm works by calculating the influence 

of a measured value on a grid point as a function of its distance. The kriging algorithm 

considers the spatial autocorrelation of the data by looking at the variogram, and uses 

properties of the variogram to calculate the weights. The weights, in turn, are used to cal-

culate the values at the grid points. 

 

In this tool, the IDW method is recommended when the input data consists of more than 

30 locations. The Data Cleaning module is available for preprocessing this data prior to 

interpolating. 

 

The first steps in the geostatistical algorithms are the same for either method, and in-

volves reading in the user’s values and then setting up the grid. A rectangular grid is used 

for this code, and can be set by default to be the minimum rectangle based on the user’s 

data, or can be adjusted to any desired size. This allows the user to set up one grid for the 

entire process, and repeat the gridding algorithm on various variables to come up with 

one answer base. 

 

Variables xk and yk should be in feet or meters; this makes a difference in the bin setup 

in the ordinary kriging algorithm. K total is the number of known points, zk is the meas-

ured value at the point (xk, yk) and can be any measured value in a variety of units (e.g. 

porosity, permeability, gas production, TOC). If K > 30, IDW is used, otherwise ordinary 

kriging is used. 

 

The output grid is designed with six parameters: 

xmin, xmax (the default here can be the smallest and largest xk values) 

ymin, ymax (the default here can be the smallest and largest yk values) 

xnum, ynum: number of cells in the x and y directions 
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xstep, ystep: dimensions (size) of the cell, which is calculated as follows:  

ynum
yyystep

xnum
xxxstep

minmax

minmax

−
=

−
=

 

Inverse Distance Weighted (IDW): The Inverse Distance Weighted algorithm calcu-

lates the z values at a location using the inverse distance weight measure. Figure. 2.49 

describes the algorithm that interpolates the values of z value (i,j) for the given number of 

cells in x and y direction using the inverse distance weights. The values of xk, yk and zk 

are provided in the input file. 

 

for i = 0 to xnum-1 do 

for j = 0 to ynum-1 do 

    xcoordinate(i,j) = xmin + i*xstep 

      ycoordinate(i,j) = ymin + j*ystep 

sumw = 0 

for ik = 1 to K do 

        

22 ))(),(())(),(()( ikykjieycoordiantikxkjiexcoordinatikDistK −+−=  
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)(
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ikwsumwsumw
ikDistK

ikw
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=
 

  next      

zvalue(i,j) = 0 

      for ik = 1 to K do 

         
)(*)(),(

)(1)(

ikzkikweightzvaluejizvalue
sumw

ikwikweight

+=

=
 

   next 

 next 

next 

Fig. 2.49. Algorithm: Inverse Distance Weighted (IDW). 
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Ordinary Kriging: This is a quick kriging algorithm, with a variogram calculated from a 

pre-defined set of bins and then fit with a simple estimate to get a value for sill, nugget 

and range. The sill, nugget and range values are then plugged into an exponential equa-

tion to calculate the C matrix between each pair of measured data. The matrix is then in-

verted and multiplied by the vector of covariance using distances from the gridpoint to 

the known data. This produces the weights, which are then normalized and applied as in 

the previous algorithm.  

 

1. Calculate distances between data points: 

      

for i = 1 to K do 

 for j = 1 to K do 

22 ))()(())()((),( jykiykjxkixkjiDK −+−=  

     next 

    next 

 

 2. Bin data and compute points for a variogram: 

 a. Find max of the DK(i,j) to get the upper bound for the bins  

  MaxDK = 0 

for i = 1 to K do 

for j = 1 to K do 

     if DK(i,j) > MaxDK  

      then MaxDK = DK(i,j) 

 next 

next 

  

 b. Calculate the number of bins and the binned variogram output: 

lag_ft = 5000  

binnumber = roundup(MaxDK/lag_ft) 

for m = 1 to binnumber do 
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H(m)=(lag_ft/2)+(m-1)(lag_ft) 

vardiff = 0 

for i = 1 to K do 

for j = 1 to K do 

if (m-1)(lag_ft) ≤ DK(i,j) < m(lag_ft) 

then N(m) = N(m) +1 

vardiff = (zk(i)-zk(j))2 + vardiff 

      next 

     next 

   gamma(m) = 1/(2N(m)) * vardiff  

next 

  

      c. Estimate sill, range and nugget: 

sum = 0 

            for m = 1 to binnumber do 

             sum = sum + gamma(m) 

            next     

            meangamma = sum/binnumber 

            stsum = 0 

            for m = 1 to binnumber 

             stsum = (gamma(m) – meangamma)2 + stsum 

 next 

            ssqr = stsum/(binnumber – 1) 

            stdevgamma = √(ssqr) 

            maxgamma = 0 

            for m = 1 to binnumber do 

              if gamma(m) > maxgamma 

               then maxgamma = gamma(m) 

    next 

            if maxgamma < meangamma + 2* stdevgamma 

then sill = maxgamma 
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else sill = meangamma + 2* stdevgamma 

end if 

for m = 1 to binnumber do 

 if gamma(m) ≥ 0.95* sill 

then range = H(m) 

next          

)2(
)2()3(

)2()3()2(int H
HH
gammagammagammay ∗⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−
−

−=  

if yint < 0 then nugget = 0 

else nugget = yint 

 

3.  Build matrix C (using the covariance): 

C1 = sill - nugget 

for i = 1 to K do 

for j = 1 to K do 

    if DK(i,j) ≠ 0 then C(i,j) = range
jiDK

eC
),(3

1
−

∗  

      if DK(i,j) = 0 then C(i,j) = sill 

 next 

next 

for i = 1 to K do 

    C(i,K+1) = 1 

next 

for j = 1 to K do 

    C(K+1,j) = 1 

next 

C(K+1,K+1) = 0 

 

4. Invert the matrix C using Gauss-Jordan with full pivoting by LU decomposition. 

5. Build the DCmat vector: 

for i = 0 to xnum-1 do 

    for j = 0 to ynum-1 do 
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       for m = 1 to K do 

                   DP(m) = 

22 ))(),(())(),(( mykjieycoordinatmxkjiexcoordinat −+−  

                   if DP(m) ≠ 0 then DCmat(m) = 

range
mDP

eC
)(3

1
−

∗  

                   if DP(m) = 0 then DCmat(m) = 

sill 

   next 

       DP(K+1) = 1 

 next 

next 

6. Multiply the inverse of C by D to get the weights. 

7. Calculate the normalized weights and the estimate: 

sumw = 0 

for m = 1 to K do 

sumw = w1(m) + sumw 

    next     

zvalue(i,j) = 0 

for m = 1 to K do 

)(*)(),(

)(1)(

mzkmweightzvaluejizvalue
sumw

mwmweight

+=

=  

          Next 

 

2.5 Summary and Future Work 

 

During the extension of year 2, several large software tasks were undertaken: 

• All interfaces have been changed from menu-drive into a work-flow style, which 

separates the defining functions into eight stages. Screenshots of major steps will 

be presented in a normal sequence at the end of this section.  
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1. Start - Project Manager allows users to create a new Fuzzy Expert Sys-

tem, modify a defined Fuzzy Expert System or delete an existing project. 

(Figs. 2.50 and 2.51). 

2. Characterize - Default Data Manager allows users to input, modify, up-

date and delete default data of variables (Figs 2.52–2.54 and 2.34–2.46) 

3. Variables - Variable Manager allows users to define new variables, mod-

ify existing variables and delete variables (Fig. 2.55).  

4. Fuzzy Sets - Fuzzy Sets Manager allows users to define, modify and de-

lete fuzzy sets and membership shapes of Fuzzy Variables (Figs. 2.56 and 

2.57) 

5. Interfaces - Interface Manager allows users define, modify and delete the 

interfaces of Fuzzy Expert System in the interface style of the original 

FEE tool software (Figs. 2.58–2.60) 

6. Rules - Rules Manager allows users to define, modify and delete the rules 

related to defined variables and flags (Figs. 2.61 and 2.62).  

7. Parameters - Weights Manager allows users to adjust the weight value of 

each variable for inference engine of Fuzzy Expert System  (Fig. 2.63). 

 

• Each stage is divided into a few simple steps that users can easily understand and 

follow.   “Previous” and “Next” buttons on most steps allow users to navigate to 

previous step or navigate to a later process from the current step. Each step contains 

a title, a short instruction and one/more components (Radio buttons, text fields, 

combo box, etc.) which allow users to input, view, modify data or select options, or 

data.    

 

• The entire software package has been re-implemented in JAVA 1.60 with a noted 

increase in software performance. 

 

• CFS source codes have grown to 1,545,588 bytes (1.5MB) with a  total of 51,165 

lines since the end of the first project year (1,123,492 bytes with a total of 35,992 
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lines). This corresponds to a 40% growth in software, primarily in wizards and in-

terfaces. 

 

Some software issues remain to be determined through the use of beta testers. A sum-

mary of these issues follows: 

 

• Because the number of most data items is not fixed in the CFS, it is hard to decide 

how to determine when a process can be checked as complete on the sidebar with 

regard to present project state. For example, the number of variables, rules, ques-

tions, and fuzzy sets are all variable.  We are considering a new way to display the 

state of the system to the user, or the answer may become obvious once users are 

testing the system under a broader set of circumstances.  

 

• Due to interface improvements with JAVA 1.60, which allows users to have mul-

tiple open windows or stages, some data needs to be simultaneously shared by 

more than one application. This requires real time data update (communication) 

among processes (stages) and may require that the data management software 

needs to be improved.    

 

 Generally speaking, the CFS is in a stage of development which requires beta user input 

for improving, integrating and debugging software and to accomplish the desired level of 

wizard functionality and user-friendliness.  
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Fig. 2.50. Application screen with Project Management application running. 

 
 

Fig. 2.51. Sample screen for loading an existing project. 
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Fig. 2.52. Data Management application options. 

 

Fig. 2.53. Select file screen.  
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Fig. 2.54. Browse data application. 

 

Fig. 2.55. Application screen for managing fuzzy variables. 
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Fig. 2.56. Displayed fuzzy curves for a defined variable. 
 

 
 

Fig. 2.57. Set definition screen for fuzzy variables. 
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Fig.2.58. Interface management screen.  
 

 
 

Fig. 2.59. In this application, text of questions can be entered.  
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Fig. 2.60. Sample output for entered questions.  
 

 
 

Fig. 2.61. Inference parameter setup application introduction screen. 
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Fig. 2.62. Boolean logic can be used to define inference parameters. 
 

 
 

Fig. 2.63. Defined weights of variables for a sample projects.  
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3. Geologic Data Acquisition and Analysis 
 

Introduction 

 
 During the period from January 2006 through December 2006, geologic data ac-

quisition and analysis continued and was completed on the Upper Pennsylvanian and 

Lower Permian carbonate reservoirs within the project areas in the Permian Basin of 

southeastern New Mexico (Figs. 3.1–3.3). During 2006, work on the Bough intrashelf 

project area was completed. Geologic data was acquired, mapped and analyzed on a-

second project area, the shelf-margin project area that includes the Upper Pennsylvanian 

Dagger Draw oil reservoirs.  

The second project area was added to diversify the expert system’s approach to 

prospecting for oil in carbonate stratigraphic traps. Although reservoirs in both areas are 

formed primarily by phylloid algal mounds that have seen multiple episodes of diagene-

sis, the reservoirs within the Bough intrashelf area grew on bathymetrically high paleo-

structures and the reservoirs within the shelf-margin area grew primarily as bioherms on 

a constructional shelf-margin; their geographic location does not appear to be related to 

paleostructures.  

Both of the project areas have significant production. The 58 Permo-Pennsylvanian res-

ervoirs that are at least partially present within the Bough intrashelf project area have 

produced a combined total of 329 million bbls oil (MMBO; Table 1). The 24 Upper 

Pennsylvanian reservoirs within the shelf-margin project area have produced a combined 

total of 83 million bbls oil (Table 3).  The reservoirs from the intrashelf project area are 

located within the Permo-Pennsylvanian age Bough zone. The Bough has been subdi-

vided informally by industry geologists into four widely recognized members (descend-

ing; Bough A member, Bough B member, Bough C member, Bough D member). The 

Bough zones have long been recognized as straddling the boundary between the Upper 

Pennsylvanian and the Lower Permian (see Cys, 1986) with the Bough A, B, and C 

placed within the lowermost part of the Permian by most workers and the Bough D 

placed in the uppermost part of the Pennsylvanian. The most recent work, based on inter-

national conodont zonation (see Wahlman, 2001), raises the boundary between the Per-



 - 72 -

mian and the Pennsylvanian and would apparently place the entire Bough section in the 

uppermost Pennsylvanian. The Bough reservoirs are productive from phylloid algal 

mounds and associated flanking grainstones (Cys and Mazzullo, 1985; Malek-Aslani, 

1985; Cys, 1986; Broadhead, 1999a, 1999b; Wahlman, 2001). The reservoirs from the 

shelf-margin project area are productive primarily from Canyon and Cisco strata within 

the Upper Pennsylvanian and therefore are mostly somewhat older than the reservoirs 

within the intrashelf project area. However, they are also productive from phylloid algal 

mounds and associated flanking deposits (see Cox et al., 1998) and therefore should have 

similar reservoir characteristics. 

 Our work for the first year indicated that the Bough C member (Figs. 3.1, 3.4) 

dominates production within the Bough intrashelf project area. During the first project 

year (calendar year 2005), basic geologic data pertaining to structure, paleostructure, and 

the stratigraphic environments relevant to oil and natural gas production in the intrashelf 

project area were obtained from well records and by analyzing and correlating electric 

logs from 300 wells drilled within the 1300 mi2 project area. It is estimated that approxi-

mately one-half of the geologic data required for the project were obtained during this 

first year of the project.  
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Fig. 3.1. Location of project areas in New Mexico.  
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Table 3.1. Permo-Pennsylvanian Carbonate Reservoirs Productive within the Bough In-
trashelf Project Area (See Fig. 3.5 for Locations of Reservoirs)  
 

Reservoir name Productive unit 2003 oil production 
(bbls oil) 

Cumulative oil pro-
duction 2003 (million 

bbls) 
Allison Upper Pennsylvanian 30645 23.92 
Alston Ranch Upper Pennsylvanian 0 0.14 
Anderson Ranch 
North Wolfcamp 27785 6.74 
Austin Permo Penn 101 0.06 
Austin Northwest Permo Penn 0 0.61 
Austin Southwest Wolfcamp 0 0.03 
Bagley Pennsylvanian 998 4.34 
Bagley East Upper Pennsylvanian 2195 0.25 
Bagley East Wolfcamp 0 0.02 
Bagley North Permo Penn 138830 53.40 
Bar-U Upper Pennsylvanian 25667 1.46 
Baum Upper Pennsylvanian 21159 15.30 
Baum North Wolfcamp 1221 0.03 
Baum South Wolfcamp 98 0.04 
Bluitt Wolfcamp 5577 0.58 
Bough Permo Penn 0 6.33 
Bronco Southwest Wolfcamp 11203 0.24 
Caprock North Wolfcamp 1775 0.09 
Caprock Wolfcamp 0 0.00 
Caprock East Wolfcamp 5213 0.43 
Caudill Permo Upper Penn 9198 2.01 
Caudill Northeast Wolfcamp 0 0.32 
Cerca Upper Pennsylvanian 0 1.98 
Cindy Wolfcamp 0 0.02 
Crossroads Upper Pennsylvanian 0 2.17 
Denton Wolfcamp 219118 42.44 
Denton East Wolfcamp 0 0.02 
Echols Wolfcamp 0 0.01 
Eight Mile Draw Permo Upper Penn 0 0.09 
Flying M South Bough 0 1.21 
Flying M Pennsylvanian 4498 0.07 
Feather East Upper Pennsylvanian 1390 0.06 
Four lakes Upper Pennsylvanian 8520 2.77 
Gladiola Wolfcamp 13565 4.19 
Gladiola South Wolfcamp 1284 0.17 
High Plains Permo Upper Penn 7988 1.06 
Hightower East Upper Pennsylvanian 7824 1.08 
Hightower Permo Penn 4109 0.71 
Hightower Wolfcamp 0 0.00 
Inbe Permo Upper Penn 8730 16.47 
Jenkins Cisco 0 2.10 
King Wolfcamp 57482 1.50 
King Pennsylvanian 0 0.09 
King West Pennsylvanian 0 0.01 
Lane Wolfcamp 0 1.03 
Llano Upper Pennsylvanian 0 0.00 
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Reservoir name Productive unit 2003 oil production 
(bbls oil) 

Cumulative oil pro-
duction 2003 (million 

bbls) 
McDonald Upper Pennsylvanian 2091 0.16 
Mescalero North Upper Pennsylvanian  0.00 
Mescalero North Cisco 50446 0.61 
Mescalero Permo-Pennsylvanian 2115 0.97 
Mescalero West Pennsylvanian 0 0.00 
Mescalero Northeast Cisco 657 0.02 
Mescalero North Wolfcamp 0 0.06 
Milnesand Pennsylvanian 0 1.00 
Milnesand East Pennsylvanian 0 0.00 
Milnesand West Pennsylvanian 21799 0.36 
Moore Permo Penn 270 0.23 
Morton Wolfcamp 6784 2.63 
Morton East Wolfcamp 16858 1.84 
Morton North Permo Upper Penn 0 0.86 
Nonombre Upper Pennsylvanian 0 1.08 
Nonombre North Upper Pennsylvanian 613 0.04 
Pollock Wolfcamp 0 0.23 
Prairie South Cisco 0 2.91 
Prairie South Wolfcamp 0 0.04 
Ranger Lake Upper Pennsylvanian 7396 5.11 
Ranger Lake Bough 2583 0.27 
Ranger Lake East Cisco 0 0.00 
Saunders Permo-Upper Penn 71081 39.20 
Saunders East Permo Penn 4932 2.73 
Saunders South Permo Upper Penn 2115 0.29 
SRR Upper Pennsylvanian 0 0.04 
Tatum Upper Pennsylvanian  0.20 
Tatum Wolfcamp 0 0.68 
Tobac Upper Pennsylvanian 11501 9.27 
Todd Wolfcamp 24599 1.19 
Tres Papalotes Upper Pennsylvanian 43773 2.11 
Tres Papalotes West Upper Pennsylvanian 0 1.24 
Tulk Pennsylvanian 12624 1.85 
Tulk Wolfcamp 16957 2.48 
Tulk North Wolfcamp 0 0.02 
Tulk Southwest Wolfcamp 2957 0.05 
Vada Upper Pennsylvanian 34252 53.43 
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Fig. 3.2. Location of project areas in southeastern New Mexico in relationship to bounda-
ries of the Permo-Pennsylvanian carbonate reservoir oil play and major tectonic elements. 
Shown in gray are oil reservoirs that have produced more than 1 million bbls oil from 
Upper Pennsylvanian and Lower Permian carbonate reservoirs. Modified from Broad-
head and others (2004). 
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Fig. 3.3. Stratigraphic chart of the Northwest Shelf of the Permian Basin emphasizing the 
productive Bough carbonate reservoirs. The Bough C member (highlighted in yellow) is 
the major productive Bough member within the intrashelf project area. Canyon strata 
contain the major productive reservoirs within the shelf-margin project area with secon-
dary production provided by reservoirs in Cisco strata. 
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Fig. 3.4. Typical well log through the Bough members within the Bough intrashelf pro-
ject area. From Broadhead (1999a). 
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During the second project year (calendar year 2006), additional stratigraphic data 

were acquired for the intrashelf project area as well as detailed production data for indi-

vidual wells. Additionally, a small amount of petrographic data from reservoir cores were 

acquired so that relationships of diagenetic reservoir development to paleostructure could 

be discerned. 

During the second project year (calendar year 2006) geologic data pertaining to 

structure, paleostructure, and the stratigraphic environments relevant to oil and natural 

gas production in the shelf-margin project area were obtained from well records and by 

analyzing and correlating electric and radioactivity logs from 312 wells within the 720 

mi2 region. Although additional data acquisition and analysis would no doubt result in 

improved operation of the expert system in reservoir types of the shelf-margin project 

area, termination of the project at the end of 2006 necessitated an early finish to the pro-

ject and therefore a premature end to data acquisition and analysis. Further discussion on 

data acquisition, mapping and analysis is subdivided below into sub-discussions on the 

Bough intrashelf area and the Dagger Draw shelf-margin area. 

 

Bough Intrashelf Project Area 

 

Project Tasks – Geologic Data and Acquisition 
 Geologic data, production data, and well data for the work performed in the 

Bough intrashelf project area may be found in the following attached databases: 

1. Bough greater area.xls: contains well data and geologic data for the 300 

wells used to map and analyze the entire project area (Fig. 3.5) 

2. Bough detailed area.xls: contains well data, geologic data and production 

data for the portion of the project area selected for more detailed and com-

prehensive work. 

 

The following tasks were enjoined during the second project year: 
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1. Compiled cumulative production data on Bough (Permo-Pennsylvanian) carbon-

ate reservoirs within the project area and mapped the data.  

2. Stratigraphic data acquisition in wells: Refined correlations of productive Bough 

carbonate zones in 224 wells within the detailed part of the project area. 

3. Stratigraphic data mapping and analysis: Made final isopach maps of productive 

Bough carbonate reservoir zones in the detailed part of the project area and re-

lated production to the isopach maps. 

4. Structural data mapping and analysis: Constructed structure contour maps of the 

upper surface of the Bough A, Bough B, Bough C, and Bough D zones within the 

project area and related structure to production from Bough carbonate reservoirs. 

5. Paleostructural mapping and analysis: During the first project year, structural 

data on multiple formations were used to create a paleostructure map of positive 

tectonic elements that were formed concurrently with deposition of Bough reser-

voirs. Positive paleostructural elements were related to production from Permo-

Pennsylvanian carbonate reservoirs. Additional, significant data analysis was per-

formed during 2006. 

6. Reservoir analysis: Described and analyzed cores and thin sections of cores from 

productive and non-productive reservoir strata in the Bough zones in order to de-

termine factors that control porosity development and to better relate reservoir lo-

cations to paleostructures within the project area. 

 

Each of these tasks is discussed more fully below and maps produced as a result of tasks 

are presented. 

 

1. Compiled production and stratigraphic data on Bough (Permo-Pennsylvanian) 

carbonate reservoirs within the project area. Reservoir-wide cumulative and an-

nual oil production data and stratigraphic data were compiled for the 83 desig-

nated oil and gas reservoirs that produce from Permo-Penn carbonate reservoirs 

within the boundaries of the project area (Fig. 3.5; Table 3.1). Because New Mex-

ico cumulative production figures are not always accurate after the year 1993, the 

annual production data after 1993 were added to the cumulative total for  reser-
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voirs that are either wholly or partially present within the Bough intrashelf project 

area. Details of the problems with published post-1993 cumulative production 

data are given in Broadhead et al. (2004) and Dutton et al. (2005). A database was 

also produced for 224 wells within a more detailed subsection of the project area 

(Figs. 3.6, 3.7) that includes cumulative oil, gas and water production data for 

each well (again calculated by adding annual production data for years after 1993 

to the published 1993 cumulative numbers), depth of perforated productive reser-

voirs, a summary of pertinent completion information for nonproductive wells, 

which Bough zone is productive in the well, and geologic data obtained from the 

correlations. Contour maps of cumulative oil production per well were prepared 

for the entire Bough formation (Fig. 3.8) and for the Bough C member (Fig. 3.9), 

which is the most productive Bough member (Table 3.2). 

 
Fig. 3.5. Reservoirs productive from Upper Pennsylvanian and Lower Permian carbon-
ates in the Bough intrashelf project area. 
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Fig. 3.6. Location of the area selected for more detailed analysis of the Bough formation. 
The detailed work in this area was undertaken by graduate student Jake Sharp. 
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Fig. 3.7. Location of wells used for geologic and production analysis in the detailed pro-
ject area. 
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Fig. 3.8. Contour map of cumulative oil production from wells productive from the 
Bough A, Bough B, Bough C, and Bough D zones in the detailed project area.  
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Fig. 3.9. Contour map of cumulative oil production from wells productive from the 
Bough C zone in the detailed project area. 
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Table 3.2. Cumulative Oil, Gas and Water Production Data for the 241 Wells Analyzed 
in the Detailed Study Area* 

 

* includes cumulative production and percent of total production obtained from the Bough 
A, Bough B, Bough C and Bough D zones. Cumulative production totals are only applica-
ble to the 241 wells (71 of which were productive from the Bough), but percentages of 
production from each of the Bough members are thought to be representative for all Bough 
reservoirs in the project area. 
 
2. Stratigraphic data acquisition in wells: Productive Bough carbonate zones were 

correlated in 224 wells throughout a subsection of the project area. Where pene-

trated by wells, the tops of the Bough A, Bough B, Bough C and Bough D mem-

bers (Fig. 3.4) were correlated with gamma ray, resistivity, and other borehole 

logs. Inasmuch as the traps that form oil reservoirs in Bough strata are largely 

stratigraphic (see Broadhead, 1999a, b; Cys, 1986; Cys and Mazzullo, 1985; 

Malek-Aslani, 1985; Wahlman, 2001), the acquisition of reliable, consistent, and 

accurate stratigraphic data is essential to the geologic analysis of reservoirs and 

traps. In order to ensure adequate, consistent and correct correlations, 14 reference 

cross sections had been produced throughout the project area utilizing 126 wells 

during the first (2005) project year (Fig. 3.10).  The wells were rigorously corre-

lated into closed loops so as to eliminate correlation inconsistencies and errors; 

these correlations were reevaluated and revised where necessary in 2006 and ad-

ditional wells were correlated to obtain as even a density of data as existing (e.g. 

already drilled) wells allow. The latitude and longitude of the well locations were 

calculated using a digital land grid and Geographix software (Geographix is a 

registered trademark of Landmark Graphics, Inc.) that uses the digital land grid to 

 

Bough 
A 

Bough 
A + B 

Bough 
B 

Bough 
B + C 

Bough 
C 

Bough 
C + D 

Bough 
D 

Bough 
A + B + 
C + D 

Totals 

Cumulative 
oil, bbls 554323 340623 419428 719475 4032341 2439081 1282871 169222 9957364 

% oil 5.57% 3.42% 4.21% 7.23% 40.50% 24.50% 12.88% 1.70% 100.00% 
          
Cumulative 
gas, MCF 1637370 391337 896582 3692646 6850480 3165094 4942738 165689 21741936 

% gas 7.53% 1.80% 4.12% 16.98% 31.51% 14.56% 22.73% 0.76% 100.00% 
          
Cumulative 
water, bbls 704903 865800 394348 1474241 6924880 2523138 1984326 170960 15042596 

% water 4.69% 5.76% 2.62% 9.80% 46.04% 16.77% 13.19% 1.14% 100.00% 
          
Number of 
wells 5 4 5 4 30 8 14 1 71 
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convert surveyed footage measurements of wells from section boundaries into 

latitude and longitude. Well names, locations and depths to the tops of the Bough 

A, Bough B, Bough C and Bough D members were entered into an Excel data-

base. Maps made with data from the additional wells will reveal variations in 

stratigraphy that may be related to the localization of hydrocarbon traps. In total, 

the tops of the Bough A, Bough B, Bough C and Bough D were correlated in 224 

wells. 

 
Fig. 3.10. Locations of cross sections and wells utilized in constructing the cross sections 
in the detailed study area. 
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3. Stratigraphic data mapping and analysis: Digital isopach maps were made of the 

Bough A, Bough B and Bough C members using all wells within the area of de-

tailed investigation (Figs. 3.11–3.13). These maps were produced using Surfer 8, 

a modern and sophisticated contouring program (Surfer 8 is a registered trade-

mark of Golden Software, Inc.). Data were gridded with a kriging method. The 

boundaries of oil pools productive from the Permo-Penn carbonate reservoirs 

were superimposed upon the isopach maps (Figs. 3.14–3.16). Additional isopach 

maps were prepared that indicate which of the 224 wells have been productive 

from the mapped Bough member (Figs. 3.17–3.19). 

 

 
Fig. 3.11. Isopach map of the Bough A member, detailed project area. Contours in feet. 
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Fig. 3.12. Isopach map of the Bough B member, detailed project area. Contours in feet. 
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Fig. 3.13. Isopach map of the Bough C member, detailed project area. Contours in feet. 
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Fig. 3.14. Isopach map of the Bough A member, detailed project area with boundaries of 
reservoirs productive from Upper Pennsylvanian and Lower Permian strata superim-
posed. Contours in feet. 
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Fig. 3.15. Isopach map of the Bough B member, detailed project area with boundaries of 
reservoirs productive from Upper Pennsylvanian and Lower Permian strata superim-
posed. Contours in feet. 
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Fig. 3.16. Isopach map of the Bough C member, detailed project area with boundaries of 
reservoirs productive from Upper Pennsylvanian and Lower Permian strata superim-
posed. Contours in feet. 
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Fig. 3.17. Isopach map of Bough A member. Dots indicate wells used to construct the 
map. Red symbols indicate wells productive from the Bough A; black symbols indicate 
wells that are not productive from the Bough A. Contours in feet. 
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Fig. 3.18. Isopach map of Bough B member. Dots indicate wells used to construct the 
map. Red symbols indicate wells productive from the Bough B; black symbols indicate 
wells that are not productive from the Bough B. Contours in feet. 
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Fig. 3.19. Isopach map of Bough C member. Dots indicate wells used to construct the 
map. Red symbols indicate wells productive from the Bough C; black symbols indicate 
wells that are not productive from the Bough C. Contours in feet. 
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4. Structural data mapping and analysis: Digital structure contour maps were pre-

pared with Surfer 8 for the upper surfaces of the Bough A, B, C and D members 

in the area selected for more detailed investigation (Fig. 3.6). Structure maps of 

the Abo Formation (Fig. 3.20) and the Mississippian System (Fig. 3.21) had been 

prepared during the first project year (2005). The boundaries of oil pools produc-

tive from the Permo-Pennsylvanian carbonate reservoirs were superimposed upon 

the structure maps (Figs. 3.22–3.23). Additional structure maps of the Bough A, B 

and C members were prepared that indicate which of the 224 wells have been 

productive from the mapped Bough member (Figs. 3.24–3.26). No exact correla-

tions between the Abo structure map and the locations of oil reservoirs are appar-

ent. However, there is a general correlation between the locations of oil reservoirs 

and closed contours delimiting positive areas on the Mississippian structure map. 
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Fig. 3.20. Structure contours on top of Abo Formation (Lower Permian), Bough intrashelf 
project area. 
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Fig. 3.21. Structure contours on top of the Mississippian System, Bough intrashelf project 
area. 
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Fig. 3.22. Structure contours on top of Abo Formation (Lower Permian), Bough intrashelf 
project area with boundaries of reservoirs productive from Upper Pennsylvanian and 
Lower Permian strata superimposed. Contours in feet. Datum = sea level. 
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Fig. 3.23. Structure contours on top of the Mississippian System, Bough intrashelf project 
area with boundaries of reservoirs productive from Upper Pennsylvanian and Lower 
Permian strata superimposed. Contours in feet. Datum = sea level. 
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Fig. 3.24. Structure contour map of Bough A member. Dots indicate wells used to con-
struct the map. Red symbols indicate wells productive from the Bough A; black symbols 
indicate wells that are not productive from the Bough A. Contours in feet. Datum = sea 
level. 
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Fig. 3.25. Structure contour map of Bough B member. Dots indicate wells used to con-
struct the map. Red symbols indicate wells productive from the Bough B; black symbols 
indicate wells that are not productive from the Bough B. Contours in feet. Datum = sea 
level. 
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Fig. 3.26. Structure contour map of Bough C member. Dots indicate wells used to con-
struct the map. Red symbols indicate wells productive from the Bough C; black symbols 
indicate wells that are not productive from the Bough C. Contours in feet. Datum = sea 
level. 
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5. Paleostructural mapping and analysis: This task was mostly completed during 

2005 but some additional maps were produced during 2006 from data produced 

during 2005. The Pennsylvanian and Early Permian were times of active tecton-

ism and structural deformation in New Mexico (e.g. Broadhead, 2001a-c; Kues 

and Giles, 2004). During this period of tectonism, numerous structures that to-

gether formed the Ancestral Rocky Mountains arose out of the Late Paleozoic 

seas that covered New Mexico and surrounding areas forming upthrown fault 

blocks and anticlines that were either emergent islands (if they rose to a sufficient 

elevation) or bathymetrically high spots on the sea floor. Growth of algal mounds 

and associated strata that form oil reservoirs in Permo-Pennsylvanian strata is 

thought to be controlled primarily by location on the tops and flanks of structures 

that were rising during the deposition of the algal mound reservoirs (Malek-

Aslani, 1985; Cys and Mazzullo, 1985; Cys, 1986; Wahlman, 2001). Therefore, 

the mapping and analysis of paleostructures of Pennsylvanian and Early Permian 

age should be a primary factor in the analysis and prediction of the trends and lo-

cations of oil reservoirs in Permo-Pennsylvanian strata.  

  Timing of the formation of structures and therefore the location of paleo-

structures is reflected in the thinning of strata deposited during the time period 

during which the structure was formed. For Ancestral Rocky Mountain paleo-

structures, this is apparent in the thinning of Pennsylvanian through Lower Per-

mian strata over positive paleostructural elements and the thickening of Pennsyl-

vanian and Lower Permian strata over negative paleostructural elements (Fig. 

3.27). Therefore, an isopach map of the interval between the top of the Abo For-

mation (see Fig. 3.22) and the top of the Mississippian System (see Fig. 3.21) will 

reveal positive paleostructural elements as enclosed thin areas and negative paleo-

structural elements as thick areas.  

An isopach map of the interval between the top of the Abo Formation 

(Lower Permian) and the top of the Mississippian System was prepared with 

Surfer 8 using the structural data previously acquired (Fig. 3.28). Thin areas de-

note positive paleostructural elements. Based upon the isopach maps, the axes 
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and directions of plunge of positive paleostructural elements were interpreted and 

mapped (Fig. 3.29).  The Abo-Mississippian isopach map was overlain on a wire-

frame image (see Fig. 3.30) of Mississippian structure (Fig. 3.31). The resulting 

map clearly shows an excellent correlation between Mississippian structure and 

the thickness of the interval between the top of the Abo and the top of Mississip-

pian, indicating major structural movement between the end of Mississippian 

time and the end of Abo time; where at appropriate relation to sea level, the phyl-

loid algal mounds grew on top of the emerging structures. The Abo-Mississippian 

isopach map was then overlain on the locations of oil reservoirs that produce 

from Permo-Penn carbonate strata (Fig. 3.32). As predicted, most, but not all, ar-

eas characterized by Permo-Pennsylvanian production coincide with thin areas on 

the Abo-Mississippian isopach map. Inasmuch as the thin areas represent positive 

paleostructural elements, it appears that the Abo-Mississippian isopach map, 

which acts as a proxy for an Ancestral Rocky Mountains paleostructure map, 

should be a key ingredient for the FEE tool when it comes to predicting the trends 

and locations of oil reservoirs formed by carbonate stratigraphic traps. 

 The correlation between paleostructure and the locations of oil reservoirs 

in Permo-Penn strata is not absolute. Examination of Fig. 3.32 reveals indicated 

paleostructures that have been proven by drilling to be barren of production. 

Conversely, there are some productive areas that are not associated firmly with 

paleostructures. It is believed several factors, principally paleo-water depth over 

the structures, may be responsible for some structures being barren of production. 

If the paleostructure caused the bottom of the sea floor to rise up too high then 

water may have been too shallow to sustain significant algal mound growth in the 

area above the structure; however, in this case, water may have been sufficiently 

deep over the flanks of the structure to sustain algal mound growth. If the area 

over the structure was emergent, then it would have been subject to erosion rather 

than deposition. On the other hand if water depth was too great, conditions such 

as nutrient and oxygen supply and the amount of sunlight reaching bottom waters 

would have been incorrect for the growth of algal mounds and associated reser-

voirs. 
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Fig. 3.27. Reflection seismic line across a Permo-Pennsylvanian phylloid algal mound, 
showing thinning of Upper Pennsylvanian and Lower Permian strata over a paleostruc-
ture. From Cys (1986). 
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Fig. 3.28. Isopach map of the stratigraphic interval between the top of the Abo Formation 
(Lower Permian) and the top of the Mississippian System, Bough intrashelf project area. 
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Fig. 3.29. Location of Late Pennsylvanian paleostructural positive elements as deter-
mined from the Abo-Mississippian isopach map. 
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Fig. 3.30. Abo-Mississippian isopach map superimposed on a wireframe relief map of 
Mississippian structure, Bough intrashelf project area. 
 

 
 
 
Fig. 3.31. Wireframe relief map of Mississippian structure, Bough intrashelf project area. 
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Fig. 3.32. Isopach map of the Abo-Mississippian interval, Bough intrashelf project area 
with boundaries of reservoirs productive from Upper Pennsylvanian and Lower Permian 
strata superimposed. 
 
 

 
 

6. Reservoir analysis: Petrographic analysis of thin sections and acetate peels from 

two cores in the project area (see Fig. 3.33 for core locations) indicate three petro-

facies are present in the Bough: a biomicrite facies, a biosparite facies, and a 

dolomitized facies.  
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Fig. 3.33. Wells used in mapping and analyzing the detailed study area within the Bough 
intrashelf project area. Wells with cores are shown as larger symbols. 

 

 

The biomicrite facies (Fig. 3.34) is the main reservoir facies and consists of phyl-

loid algae, echinoderms, brachiopods, fusulinids, bivalves and bryozoans in a micrite ma-

trix. According to the Dunham classification of carbonate rocks, most of the specimens 

obtained from the biomicrite facies are wackestones; a lesser number of samples are 

packstones. Porosity is formed mostly by the dissolution of the more mineralogically un-

stable fossils, especially phylloid algae. Pores are dominantly moldic with a subsidiary 

amount of solution-enlarged vugs as well as a small amount of fracture and channel po-

rosity. This secondary porosity is preserved where it has not been infilled with sparry cal-

cite cement. 
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Fig. 3.34. Photomicrograph of biomicrite facies, transmitted light. Darker areas are mic-
rite and lighter areas are calcite cement. Slide is vertically bisected by recrystallized phyl-
loid algal blade with preserved wall structure. Field of view is 1.8 mm. From Sharp 
(2006). 

 

The biosparite facies (Fig. 3.35) consists of phylloid algae, echinoderms, brachio-

pods, fusulinids, bivalves and bryozoans, but no micrite matrix. The bioclasts float in a 

sparry matrix. Although some porosity is present within this petrofacies, it is generally 

much lower than in the biomicrite facies because of occlusion by calcite spar. Porosity, 

where present, is dominantly moldic. Porosity within this facies attains a maximum value 

of approximately 30%. 
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Fig. 3.35. Photomicrograph of biosparite facies, transmitted light. Darker areas are mic-
rite and lighter areas are sparry calcite cement. Recrystallized phylloid algal blade is in 
center of slide. Field of view is 0.9 mm. From Sharp (2006). 
 

 

The dolomitized facies (Fig. 3.36) is not as common as either the biomicrite facies 

or the biosparite facies. The dolomitization in this facies has obliterated depositional tex-

tures. It consists mostly of microcrystalline planar-e dolomite matrix; minor spherical 

crystals of dolomite are contained in the matrix. It is thought that these larger spheres nay 

be either relict ooids or burrows. Some microcrystalline calcite is present within samples 

from this facies. Porosity within this facies is intercrystalline and has a maximum value 

of approximately 20%.   
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Fig. 3.36. Photomicrograph of dolomitized facies, transmitted light. Lighter areas are 
subhedral dolomite crystals and darker areas are crystal faces. The blue areas are inter-
crystalline pores filled with blue epoxy. Field of view is 0.9 mm. From Sharp (2006). 
 

 

Porosity within the Bough carbonate reservoirs is secondary. The main porosity 

type present is moldic, although solution-enlarged vugs, channel and fracture porosity are 

also present. Reservoir development is diagenetic and is related to dissolution of primary 

components. In some cases, a relatively late-stage cement has acted to occlude this sec-

ondary porosity.   
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Dagger Draw North Shelf-Margin Project Area  
 
Introduction 

 Geologic investigation into a second project area was initiated during 2006. This 

area, referred to as the shelf-margin project area (Fig. 3.2), is located at the margin of the 

Late Pennsylvanian shelf where Upper Pennsylvanian phylloid algal mound reservoirs 

similar to those described above in the Bough area are prolifically productive of oil and 

associated natural gas. However, this project area was chosen because there are distinct 

differences between it and the Bough area. In the Bough area, the phylloid algal mound 

complexes grew on Late Pennsylvanian paleostructures present on the Northwest Shelf of 

the Permian Basin. In the shelf-margin project area, however, the phylloid algal mound 

complexes that form the oil reservoirs grew on a constructional shelf margin that sepa-

rated the Northwest Shelf (on the northwest) from the deep Delaware Basin (to the south-

east; see Cox et al., 1998; Speer, 1993). As will be discussed below, the difference in de-

positional setting of the phylloid algal mounds in each project area (growth on top of 

existing paleostructures in the Bough area vs. constructional shelf-margin buildup in the 

shelf-edge Dagger Draw area) mandates that different geological procedures and thought 

processes need to be used for exploration in each of the two types of areas, despite the 

similar biologic and genetic origins for the phylloid algal mound reservoirs in each area. 

Whereas it is relatively straightforward to map paleostructures in the Bough area, a lack 

of correlatable marker beds at the Abo level and perhaps a lack of paleostructures indi-

cate that paleostructures cannot be mapped in the shelf-margin area. Instead, geologic 

procedures used to identify paleobathymetric relief, rather than paleostructural relief, 

must be employed to identify and delineate productive fairways, 

During the 2006 project year, work began and was completed on collecting data, 

correlating relevant stratigraphic units, identifying productive trends, and producing ap-

propriate computer-generated maps. As with the Bough intrashelf area, geologic contour 

maps were produced with Surfer 8 (a product of Golden Software, Inc.). Geologic and 

well data obtained during the 2006 project year are presented in the attached Excel 

spreadsheet shelf margin area.xls. 
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Fig. 3.37. Oil and gas reservoirs that are productive principally from Upper Pennsylva-
nian strata within the shelf-margin project area. See Table 3.3 for reservoir data. 

 
 Twenty-four oil and gas reservoirs are productive from Upper Pennsylvanian 

strata within the shelf-margin project area (Fig. 3.37, Table 3.3). These reservoirs had 

produced, cumulatively, 83 million bbls oil and 492 billion ft3 gas at the end of 2003. 

During 2003, production from the 24 reservoirs was 667 thousand bbls oil and 12 billion 

ft3 natural gas. The largest reservoirs are Dagger Draw North and Dagger Draw South, 

which have produced a combined cumulative of 78.5 million bbls oil, or 95% of the cu-

mulative production for all 24 reservoirs. Dagger Draw North and Dagger Draw South 

have also produced a combined cumulative of 389 billion ft3 gas, or 79% of the cumula-

tive production for all 24 reservoirs. The 24 reservoirs contained a combined total of 504 

oil and gas wells during 2003. Depth to production ranges from 6150 ft at Antelope Sink 

to 10020 ft at Angel Draw and Saladar.  
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Table 3.3 Permo-Pennsylvanian Carbonate Reservoirs Productive within the Shelf Mar-
gin Project Area (See Fig. 3.37 for Locations of Reservoirs) 
 

Reservoir name Productive 
stratigraphic unit 

Annual oil 
production 

2003 
(thousand bbls) 

Cumulative oil 
production 

2003 
(million bbls) 

Angel Draw (Upper 
Pennsylvanian) 5 0.005 

Antelope Sink (Upper 
Pennsylvanian) 0.5 0.024 

Atoka West (Upper 
Pennsylvanian) 0.4 0.006 

Avalon (Upper 
Pennsylvanian) 0.1 0.015 

Boyd (Cisco) 0 0.001 

Cass Ranch (Upper 
Pennsylvanian) 0 0 

Dagger Draw North (Upper 
Pennsylvanian) 476 53.8 

Dagger Draw South (Upper 
Pennsylvanian) 124 24.7 

Eagle Creek (Permo-
Pennsylvanian) 3 0.1 

Illinois Camp (Cisco) 0 0.0005 
Logan Draw (Cisco-Canyon) 0.01 0.03 

McMillan (Cisco) 0 0 

McMillan (Upper 
Pennsylvanian) 1 0.425 

Palmillo (Cisco) 0 0.001 

Palmillo (Upper 
Pennsylvanian) 0 0.03 

Penasco Draw (Upper 
Pennsylvanian) 10 0.5 

Penasco Draw (Permo-
Pennsylvanian) 1 0.04 

Penasco Draw East (Upper 
Pennsylvanian) 9 0.03 

Red Lake East (Upper 
Pennsylvanian) 0 0.14816 

Red Tank Draw (Permo-
Pennsylvanian) 0.03 0.0002 

Rio Penasco 
Northeast 

(Upper 
Pennsylvanian) 0 0 

Saladar (Upper 
Pennsylvanian) 0 0.001 

Springs (Upper 
Pennsylvanian) 3 0.7 

Travis (Upper 
Pennsylvanian) 34 2.1 
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The importance of the reservoirs within the Dagger Draw area cannot be over-

stated from either a production standpoint or from an exploration standpoint. The Dagger 

Draw reservoirs were discovered in 1964, but remained sparsely drilled and underdevel-

oped until 1990 as the reservoir and trapping mechanism were incompletely understood. 

In the late 1980’s, however, additional exploration and development revealed that this 

seemingly small oil field was substantially larger than had originally been thought. As 

exploration and development revealed the true nature of the reservoir and trap, produc-

tion from the field increased from a few thousand bbls oil per year to almost 10 million 

bbls oil per year (Fig. 3.38; Broadhead, 1999a). This phase of redevelopment led to ex-

ploitation of the full reservoir (Fig. 3.39) and what had been viewed as a small and rela-

tively insignificant oil field became a major productive area that contributed slightly 

more than 13% of all oil production in New Mexico during 1996. 

 Reservoirs are mostly productive from Canyon strata, although some are produc-

tive from the Cisco (see Fig. 3.3). In Table 3, most reservoirs identified as being produc-

tive from the Upper Pennsylvanian have the Canyon as the primary productive interval. 

Reservoirs identified as Permo-Pennsylvanian are productive from uppermost Pennsylva-

nian strata and in some cases lowermost Permian strata as well. As discussed above, res-

ervoirs are productive from complexes of phylloid algal mud mounds. The primary reser-

voirs in the project area, Dagger Draw North and Dagger Draw South, are formed by 

complexes of phylloid algal mounds that were located on the Late Pennsylvanian shelf 

margin (Fig. 3.40). The reservoirs strata have been dolomitized. Porosity is vugular 

(Speer, 1993; Cox et al., 1998). Updip seals are formed by impervious back-reef lime-

stones (Fig. 3.41). Dark basinal shales that are adjacent to and interfinger with the dolos-

tone reservoirs on the east (basinward) side are the apparent source rocks.  

Exploration methodology for the Dagger Draw and Bough areas will differ be-

cause of the contrasting geologic setting of the phylloid algal mound reservoirs in each 

area. In the Bough area, the phylloid algal mounds grew on emerging Pennsylvanian-age 

structures on the interior of a shallow-marine shelf. The emerging structures localized 

growth of the phylloid algal mounds. Therefore, Bough reservoirs are directly related to 

paleostructures and off-structure areas generally are barren of reservoirs, as described 
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previously. Mapping of paleostructures will therefore be of primary importance in explo-

ration.  

In the Dagger Draw shelf-margin area, however, growth of phylloid algal mounds 

was primarily localized by paleobathymetric position on the shelf edge, which was con-

structional rather than structural in origin. Therefore, paleostructure mapping will not be 

helpful in the location of (exploring for) reservoirs, and other geologic techniques need to 

be employed.  

 
 

 
 
Fig. 3.38. Production history curve of the Dagger Draw reservoirs, showing periods of 
discovery and initial development of a seemingly small reservoir, and final full redevel-
opment that revealed the true size of this very large oil reservoir. After Broadhead 
(1999a). 
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Fig. 3.39. Structure contour map on top of productive dolostone shelf-margin carbonate 
buildup facies, Dagger Draw and Dagger Draw South reservoirs indicating wells drilled 
during phases of (1) discovery and initial development, and (2) redevelopment. Structure 
contours from Reddy (1995). 
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Fig. 3.40. Depositional model of shelf-margin phylloid algal mounds and intramound fa-
cies at shelf margin, Dagger Draw reservoirs. From Cox et al. (1998). 
 

 
 

Fig. 3.41. West-east structural cross section though Upper Pennsylvanian strata in Dagger 
Draw South reservoir showing morphology of dolomitized shelf-margin reservoir facies, 
impermeable backreef limestones, and basinal shales. From Speer (1993). 



 - 123 -

Data Acquisition and Mapping 

 

 During 2006, 312 wells were mapped and correlated within the shelf margin pro-

ject area (Fig. 3.42). Because the area straddles the boundary between the shallow 

Northwest Shelf and the deep Delaware Basin, few stratigraphic units are directly corre-

latable from shelf to basin.  On the shelf (Fig. 3.43), the shelfal Abo carbonates directly 

overlie the Wolfcamp carbonates whereas in the basin (Fig. 3.44), the basinal Bone 

Spring Formation directly overlies the Wolfcamp section. Within the Dagger Draw reser-

voir along the shelf margin, the well logs reflect yet a different lithologic facies of the 

shelf-edge phylloid algal mound complexes (Fig. 3.45). Therefore, unlike in the Bough 

area, the Abo, which is not present in the basin, cannot be mapped across the entire pro-

ject area and is therefore of limited use for either structure mapping or for stratigraphic 

mapping. Even the top of the Cisco Series and the Canyon Series cannot be reliably cor-

related across the entire project area (although they can be correlated reliably within the 

Dagger Draw North and Dagger Draw South reservoirs, see Reddy, 1995) and different 

operators make grossly different picks for the tops of these units. One lithologic unit that 

can apparently be correlated across the entire project area is a prominent shale (called the 

upper Wolfcamp shale in this report) in the upper part of the Wolfcamp. This unit, along 

with the top of the Mississippian Series, was correlated in all 312 wells.  

 A structure contour map on top of the Mississippian (Fig. 3.46) reveals no dis-

crete break between the Northwest Shelf and the Delaware Basin. Instead, the transition 

from the shelf to the basin is marked by a uniform slope at the Mississippian level. Only 

perhaps a few subtle local structures are superimposed on the regional southeast slope.  

 A structure contour map on top of the upper Wolfcamp shale (Fig. 3.47) indicates 

a sharp break between the Northwest Shelf and the Delaware Basin at the Wolfcamp 

level. Because this transition from shelf to basin is evident at the upper Wolfcamp shale 

level but not at the deeper Mississippian level, it was concluded that the relief indicated 

on the upper Wolfcamp shale structure map (Fig. 3.47) is constructional rather than struc-

tural in origin. Furthermore, an isopach map of the stratigraphic interval between the top 

of the upper Wolfcamp shale and the top of the Mississippian (Fig. 3.48) does not reveal 

a thinning over the shelf margin as the Abo-Mississippian isopach map revealed a thin-
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ning over paleostructures in the Bough area, but instead reveals a thickening at the shelf 

margin. This map apparently reflects drape of the Wolfcamp shale over the thickened 

Upper Pennsylvanian shelf-margin carbonate complex that grew at the constructional 

shelf edge. As such, this isopach map, as well as the structure map of the upper Wolf-

camp shale (Fig. 3.47) reveals the location of principal areas of growth of the Upper 

Pennsylvanian phylloid algal mounds at the shelf margin.  

 
 
 

 
Fig. 3.42. Locations of wells analyzed for this project in the shelf-margin project area and 
locations of type logs for the shelf area, basin area and Dagger Draw North reservoir 
(Figs. 3.43–3.45).  
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Fig. 3.43. Type log through Upper Pennsylvanian shelf facies. See Fig. 3.42 for location. 
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Fig. 3.44. Type log through Upper Pennsylvanian basinal facies. See Fig. 3.42 for loca-
tion. 
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Fig. 3.45. Type log through Upper Pennsylvanian shelf-margin facies, Dagger Draw 
North reservoir, indicating productive zone. See Fig. 3.42 for location. 
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Fig. 3.46. Structure contours on top of Mississippian strata, shelf-margin project area. 
Contours in feet. Datum = sea level. 
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Fig. 3.47. Structure contours on top of upper Wolfcamp shale, shelf-margin project area. 
Contours in feet. Datum = sea level. 
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Fig. 3.48. Isopach map of stratigraphic interval between the top of the upper Wolfcamp 
shale marker and the top of the Mississippian System, shelf-margin project area. 
 
 
 
Relationship of Geology to Oil and Gas Reservoirs 

 

 Superposition of the map of the Cisco and Canyon reservoirs on the Mississippian 

structure (Fig. 3.49) reveals no obvious correlation between the location of reservoirs and 

the structure. Although the larger reservoirs form elongate trends that parallel the Missis-

sippian structure contours, there is no apparent distinction among contours that can be 

used as a predictive tool to determine which of the Mississippian contours might be paral-

lel to the reservoir trends in the overlying Upper Pennsylvanian strata. However, when 

the map of Cisco and Canyon reservoirs are superimposed on the structure contour map 

of the upper Wolfcamp shale (Fig. 3.50) as well as the isopach map of the interval be-

tween the top of the Wolfcamp Shale and the top of the Mississippian System (Fig. 3.51), 
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an obvious correlation between the location of known productive reservoirs and structure 

emerges. Of course, as discussed above, the Wolfcamp shale structure is not tectonic, but 

instead reflects drape of the upper Wolfcamp shale over the shelf-margin carbonate com-

plex. The primary Canyon reservoirs, Dagger Draw North and Dagger Draw South, are 

located along the shelf edge in the southwest part of the map. Other smaller reservoirs, 

Travis and Red Lake East, lie along this trend of closely spaced contours to the northeast 

of Dagger Draw North and Dagger Draw South.  

 
 

 
 
 
Fig. 3.49. Upper Pennsylvanian (Cisco and Canyon) reservoirs and Mississippian struc-
ture, shelf-margin project area. 
 
 
The trend of the shelf-margin reservoirs is readily apparent on Figs. 3.50 and 3.51. The 

minor reservoirs south of the shelf margin may be formed by carbonate debris flows and 

their northern boundary may be identified by the shelf-margin trend apparent on Figs. 
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3.50 and 3.51. Reservoirs north of the shelf margin (e.g., Eagle Creek) appear to reside in 

somewhat younger strata than those of the shelf margin (e.g., Dagger Draw North) and 

are not resolved by maps prepared for this project. 

 

 

 

 
 
 
Fig. 3.50. Upper Pennsylvanian (Cisco and Canyon) reservoirs and upper Wolfcamp 
shale structure, shelf-margin project area. 
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Fig. 3.51. Upper Pennsylvanian (Cisco and Canyon) reservoirs and isopach map of strati-
graphic interval between the top of the upper Wolfcamp shale marker and the top of the 
Mississippian System, shelf-margin project area. 
 
 
 
 

 

4.  Experimental Methods 

 

Laboratory experimentation is not a component of this project.  

 

5.  Technology Transfer 

 

An integral component of this project is an active and vigorous technology transfer pro-

gram. The Southwest section of the Petroleum Technology Transfer Council (PTTC) is 
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housed in the same building as the PRRC and tech transfer is a fundamental component 

of all research performed at the Center.   For the CFS project, a concerted effort has been 

made to constantly keep industry updated on developments through talks, presentations, 

and expansion of the FEE Tool consortium. The project actively transfers technology on 

both regional and national levels; in the first two years, this included the papers and pres-

entations listed below: 

 

1. Balch, R. S., Ruan, T. and Schrader, S.M.: “Fuzzy Expert Systems in Oil Ex-

ploration,” SIAM Conference on Computational Science and Engineering, Or-

lando, FL, Feb. 12-15, 2005.  

 

2. Schrader, S.M., Balch, R.S., Ruan, T.: “Using Neural Networks to Estimate 

Monthly Production: A Case Study for the Devonian Carbonates, Southeast 

New Mexico,” paper SPE 94089, presented at the 2005 SPE Production and 

Operations Symposium, Oklahoma City, April 17-19. 

 

3. Ruan, T., Balch, R.S., Schrader, S.M. and Hart, D.M.: “A Web-based Fuzzy 

Ranking System and Application,” presented at the 9th World Multiconference 

on Systemics, Cybernetics and Informatics, Orlando, July 10-13, 2005 

4. Ruan, T., Balch, R.S., Schrader, S.M.: “A Fuzzy Expert System for Oil Pros-

pecting in the Lower Brushy Canyon of Southeast New Mexico,” presented at 

the 2005 IEEE International Conference on Information Reuse and Integra-

tion, Las Vegas, August 15. 

5. Schrader, S.M., Balch, R.S., and Ruan, T.: “Knowledge Management, Collec-

tion and Storage in Expert System Development,” Upstream CIO (September 

2005) 22-24. 

6. Schrader, S.M., and Balch, R.S.: “Automated Analysis of Gridded Geologic 

Map Data,” presented at the 2006 AAPG Annual Convention, Houston, April 

9 -12. 

7. Balch, R.S, Schrader, S.M, and Ruan, T.: “Knowledge Engineering: Collec-



 - 135 -

tion, Storage and Applications of Human Knowledge in Expert System De-

velopment,” submitted to the Expert Systems Journal, March, 2006, revised 

and resubmitted, February 2007. 

8. Sharp, J.: “Upper Pennsylvanian and Lower Permian phylloid algal mound 

reservoirs, southeastern New Mexico,” in Raines, M.A., ed., Resource plays in 

the Permian Basin: resource to reserves: West Texas Geological Society, Pub-

lication 06-117, p. 107-113, 2006. 

 

6.  Conclusions 

 

The project has enjoyed a successful second year, with all project goals for the second 

budget period met or exceeded, and with no significant obstacles identified. The project 

has reached the end of the primary software development stage and a functional proto-

type of the software has been implemented.  The software is now ready for beta testing 

with outside users, which is scheduled for the third year of the project. The project is on 

task to produce expected results including deliverable software to aid and speed prospect 

generation using state-of-the-art computational intelligence technology.  The onset of the 

third project year is currently delayed. 

 

The system comprises four major components: a graphical user interface (GUI) for com-

piling and organizing expert knowledge, a GUI for organizing project data, a GUI for 

analyzing results, and a fuzzy inference engine for processing rules. The knowledge input 

into the system is to be expressed generally as “if-then” rules. Fuzzy rules will be em-

ployed when inputs are imprecise and factual data are insufficient or scarce. Local data-

bases, such as the New Mexico Production Data System (ONGARD) located at the 

PRRC, and remote databases, such as “An Oil and Gas Development System,” supported 

by DOE, are to be linked to the customizable system through the Internet and will allow 

users to search for additional data. Statistical tools and methods of interpretation have 

been designed to allow users to input raw data and calculate appropriate rules and analy-

ses quickly and efficiently. This software is fully integrated and allows seamless integra-
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tion of user data in the expert system design process. A new customizable fuzzy inference 

has been designed to provide the relational computations required to relate scarce local 

data with sparse regional data.  

 

Collection and processing of test data, the Pennsylvanian Carbonates of SE New Mexico, 

has been completed.  This test data set will aid in finalizing the work flow operations and 

wizards necessary for accurate and efficient expert system design. The dataset by itself 

represents a valuable resource for anyone interested in the play.  

 

During the first project year geologic data acquisition and analysis was completed on the 

Upper Pennsylvanian and Lower Permian carbonate reservoirs within the project areas in 

the Permian Basin of southeastern New Mexico. During 2006, work on the Bough in-

trashelf project area was completed. Geologic data was acquired, mapped and analyzed 

on a second project area, the shelf margin project area that includes the Upper Pennsyl-

vanian Dagger Draw oil reservoirs. The second project area was added to diversify the 

expert system’s approach to prospecting for oil in carbonate stratigraphic traps. Although 

reservoirs in both areas are formed primarily by phylloid algal mounds that have seen 

multiple episodes of diagenesis, the reservoirs within the Bough intrashelf area grew on 

bathymetrically high paleostructures and the reservoirs within the shelf margin area grew 

primarily as bioherms on a constructional shelf margin and their geographic location does 

not appear to be related to paleostructures. Both of the project areas have significant pro-

duction. The 58 Permo-Pennsylvanian reservoirs that are at least partially present within 

the Bough intrashelf project area have produced a combined total of 329 million bbls oil. 

The 24 Upper Pennsylvanian reservoirs within the shelf margin project area have pro-

duced a combined total of 83 million bbls oil. Data generated includes numerous maps 

shown in section 3 of this report.  

 

Successful development of this customizable fuzzy expert system will bring great compu-

tational power for regional play analysis to companies of all sizes—benefiting large com-

panies interested in recompletion opportunities but having reduced domestic exploration 

budgets and small companies without the resources to maintain full-time multidiscipli-
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nary exploration staff. Ultimately, widespread use of this technology can increase effi-

ciency and production from domestic oil and gas sources. Analysis of the Pennsylvanian 

carbonates, a significant by-passed pay play, should showcase the abilities of the software 

and provide immediately useful information to companies interested in developing pro-

duction from that play.  
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